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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday lives, as
an ever-growing number of human activities are progressively moving from the phys-
ical to the digital world. This process, which has been ongoing for some time now,
was further accelerated during the acute period of the COVID-19 pandemic. The HCI
International (HCII) conference series, held annually, aims to respond to the compelling
need to advance the exchange of knowledge and research and development efforts on
the human aspects of design and use of computing systems.

The 25th International Conference on Human-Computer Interaction, HCI Interna-
tional 2023 (HCII 2023), was held in the emerging post-pandemic era as a ‘hybrid’ event
at the AC Bella Sky Hotel and Bella Center, Copenhagen, Denmark, during July 23–28,
2023. It incorporated the 21 thematic areas and affiliated conferences listed below.

A total of 7472 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1578 papers and
396 posters were included in the volumes of the proceedings that were published just
before the start of the conference.Additionally, 267 papers and 133 posterswere included
in the volumes of the proceedings published after the conference, as “Late Breaking
Work”. The contributions thoroughly cover the entire field of human-computer interac-
tion, addressingmajor advances in knowledge and effective use of computers in a variety
of application areas. These papers provide academics, researchers, engineers, scientists,
practitioners and students with state-of-the-art information on the most recent advances
in HCI. The volumes constituting the full set of the HCII 2023 conference proceedings
are listed on the following pages.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2023 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

July 2023 Constantine Stephanidis
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25th International Conference on Human-Computer
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The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences of HCII2023 is available online at:

http://www.hci.international/board-members-2023.php



HCI International 2024 Conference

The 26th International Conference on Human-Computer Interaction, HCI International
2024, will be held jointly with the affiliated conferences at the Washington Hilton
Hotel, Washington, DC, USA, June 29 – July 4, 2024. It will cover a broad
spectrum of themes related to Human-Computer Interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as novel
interaction techniques, interfaces, and applications. The proceedings will be published
by Springer. More information will be made available on the conference website:
http://2024.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@2024.hci.international

https://2024.hci.international/

http://2024.hci.international/
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Components and Events Identification
Challenges and Practices in Interactive
Prototypes Construction: A Field Study
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Abstract. Prototyping technologies are crucial for sustaining an iterative proto-
type process that is efficient and adaptable. For designers, building, programming,
and troubleshooting an interactive prototypes’ electronic connections, communi-
cations, and computing system’s components continues to be a challenging task.
This fieldwork study explores, describes, and analyses the practices, tools, and
technologies used by design students in the construction of interactive prototypes
on a university course. The research investigation reviews the interactive proto-
types and presents and analyses excerpts of interviews with students. Our findings
shed light on the socio-technical factors that influence the choice of digital compo-
nents. The study describes the types of digital connections and communications
among prototype components and the practices adopted by design students to
build them. Last, our results show that practices to identify components and users’
interactions were based on sophisticated time- or event-based strategies. Finally,
the implications of the findings of the study are discussed.

Keywords: Interactivity · Design · Education · Prototyping Tools · Practices

1 Introduction

Prototyping methods and tools are essential means to support designers in exploring and
programming the prototype design space [8]. In recent years, many market-available
prototyping platforms have become available for designers to construct interactive pro-
totypes rapidly in a way that was unimaginable a few years ago. For example, a study
explored the design challenges, issues, and limitations for designers and researchers in
constructing Internet of Things systems using existing prototyping tools [2].

Debugging software and hardware physical digital prototypes is a very complex
activity. According to recent research, design students use simple hardware components
(e.g., buttons) to scaffold the development of their prototype online data exchange with
the Internet [4]. The difficulty in prototyping comes from several factors. For example,
software and hardware processes during debugging are invisible and require higher cog-
nitive efforts for programmers or designers [3, 7]. A recent empirical study on physical

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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computing tasks shows that circuit problems cause more failure than program problems
and 80% of failures are due to missing wiring, independent from the designer’s expertise
[5]. Other debugging strategies on various software and components assembly program-
mers used several methods to visualize processes flows, for example, using several print
statements on their prototype codes [6].

Despite all these important studies, there is still little understanding of prototyping
practices in physical-digital interactive prototyping. Expanding the research topic will
advance the development of enhanced design tools which are effortlessly integrable into
real design practices and contexts [1]. In this study, we present the results of a fieldwork
study that investigated how design students constructed interactive prototypes in a final-
year university design course. The study examined the prototypes, the technologies used,
and student practices to understand how designers build interactive products.

2 Methodology

In this section, we describe the study context, the researchmethods, and the data analysis
method conducted with design students in a final (fourth) year course on design at the
Design Department at the University of Dundee (United Kingdom). Students produce
individual design outcomes for their own chosen project brief, drawing on the knowledge
and skills they have developed throughout the program. They have access to a faculty
workshop, a digital fabrication lab, and an IT suite. They get support from design studio
specialists and workshop technicians.

The students have regular deliverables and assignments over two semesters. The
class is organized as a studio where each student has their area, sharing their learn-
ing experience in the same studio space. The course was composed of product design
(PD) and interaction design (IxD) students. Both interaction and product design students
have a shared class on Arduino and Processing during their second year. The students’
projects were very varied and broad, covering a large range of community and individual
needs and desires. The technologies and tools used for implementing the projects were
numerous and specific. In general, the more popular technologies and tools for proto-
types were Arduino, Processing programming language, basic sensors and actuators,
and HTML5 & CSS.

During the study, we used semi-structured interviews with students and prototype
analyses. We contacted the fifty-seven students via e-mail, nineteen of whom agreed
to be interviewed. The participants ranged in age from 23 to 27 years; eleven were
male and eight were female. They had an average of two to three years of experience in
building interactive prototypes.All interviewswere video-recordedwith the participants’
permission, and the researchers took written notes. The semi-structured interviews were
conducted in the design studio. After we concluded the data-gathering process, we begin
to elaborate on the collected data. We highlighted all the data which contain information
about the technologies, the tools, and the practices used to construct the prototypes. We
conducted data analysis focusing on thematic coding. We moved from descriptive to
more theoretical levels leading to a saturation of the material insight and interpretation.
In the next section, we will elaborate on the study results.



Components and Events Identification Challenges 5

3 Prototyping Interaction Practices

In the fieldwork study, we observed that the design students used a broad and rich
range of practices for connecting components and for overcoming technical problems
that emerged during the prototype development. Recognising, detecting, and identifying
objects, data streams, and devices were crucial for the design students when developing
interactions. The students employed a variety of techniques to recognise digital hardware
components, or to shorten their ID addresses.

A student was able to transfer two data streams from two objects to one item at the
same frequency. To distinguish between the two signals, she applied a time-delay-based
technique, and was able to work around the fact that radio frequency data links are
typically utilised to construct one-to-one connections, and the receiver cannot discern
and identify between two transmitters. To detect which objects are delivering data to the
receiver, the student used a simple and efficientmethod. However, this time identification
approach may be difficult to implement due to the need to define the ideal time threshold
without sacrificing the user experience.

Design students employed a practice to simplify the identification of prototype digital
components. A student was working on a project to help gym users track their progress
and goals. To distinguish between the use of different weights, track exercises, and
identify individuals, the prototype has radio frequency identification (RFID) tags and
readers. The student simplified RFID addresses to make prototypes simpler and improve
tag recognition. This simplification technique made it easier for the student to work
with simplified RFID tags that can be easily transmitted via the serial communication
interface to a computer (Fig. 1).

Fig. 1. An advanced prototype utilising a breadboard circuitry.
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4 Discussion

Thepurpose of this fieldwork studywas to explore the issues and practises that design stu-
dents encountered when building interactive prototypes in a final-year university design
course. The fieldwork combines prototype analysis with semi-structured interviews.
Recognising, detecting, and identifying objects, data streams, and devices is critical
when building interactive prototypes. Based on conventional tools and technology, the
students used simple but effective techniques to distinguish between incoming signals.
Handling interaction events is a critical challenge for prototype development. According
to the end user development literature, events handling and multithreading are difficult
for non-expert programmers such as design students to implement [9]. Our findings
may point to the need for new prototyping tools to help design students comprehend,
explore, and integrate event handling and multithreading functionalities while building
interactive prototypes.

Our research demonstrates that prototyping interaction is a creative activity that
necessitates tinkering and design-thinking skills, yet most tools do not completely sup-
port those processes today. Designing tools necessitates a different approach than engi-
neering. It is critical in design to soften technology in order to shape the user’s experience
bymaking it rapid, inventive, and simple.Despite the limits of this studydue to the limited
sample size, we believe that our findings may lead to fascinating new lines of research
on this topic beyond the scope of this study.

5 Conclusion

Even if there is a long way to go before the technology becomes simple and fully intel-
ligible, steps are being taken in the direction of the full realisation of simple prototyping
interactions. This will provide users with the necessary level of control over digital
technology and enable it to become an important part of design students’ daily life.

Acknowledgements. We would like to thank all of the design students and instructors that
participated in our field study research.
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Abstract. This paper presents a systematic mapping study of NATO member
states prominent in the cyber domain, and their interpretation of cyber terminology.
NATO nations currently participate in a range of cyber exercises, but there is
no unified conceptual framework for accepted cyberspace definitions to ensure
interoperability. There is therefore a requirement for a common understanding of
how member states define cyber operations.

This study seeks to determine if the doctrinal publications of NATO member
states can answer the research question - How do NATO members define cyber
operations?

The Systematic Mapping Study aims to provide a broad overview of the
research area to provide evidence on the topic and its quantity.

60 national doctrinal publications were reviewed from 12 prominent NATO
nations. Of these, ten defined cyber operations in a similar manner providing
coherency in understanding the concepts involved. This provides a basis for
successful cyber operations and exercises.

Keywords: NATO cyber operations definitions · Systematic Mapping Study ·
Literature Review

1 Introduction

The conceptual development of national cyberspace operations has evolved with the
introduction of new technologies and techniques to exploit their capabilities. To a large
extent, definitions and doctrines have reflected how individual states have embraced this
new environment leading to a broad spectrum of different terminologies. NATO’s recog-
nition of cyberspace as a domain of operations in 2016 has led to the need for a common
understanding of how it’s members will engage in this new environment. This require-
ment has been accelerated by a growing interest in offensive cyber operations (OCO),
which is expressed by the creation of cyber commands, branches, or services within their
armed forces [2]. Training and exercising are conducted by the NATO-affiliated Cooper-
ative Cyber Defence Centre of Excellence (CCDCOE) in Tallinn, which hosts the annual
Exercise Crossed Swords1. Crossed Swords is an annual technical red teaming cyber

1 https://ccdcoe.org/exercises/crossed-swords/
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exercise training penetration tester, digital forensics experts and situational awareness
experts. Crossed Swords has evolved from a straightforward technical trainingworkshop
to an exercise involving leadership training for the command element, legal aspects, and
joint cyber-kinetic operations [3]. This exercise brings together participants from over 21
countries, including NATO and non-NATO member states, which jointly plan and carry
out a range of offensive cyber activities. In planning and executing cyberspace opera-
tions, it is especially important that human-computer interactions begin communication
with commonly understood concepts.

This article gives an overviewof the range of definitions and types of cyber operations
used among NATO’s prominent cyber countries.

The reviewed doctrinal2 publications of NATO member states provide an overview
of how each nation defines their cyber operations by mapping their cyber operations
terminology. Since 2016 NATO Joint Publications have released a series of publications
on cyber operations and terminology. These are meant for NATO member states and
form the basis for combined cyber operations. This review is focused on identifying if
NATO member states follow this established doctrine. If it is not so, it then examines
how their cyber operations terminology is defined.

2 Methods

A Systematic Mapping Study was conducted during this research following the steps of
Guidelines for performing Systematic Literature Reviews in Software Engineering by
Barbara Kitchenham [4]. These comprise the following 7 stages:

1) Identify the scope of research.
2) Formulate the research questions of the review.
3) Carry out mapping of the doctrinal cyber publications of selected NATO member

states.
4) Analyse the data needed to answer the research question.
5) Extract data from the chosen doctrinal publications.
6) Summarise and analyse the study results.
7) Prepare a report on the results.

2.1 Scope of the Research

NATO has 31 [4] member states, and the doctrinal publications of the most prominent
cyber countries were analysed in this Systematic Mapping Study. The choice of nations
that were selected was based on the National Cyber Power Index 2020 [5]. These were
the United States, United Kingdom, Netherlands, France, Germany, Canada, Spain,
Sweden, Estonia, Turkey, Lithuania, and Italy. Although these were identified as the
NATO nations with the greatest involvement in cyber operations, it should be noted that
not all NATO members possess cyber capabilities. This further influenced the choice of
national publications that were examined. This study was limited to publicly available
sources and no nationally classified material was included.

2 Doctrinal publications are considered as governmental, official publications concerning
doctrines.
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2.2 Validation

To determine the validity of the doctrinal publications of the selected NATO member
states, national representatives were consulted. This was to determine whether their
doctrinal publications needed to be more comprehensive and to verify the currency
of the sources. For example, two national representatives Italy working at the NATO
CCDCOE were interviewed who confirmed the validity of the of the sources identi-
fied. Conversely, the accuracy of the Spanish cyber definitions was determined to be
inadequate due to inconclusive literature and the national representative being unable to
provide confirmation of the currency of the publications.

3 Results

The doctrinal publications of the selected NATO member states were analysed with
Fig. 1 indicating the distribution of the publications and whether cyber operations were
defined.

Fig. 1. Distribution of NATO cyber operations doctrinal publications

3.1 Temporal View of Publications

The year of publication of the national doctrinal publications that were examined is
presented in Table 1 REF _Ref138149000 \h \* MERGEFORMAT Publication date
of NATO cyber operations doctrinal publications. The majority of the publications (15)
were published in 2018, which relates to ~26% of the 56 publications. This was followed
by 2020, when 11 publications were published, which formed ~ 19% of the total. No
trend was identified from the data of publication date.
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Table 1. Publication date of NATO cyber operations doctrinal publications

Year CAN EE FRA GER ITA LIT NL ES SWE TUR GB USA

2013 1

2014 1

2015 1 1 1

2016 1 1 1 1 2 1

2017 1 2 1 1 1 1

2018 1 1 1 1 2 1 1 2

2019 2 2 1 2 1 1

2020 2 1 1 3 1 1 2

2021 1 1 1 1 1

2022 1 1 1 1 1

2023 1

3.2 Data Sources

Threemain agencies were identified as the authors of the doctrine used by NATO nations
These are presented in Table 2 Data source of NATO cyber operations doctrinal publica-
tions by the following sources: GOV -National governmental publication,MIL –Armed
Forces publication and CCDCOE – The NATO CCDCOE publications.

Table 2. Data source of NATO cyber operations doctrinal publications

Data sources

GOV MIL CCDCOE

CAN 6 - -

EE 5 - -

FRA 5 - -

GER 1 1 1

ITA 6 - 1

LIT 3 - 1

NL 6 - -

ES 5 - 1

SWE 1 1 -

TUR 2 - 1

UK 4 - -

USA 8 2 -
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The results of this research are shown in Table 3 Results, which indicates how
prominent NATO member states define and classify their cyber operations. These are
divided into defensive, offensive and intelligence cyber operations with the US having
an additional category of Department of Defense Information Networks (DODIN).

Table 3. Results

Defensive Offensive Intelligence Operations Cybersecurity DODIN

CAN X X

EE X X X

FRA X X X X

GER X X X

ITA X X X X

LIT X

NL X X X X

ES X X X X

SWE X X X X

TUR X X X

UK X X X X

USA X X X X X

4 Analysis

This article utilised an effective methodology to analyse selected NATO states’ doctrinal
publications to determine how they define cyber operations. Ten out of twelve states
recognise and define defensive cyberspace operations. Eleven out of twelve recognise
and define offensive cyberspace operations. In addition, seven out of twelve recognise
intelligence operations in cyberspace. All the member states recognise cybersecurity.
Exclusively, the United States has its Department of Defense Information Networks
(DODIN) operations. The DODIN operations can be considered as a key terrain for
the U.S. cyberspace. Key terrain in cyberspace is analogous to key terrain in a physical
domain, in that access to or control of it affords any combatant a position of marked
advantage [6].

From these results, it can be seen that these nations define their cyberspace operations
to align with their own unique national cyber capabilities and requirements.

Furthermore, it can be seen that there is no agreed format or procedure on publishing
and updating the cyberspace definitions across member states. The definitions are pub-
lished according to individual timescales and are not related to each other. It was also
found that the publications were not always easy to identify, and some were out of date
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with regards to current NATO doctrine. This work identified a widespread weakness
regarding the common understating of the cyberspace operations.

Overall, the study showed that alliedmember states have their ownunique cyberspace
definitions. This can lead to one member state understanding key aspects the cyberspace
and its operations significantly differently from other member states.

5 Discussions and Conclusions

From this short investigation it can be concluded that there is a need for a single insti-
tution to maintain a common database of cyberspace terminology for NATO member
nations. This central body should ensure thatNATOmember states align their cyberspace
definitions and that they are recorded in an up-to-date database.

NATO’s understanding of cyberspace activities needs to be clear and unambiguous
to avoid issues from national publications being written in different languages to avoid
issues with translation.

Scope of Cyber operations of the member states fulfils defensive, offensive or intel-
ligence purposes with the United States adding a unique DODIN category. All of the
nation’s recognise cybersecurity. Frommost doctrinal publications, the essence of cyber
operations could be identified, but not the degree of detail that can provide a comparable
definition.

In order to establish common cyberspace activities and corresponding terms it is
recommended that member states collaborate more to adopt common definitions.

NATO collaborative cyber defence and offensive exercises are increasing in com-
plexity and sophistication. A common understating of cyberspace activities and their
specific definitions is key to the success of these events and ensuring that operators from
different nations can successfully work together.

Finally, a future study is proposed to investigate semantics and human-computer
interaction in cyberspace doctrinal terms. [7].

Acknowledgments. Dr Adrian Nicholas Venables and Dr Rain Ottis from Taltech University.
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Abstract. The present study is directed towards identifying the new scientific
trends based on 4.0 technologies for the study of juvenile crime in the Scopus
database. For the development of this research, a descriptive and quantitative
method is proposed, based on bibliometric tools that allow to effectively mea-
sure the scientific production of the variables juvenile crime and technology 4.0
within the Scopus database. This process then requires the approach of a search
equation that covers the crucial elements of the study, resulting in the following
command: (TITLE-ABS-KEY(“Youth in conflictwith the law”)ORTITLE-ABS-
KEY (“Juvenile delinquency”) OR TITLE-ABS-KEY ( youth AND crime) OR
TITLE-ABS-KEY (underprivileged AND youth) AND TITLE-ABS-KEY (big
AND data) OR TITLE-ABS-KEY (data AND mining) OR TITLE-ABS-KEY
(4.0) OR TITLE-ABS-KEY (intelligent AND systems) OR TITLE-ABS-KEY
(machine AND learning) OR TITLE-ABS-KEY (artificial AND intelligence) OR
TITLE-ABS-KEY (iot) OR TITLE-ABS-KEY (“internet of things”)). From an
initial search, a total of 85 documents published between 2011 and 2023 are
observed, of which more than 58,8% have been submitted from 2020 to date. The
leaders in terms of publication in the area are University of Pittsburgh and King
Khalid University with five publications each.

Keywords: Juvenile delinquency · youth crime · industry 4.0

1 Introduction

Juvenile crime is considered one of the most important problems of today, where there
is a high level of difficulty in achieving a true reintegration of those who enter the
penal system from an early age. This results in the application of various techniques and
tools focused on the study of this problem, so that effective prevention and management
mechanisms can be counted on for cases of crime in children and adolescents, who in
many cases are the result of a series of environmental conditions, which result in the
performance of acts of vandalism and criminality [1].
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Children and teenagers who engage in criminal activity frequently become entan-
gled in a complex web of environmental factors that encourage them to commit crimes
and vandalize property [2]. The study of this phenomenon necessitates a multidisci-
plinary approach that incorporates social, psychological, economic, and technological
perspectives due to the complexity of the factors that contribute to juvenile crime [3].
At the same time, the Fourth Industrial Revolution’s emergence in recent years has
opened up new possibilities for comprehending and addressing the problems brought on
by juvenile delinquency. Industry 4.0 technologies, distinguished by their connectivity,
automation, and data-driven capabilities, hold enormous potential to revolutionize how
we understand, prevent, and address juvenile crime [4].

Giving some examples of this, there can be created predictive models that predict
the likelihood of future criminal behavior among youth at risk thanks to the integration
of artificial intelligence (AI) and machine learning algorithms [5]. These models offer
insights into the potential pathways leading to criminality by taking into account a
number of variables, including socioeconomic factors, family dynamics, educational
background, and peer influences. Interventions can be tailored to each person’s unique
needs by identifying those who are most likely to engage in delinquent behavior. This
could reroute their trajectory in the direction of successful outcomes [6].

It is therefore important to take advantage of 4.0 technologies to be able to study and
support the generation of real solutions to this problem. In this sense, carrying out an
exercise of scientific observation allows us to understand for sure how the state of the art
is within this relevant theme. From this, the present study is directed towards identifying
the new scientific trends based on 4.0 technologies for the study of juvenile crime in the
Scopus database.

Priceless insights can be gained and aid in the creation of useful, evidence-based
interventions by utilizing the power of cutting-edge technological tools [7]. To deter-
mine the current state of the art within this important domain, it is therefore crucial
to conduct a rigorous scientific observation, understanding 4.0 technologies can give
access to a wealth of cutting-edge tools that significantly improve the comprehension
of juvenile crime dynamics [8]. Advanced data analytics, for instance, enables the sci-
entific community to draw important patterns and correlations from sizable datasets,
illuminating the underlying causes of juvenile delinquency [9].

This data-driven approach enables researchers and decision-makers to create tar-
geted interventions, early warning systems, and preventive measures that can success-
fully reduce the risk of juvenile involvement in criminal activities [10], and is the final
result this investigation heads to: a bibliometric review that bring the first stone for the
construction of feasible solutions for juvenile crime through 4.0 technologies.

2 Materials and Methods

For the development of this research, a descriptive and quantitative method is proposed,
based on bibliometric tools that allow to effectively measure the scientific production of
the variables [11, 12], which in this case are juvenile crime and technology 4.0, within
the Scopus database. This process then requires the approach of a search equation that
covers the crucial elements of the study, resulting in the following command:
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(TITLE-ABS-KEY (“Youth in conflict with the law”) ORTITLE-ABS-KEY (“Juve-
nile delinquency”) OR TITLE-ABS-KEY (youth AND crime) OR TITLE-ABS-KEY (
underprivilegedANDyouth)ANDTITLE-ABS-KEY (bigANDdata)ORTITLE-ABS-
KEY (data AND mining) OR TITLE-ABS-KEY (4.0) OR TITLE-ABS-KEY (intelli-
gent AND systems) OR TITLE-ABS-KEY (machine AND learning) OR TITLE-ABS-
KEY ( artificial AND intelligence) OR TITLE-ABS-KEY (iot) OR TITLE-ABS-KEY
( “internet of things”)).

3 Results

Beloware the results of the bibliometric reviewprocess carried out in theScopus database
based on the search equation explained in the methodology (Fig. 1):

Fig. 1. Main data obtained from scopus

The previous figure shows the general results available in Scopus related to the use
of 4.0 technologies for the study and analysis of crime in young people, being able to
observe in the first instance that the stipulated time range was between 2011 and 2023,
because the temporal concordance between the analyzed products and the use and rise
of said technologies is considered a key criterion.

In this way, it is evident how there are a total of 293 authors present in 85 documents
published in 81 sources with a significant growth of 3.44%, which is in accordance with
the concentration of scientific production in the area of 58.8% between 2020 and 2023.
The can be observed more clearly in the following figure related to annual production
(Fig. 2):
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Fig. 2. Annual production of the knowledge area

In this sense, within the area of knowledge studied related to new technologies 4.0 for
the study of juvenile crime, it is possible to recognize a series of institutions that appear
as protagonists in terms of scientific production, generating relevant contributions in the
deepening and documentation of development of these new technologies (Table 1):

Table 1. Most relevant affiliations

Affiliation Articles

Arizona State University 9

Universiti Kebangsaan Malaysia 7

Mit Media Lab 5

Temple University 5

University Of Western Australia 5

Utrecht University 5

Birla Institute Of Technology 4

Children’s Hospital Of Pittsburgh Of University Of Pittsburgh Medical Center 4

Jiangsu University 4

Minia University 4

University of Texas Health Science Center Houston 4

Said table shown above shows institutions such as Arizona State University with nine
publications, which is internationally recognized for its area of criminology, followed by
Universiti Kebangsaan Malaysia with seven publications and an international trajectory
in the field of criminology studies. On the other hand, institutions such as Mit Media
Lab, Temple University, University of Western Australia and Utrecht University with
five contributions each can also be mentioned.
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In terms of scientific production by author, it is observed how Lotka’s law explains
the recurring participation of researchers within the study area; allowing to show a
low concentration of researchers who constantly generate contributions as part of their
reported lines of research (Table 2):

Table 2. Lotka law

Documents written N. of Authors Proportion of Authors

1 276 0,942

2 9 0,031

3 6 0,02

5 2 0,007

Finally, with respect to the keywords of the articles studied, it is observed how the
nodes make up a total of three four clusters: the first related to general terminology and
identification of the actors as crime victims. Sex difference, among others; the second
associatedwith technologieswhere terms such as big data, datamining, learning systems,
NLP, computer crime, among others, are displayed. In turn, there are two less frequent
clusters with terms such as psychology or juvenile crime (Fig. 3):

Fig. 3. Keyword Co-occurrence

4 Discussion and Conclusions

From the results described in the previous section, the annual scientific production in
relation to technology 4.0 and juvenile crime has experienced a clear growth in the period
between 2015 and 2022, reaching a maximum of nineteen (19) publications in the latter
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anus. In turn, in the total timeline studied (2011:2023) a total of eighty-one (81) sources
derived from eighty-five (85) documents have been identified. In relation to the authors,
a total of two hundred and ninety-three (293) authors have been identified, of which once
(11) they published specifically and the rest were co-authors, totaling an average of 3.79
co-authors per document, each one of them. Which cited by other works an average of
11.44 times.

It can be concluded then that, based on the awareness that technology is crucial to
advance the understanding of juvenile delinquency and develop effective emergencies,
scientific research has shown a growing and sustained interest in this regard [13]. By
leveraging advanced data analytics, artificial intelligence, machine learning, and virtual
reality simulations, deeper insights into the complex dynamics of youth crime can be
gained.

These recent technologies are innovativemeans of identifying people at risk, predict-
ing future criminal behavior, and designing targets to redirect their paths toward positive
social integration [14]. That is why the present study and the systematic analysis of the
Scopus database developed through it, is intended to serve as a diagnosis of the latest
scientific trends and provide a comprehensive vision of the transformative role of 4.0
technologies in the study of juvenile delinquency.

Acknowledgement. The authors thanks Ministerio de Ciencia, Tecnología e Innovación from
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Abstract. The coronavirus pandemic has exposed the reality disaster researchers
have known all along, pre-existing inequities in society often cause extraordi-
nary harm to previously marginalized segments of the population. During this
pandemic, there are significant physical and even deadly risks for specific por-
tions of the population, such as older adults and those with pre-existing health
conditions. Meanwhile, the mixed messaging on social networks and the Web,
which is composed of information and misinformation causes the so-called “info-
demic.” The infodemic and the coronavirus pandemic present challenges to older
adults in their decision-making. Risk communication includes the perception of
risk and the exchange of real-time information, advice, and opinions between
experts and people facing threats to their health, economic or social well-being.
This research surveyed older adults to explore the factors that impact decision-
making in response to communications disseminated to them about COVID-19
by operationalizing the Protective Action Decision-Making Model. The research
questions investigate associations between behavioral changes, trust, and demo-
graphic characteristics of the respondent. Results indicate that trust in stakehold-
ers, the state where the respondent resides, demographic characteristics, and prior
disaster experience correlate with older adults’ behavioral change measured by
staying indoors, wearing gloves, and wearing masks.

Keywords: COVID-19 · Decision-making · Older Adults · Infodemic · Trust

1 Introduction

At the start of the pandemic, health officials warned that specific populations were more
at risk for infection to the virus, including older adults (Shahid et al. 2020). The World
Health Organization (WHO) disseminated information about the risks for individuals
over 60 years of age and those with co-morbidities. By March of 2020, the Centers for
Disease Control and Prevention (CDC) reported that older adults were represented in
31% of the infections, 45% of the hospitalizations, 53% of the Intensive Care Unit (ICU)
admissions, and 80% of the deaths (CDC, 2020). The adoption of public health measures
during COVID included masking in public places and physical distancing (in general
approximately 6 feet). These measures varied among various populations and over the
course of the pandemic (Benham et al. 2021, Sutton et al. 2020). The differences in
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decision-making can be attributed to cultural concerns, demographics, awareness, health
literacy, risk perception, message fatigue, and trust, among others (Pakkari and Okan
2020, Sutton et al. 2020, Benham et al. 2021).

Trust has been previously researched as a significant indicator of individual behav-
ioral change (Zhao et al 2020; Hughes and Chauhan 2015; Appleby-Arnold et al. 2019;
Liu, et al., 2021). Trust can relate to the stakeholder perception (referring to the indi-
vidual or organization disseminating the message), threat perception (referring to how
one feels about the risk and potential problems due to contracting the virus), or protec-
tive action perceptions (referring to the efficacy of mitigating efforts, such as wearing a
mask). Lack of trust during the pandemic has been connected to misinformation creating
an infodemic. Because of the unregulated user-generated content on social networks,
mixed messages with information and misinformation occupied the Internet (Garrett,
2020; Zarocostas, 2020; Xie, et al., 2020). Since misinformation was distributed on the
Internet from the COVID-19 pandemic (Ma, Vervoort and Luc, 2020), and thus, in turn,
led to the so-called “information epidemic.” Lin (2020) pointed out that “the politiciza-
tion of the pandemic, aided by the infodemic and the media establishment, had been on
full display since the start of this national crisis.” According to themisinformation “cam-
paigns” via the infodemic about Covid-19, most of the American public reported that
social media and the Trump administration were the major sources for misinformation
(Jones, 2020).

Themixedmessaging surroundingmask usagemay have also led tomistrust (Ho and
Huang 2021, Shelus et al. 2020). The protracted length of the pandemic also took a toll on
decision-making, leading to potentialmessage fatigue (Sutton et al 2020). Several studies
examined the potential link between message fatigue and decision-making regarding
the use of masks (Ball and Wozniak 2021), social distancing (Seiter and Curran 2021,
Chou and Budenz 2020), and vaccination (Chou and Budenz 2020). Message fatigue
and mistrust were barriers to appropriate decision-making regarding personal protective
action during the pandemic.

Modeling decision-making during crisis situations often includes risk behavior,
demographics, trust in and credibility of the information, and willingness to make cer-
tain hazard adjustments. Hazard adjustments may be deciding whether to evacuate,
how and when to prepare, or making financial decisions. One decision-making model
for modeling individual behavior often for various disasters is the Protective Action
Decision-Making Model (Lindell and Perry, 2003).

This research explores the factors of trust that impact decision-making by older
adults through the communications disseminated to them about COVID-19 by oper-
ationalizing the Protective Action Decision-Making Model (PADM). The survey was
funded through the SUNY (State University of New York) SEED COVID-19 funding,
award # COVID202053.

2 Literature Review

Disaster research has exposed challenges in crisis and emergency communications,
including cultural concerns of varying demographics (Crouse 2008). These concerns are
often mirrored for pandemic and infectious disease communications (Crouse 2008). For
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example, research on emergency communications from past disasters expose concerns
related to cultural social connections in a hurricane (Eisenman et al. 2007), demographics
during the recovery from a tornado (Nejat et al. 2018), and accessibility and awareness
for people with disabilities (LaForce et al. 2015; Bennett et al. 2018). For public health
messaging, specifically, researchers have also highlighted the importance of culture
(Kreuter and McClure 2004), considered the disparities among different demographics
(Brankston et al. 2021) and have challenges in expanding awareness and accessibility
about public health and social determinants of health (Niederdeppe et al. 2008). Dur-
ing the COVID pandemic, officials struggled with culturally competent messaging that
effectively led to appropriate protective action, such as with the mask mandates (Ho and
Huang 2021; Martinelli et al. 2021).

Decision-making during COVID was influenced by several other factors, as well.
Health literacy, trust, and COVID perceptions are among the more common influ-
ences. COVID perceptions can influence decision-making for social distancing, avoid-
ing crowded areas, increased handwashing, and wearing a mask (Schiffer, O’Dea, and
Saucier 2021). Though older adults wore masks more often than other age groups, in
the study by Haischer and colleagues, 57% of older adults wore a mask and only 41%
of individuals prior to mask mandates wore one (2020). Regarding trust in health infor-
mation, Yuan and White (2012) carried out a user experiment to compare the health
information behaviors of general users with medical professionals and found that trust
is a key factor in users’ selection of websites to search for health-related information.

The PADM has been used to understand individual decision-making in response
to disaster related communications and messaging (Mayhorn 2005, Lindell and Perry,
2004, Lindell and Perry 2011). The PADM is multistage and uses six factors that influ-
ence decision-making to environmental hazards. The six factors are environmental cues,
social cues, message receipt, receiver characteristics, information sources, and channel
access & preference (Lindell and Perry 2011). The model also includes perceptions of
threats (such as severity or risk due to COVID-19), perception of the hazard adjustment
(use of a mask or effectiveness of social distancing), and perception of the social stake-
holders (those in decision-making authority to enforce adoption of hazard adjustment)
(Lindell and Perry, 2011).

In this paper, we examine how older adults make decision-making at the beginning
of the pandemic, and how trust plays a role in their decision-making processes using
the PADM model as a guide. We focused on behavioral change in terms of wearing
masks, wearing gloves, and staying indoors more often than usual. At the beginning of
the pandemic, among the preparedness measures suggested were to invest in personal
protective equipment to mitigate the spread of the virus, this initially included gloves
and medical masks for healthcare and community settings (WHO, 2020). Though later
changed to focus only on healthcare settings, the public readily used gloves for necessary
errands outside of the home (Khubchandi, Saiki, and Kandiah 2020). Khubchandi, Saiki,
and Kandiah (2020) found significant correlations between demographic characteristics
and the use of both masks and gloves. To address our goal, we investigate the following
research questions (RQs).

RQ1: Does trust in stakeholders relate to behavioral change?
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RQ2: Does the state in which the respondent resides correlate with behavioral
change?

RQ3: Were there demographic characteristics that correlated with behavioral
change?

RQ4: Does prior disaster experience relate to behavioral change?

3 Methods

We collected the data in late spring of 2020. The survey was chosen in this study because
it is themost reasonable and convenient method to collect data when the global pandemic
started, while most people were required to stay at home. The survey was conducted over
a 3-month period using Qualtrics, 182 individuals responded. It was sent out to various
older adult listservs in and outside of the University at Albany, SUNY. Respondents
were given the opportunity to receive an incentive for participating, through entering a
raffle for one of 20 Amazon gift cards worth $50. Winners were randomly selected.

As this study focused on stakeholder, threat, and protective action perceptions,
Table 1 lists survey questions and variables that were used in the data analysis to analyze
behavioral change. As shown, several factors were considered to identify receiver char-
acteristics (or demographics) of the respondents. Also consideredwas previous exposure
to disasters including other infectious disease outbreaks. Furthermore, behavioral change
was considered as decisions to stay indoors, wear a mask, or wear gloves.

4 Results

In the following section information about the respondents in the survey is presented
highlighting the significant correlations to behavioral response due to messages received
about COVID-19. The study primarily included older adults (75%, n = 141). Several
respondents indicated they were a caregiver to someone over the age of 65, 18% (n =
32). However, as noted in Table 2, this indicates that 9 individuals answered the survey
who were not eligible for this study, as such they were not included in the study.

The demographics of the respondents show that including caregivers provides valu-
able information about multigenerational housing, whereas most older adults who
responded reported that they lived in a dyad (with a spouse). As expected, most of
the caregivers and many of the older adults were women. The demographics informa-
tion also shows that there was a skewed representation of respondents with most having
a graduate degree or making over $100K annually. While the race may appear skewed,
according to the census data, approximately 72% of the US population is White.

Approximately 40% of the respondents are from New York, 7% were from Florida,
over 6% were from New Jersey, and 6% were from Maryland. The survey reached
two-thirds of the states in the nation, with 18 states not represented.

4.1 Protective Action Perception

In response to which necessary precautions have been taken to protect themselves from
COVID-19, 29% respondents chose to wear masks when in the presence of others, and
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27% decide to stay indoors more than usual. At least 13% of respondents also chose to
wear gloves.

Over 97%of older adult respondents changed their behavior because of the pandemic
response. Nearly 131 respondents have begun to wear a mask when in the presence of
others and 125 respondents have stayed indoorsmore than usual. However, the reasoning
behind their use of a mask is not what is reported through most governors or the world
health organization (WHO, 2020).

In the response to the survey, however, 78% of older adult respondents use masks to
protect themselves and others. Only 14% of older adult respondents indicated the mask
was used as means to protect others. Half of the respondents (43%) indicated that they
began to use masks as requested by their governors, if requested.

Most respondents decide to take necessary actions when the governor of the state
issued a stay-at-home order (42.44%), and when COVID-19 was declared as a pandemic
by WHO (20.93%). However, from a separate question, majority of the older adult
respondents indicated they learned of COVID-19 after news reports about the outbreak
in Wuhan China (72%). We performed Pearson’s Chi-squared test on the relationship
between respondents’ pandemic knowledge and their behavior change but did not find
any significant result.

4.2 Stakeholder Perception

The perception one has of the organization or individual disseminating the message may
influence their willingness to take protective action or make behavioral changes as a
response to the pandemic. When asked about the most trusted individuals or organiza-
tions, by far, most of the respondents’ trust messages sent through CDC (23%), State
Governor Briefings (20%), and the World Health Organizations (19%). For those who
selected ‘other,’ responses ranged from employer, PubMed, science magazine, Stans-
berryResearch reports,Dr. Fauci,Dr.Birx, specific showsonTV, anddoctors interviewed
on news shows.

We performed Pearson’s Chi-squared test on the relationship between behavioral
response with stakeholder perception and found significant relationships. Though most
of our respondents indicated that they changed their behavior due to the pandemic, once
probed for specifics, there were differences in types of change.

Therewere significant relationships found between trust international, national, state,
and local government entities. Significant relationships were found between trust in
WHO and the decision to stay indoors (X2 = 13.98, p< .001), wear masks (X2 = 26.91,
p < .001), to wear gloves (X2 = 5.69, p = .017). Additional relationships were found
between trust in the CDC and the decision to stay indoors (X2 = 24.21, p < .001),
wear masks (X2 = 34.86, p < .001). Trust in the state governor was also significantly
correlated with the decision to stay indoors (X2 = 14.52, p < .001), wear masks (X2 =
27.57, p < .001), and use gloves (X2 = 3.84, p = .050). Trust in the local mayor led to
one significant behavioral change finding, which was to stay indoors more (X2 = 5.08,
p = .024).

Furthermore, there were no significant relationships found between trust in the US
President, news anchors, primary care physicians, or family and friends with decision
to make behavioral changes in response to COVID-19.
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4.3 Receiver Characteristics

Previous disaster and public health studies have emphasized the importance of the
demographics of the message receiver on their willingness or ability to take behav-
ioral changes. We performed Pearson’s Chi-squared test on the relationship between
behavioral response with receiver characteristics and found significant relationships,
see Table 8. Not all receiver characteristics resulted in significant relationships.

The decision to wear masks was significantly related to the income level of the
respondent (X2 = 22,19, p= .024), where the actual count was higher than the expected
for income ranges $49,999k and below, as well as $100k and above. Similarly, the
decision to wear gloves was significantly related to the race/ethnicity of the respondent
(X2 = 13.15, p = .022), where the actual count was higher than expected for African
American/Black and Hispanic/Latino respondents.

4.4 Situational Factors

There were situational factors to consider, as well. Thoughmost of our respondents were
from the New York area, the survey reached 32 states. The guidance provided during
the pandemic varied by state, and therefore, we performed Pearson’s Chi-squared test
on the relationship between behavioral response with the state in which the respondents
were located and found significant relationships.

There was a significant association between the decision to wear masks and the
location in which the respondent resided (p= .038), where the expected count was lower
than the actual count in every state except California, Maryland, New York, Virginia,
and Washington.

4.5 Previous Disaster Experience

Nearly 38% of older adults and 29% of caregivers have had previous disaster experi-
ence and 45% of older adults and 42% of caregivers have had family or friends who
were survivors of a disaster. Among the disasters listed, infectious disease outbreak was
listed as the fourth, after winter weather, hurricane, and flooding. Approximately 19
respondents selected ‘other’ their responses were, terrorism (specifically 9/11), great
depression, California wildfires, and war.

It is worth mentioning that about 41.86% of respondents reported that a close family
member or friend had been previously impacted by disasters. About 43.6% of respon-
dents had not. The Pearson’s Chi-squared test shows that the respondents’ previous
disaster experience had a significant impact on their behavior change (X2 = 153.07, df
= 9, p < 0.01).

5 Discussion

Trust in Stakeholders vs. Behavioral Change. Pearson’s Chi-squared test showed that
there were significant relationships between trust international, national, state, and local
government entities. Significant relationships were found between trust inWHO and the
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decision to stay indoors, wear masks, and to wear gloves. Furthermore, there were no
significant relationships found between trust in the US President, news anchors, primary
care physicians, or family and friends with decision to make behavioral changes in
response to COVID-19.

Pearson’s Chi-squared test found significant relationships between trust in the CDC
and the decision to stay indoors, and wear masks. Trust in the state governor was also
significantly correlated with the decision to stay indoors, wear masks, and use gloves.
Trust in the local mayor led to one significant behavioral change finding, which was to
stay indoors more. A majority of respondents decided to take necessary actions when
the governor of the state issued a stay-at-home order and when COVID-19 was declared
as a pandemic by WHO. Of note, several indicated that they listened to a state governor,
not necessarily their own. For example, respondents from other states indicated that
they followed the press briefings of the New York State governor. Trust and credibility
are often key in receipt of emergency or warning messages and one’s interest in taking
appropriate protective action. This finding confirms to the results from Yuan and White
(2012) that in dealing with health and well-being related questions or issues, people
trust the authorized websites, government websites, and professionals’ suggestions. This
idea should be explored further, as all government entities were not trusted equally. The
characteristics of the emergency messages from authorized organizations should be
explored so the trustful contents can be given to older adults in time.

The State in Which the Respondent Resides vs. Behavioral Change. Pearson’s Chi-
squared test indicated that there was a significant relationship between the decision to
wear masks and the location in which the respondent resided, where the expected count
was lower than the actual count in every state except California, Maryland, New York,
Virginia, and Washington. This result may be attributable to the findings related to trust
in stakeholders and behavioral change, as aforementioned inRQ1.During the infodemic,
misinformationwas spread by theTrump administration (Lin 2020; Jones 2020;Germani
and Biller-Andorno 2021) causing governors to provide dedicated state-level guidance.
The mixed information potentially provided at federal and state levels may contribute
to the significant associations found between behavioral change and the state in which
the respondent resides. Again, this may also be related to how government agencies
and individuals were not trusted equally, necessitating some to follow guidelines from
a different state.

Demographic (or Receiver Characteristics) vs. Behavioral Change. Pearson’s Chi-
squared test indicated that the decision to wear masks was significantly related to the
income level of the respondents; the decision to wear gloves was significantly related
to the race/ethnicity of the respondent. However, there was a skewed representation
of respondents with most having a graduate degree or making over $100K annually.
Also, a significant amount of our respondents areWhite women. These findings are con-
sistent with many others regarding behavioral changes during the pandemic based on
race/ethnicity, gender, and income (Hearne and Niño 2021; Haischer et al. 2020; Weill
et al. 2020).

Prior Disaster Experience vs. Behavioral Change. Respondents’ prior disaster experi-
ence had a significant impact on their behavior change. The more experience they had,
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the more likely they would take necessary protective action as early as possible. Our
findings coincide with Johnson and Mayorga’s (2021) results in that information partic-
ipants received from the authorities were trusted and led to protective actions. This may
be attributed to the difference of the targeted respondents. Our study only focused on
older adults who might have gained enough knowledge from their prior life and disaster
experience which in turn can lead to their taking protective actions at appropriate times
in emergency situations.

As far as taking protective action nearly all respondents (97%) changed their behav-
ior in some way following receipt of public health messaging. However, 30% began to
wear a mask and 27% stayed indoors more than usual. Those that did wear a mask may
have misunderstood the purpose for wearing the mask. Furthermore, over the course of
the pandemic, the researchers have observed differences in how the mask is worn by the
public. This leads us to more questions regarding exposure, attention, and comprehen-
sion, and time, which were not included in this survey. It may be interesting in future
research to examine how cultural bias or knowledge of infectious disease could affect
the behavioral changes of older adults, as well as their perception of wearing masks.
The time of the protracted pandemic is not a factor currently considered in the PADM;
however, many have begun to question the attention and exposure of the public to emer-
gency messages over the continuance of this pandemic (and potential second wave). As
highlighted in the PADM model, there is a predecision process, which relates to threat
perception, protective action perception and stakeholder perceptions.

Limitations. As a traditional survey, this study is restricted by the limited number of
respondents, and a limited number of questions. As aforementioned, there was a skewed
representation of respondents with most having a graduate degree or making over $100K
annually. In addition, a significant amount of our respondents are White women. These
factors may restrict the generalization of the results of this study. Despite these limi-
tations, this study contributes to the body of knowledge of understanding older adults’
decision-making process at the beginning of COVID-19 pandemic and identifying social
factors affecting such process.

6 Conclusion

This study investigated the social factors affecting older adults’ decision-making process
at the beginning of the global pandemic, and how trust plays a role in the decision-making
process. There were significant relationships between stakeholder perception and the
behavioral change, which indicates the important influence stakeholders have in the
decision-making process in response to emergency situations. Therefore, to contribute
to the global discovery from the COVID-19 pandemic, it is critical for professionals gain
trust in communities by including stakeholders and supporting their scientific insights
and depoliticizing the influence of politicians on the public. This survey was a pilot to
examine the receipt of disaster messaging and to collect preliminary data on older adults’
protective actions in response to COVID-19. The long-term goal of this research is to
better understand and model risk perception, and preparedness and response activities
among older adults to strengthen resiliency among them.
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Abstract. This study proposes a computational-video-analysis pipeline using
OpenPose for keypoint detection, the RNN-LSTM network for constructing 12
gesture classifiers, and data augmentation and epoch early-stopping techniques
for performance optimization. Through the measurement of accuracy, precision,
recall, and F1 scores, this study compares three approaches (the vanilla approach,
data-augmentation approach, and epoch-optimization approach), which gradually
increase the model performance for all gesture features. The study suggests that
a combination of data augmentation and epoch early-stopping techniques can
effectively solve the imbalanced dataset problem faced by customized datasets
and substantially increase the accuracy and F1 scores by 10–20%, achieving a
satisfying accuracy of 70%–90% for most gesture detections.

Keywords: Computer Vision · Gesture Detection · Video Analysis

1 Introduction

Using facial and body landmarks to detect gestures and facial expressions in videos
has been a well-explored application in the field of computer vision. However, previous
work tends to utilize videos drawn from staged performances or movie clips rather than
samples of actual gestures from real-life situations, which is known as naturalistic data.
In comparison, naturalistic gesture and facial expression data pose amore realistic, albeit
more challenging, recognition task for deep learning networks [1, 2]. Recently, some
studies have been utilizing interview clips from athletes for naturalistic data curation
[3], although the video quality varies. In this demo paper, I offer political speeches
(specifically presidential debates from US general elections curated by C-SPAN) as a
source of well-standardized short clips for non-verbal cue detection.

Presidential debates constitute oneof themost important election-campaign activities
in the United States, attracting a broad audience and providing a significant breadth of
information on candidates [4, 5]. Due to their often-televised format, debates allowvoters
to evaluate not only candidates’ positions on issues and rhetorical strategies, but also
their nonverbal cues [6]. Political debates thus provide strong evidence for assessing

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Stephanidis et al. (Eds.): HCII 2023, CCIS 1957, pp. 32–40, 2024.
https://doi.org/10.1007/978-3-031-49212-9_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49212-9_5&domain=pdf
http://orcid.org/0000-0002-9308-2310
https://doi.org/10.1007/978-3-031-49212-9_5


Automated Nonverbal Cue Detection in Political-Debate 33

how candidates’ communication styles affect voters’ perceptions and decision making
[7].

In the past, most political-debate studies have employed manual content-annotating
analysis to detect nonverbal cues, an expensive and time-consuming approach subject
to researchers’ cognitive bias [8]. With recent advances in computer vision, a machine-
learning approach to analyzing visual inputs, computational social scientists have begun
to apply automated coding to study multimodal communication in televised debates [8].
Research of this type has tended to directly apply image-based tools to estimate emotions
in debate videos [7]. This approach could lead to substantive bias and inaccuracy because
videos comprise sequential data (sequences of body movement) rather than unordered
images [8].

To avoid such bias, this study first replicates the video-analysis pipeline in [8],
which employs recurrent neural network (RNN), a type of neural network with cyclic
connection (which is commonly used for analyzing sequential data such as time-series
and natural language processing), to sequential-image data for building video classi-
fiers. This study further explores the possibility of using data augmentation and epoch
optimization to enhance classifier performance.

2 Methods and Results

This study employed an OpenPose API to first extract low-level features (including
facial and body keypoints) and then used RNN-LSTM models to detect gestures and
facial expressions in debate videos based on sequential keypoint data [8]. Additionally,
it emphasizes the use of video augmentation and epoch optimization to enhance model
performance. Lastly, the model performances of the three approaches are compared
based on multiple performance measures.

2.1 Data Collection

This studyuses video annotation from [8] and thedataset from [4],which containsmanual
labeling of 21 gestures and facial expressions from the first 2016 Presidential Debate
between Donald Trump and Hillary Clinton. Among the 21 gestures, 12 were selected
for this demo paper as they provide relatively more balanced distributions between
the positive and negative cases. These gestures and facial expressions include Look at,
Brushoff ,Disagreement,Look into,Eyebrowmovement,Angry face,Happy face,Neutral
face, Affinity gesture, Defiance gesture, Agentic gesture, Interrupt. The annotation was
performedon theC-SPANsplit-screen version of the televised debate (see Fig. 1) because
it standardizes the human annotation as well as the computer-vision processing in the
following steps. The 90-min C-SPAN debate video was split into 530 chunks based on
10-s intervals using FFmpeg, an open-source video-processing and handling API that
offers a command-line version, in which each chunk is associated with the presence
of each gesture or facial expression for Trump and Clinton, respectively. The choice
of using 10-s intervals as the units of analysis was due to human-cognition limit of
identifying the presence of certain gestures within a short timeframe, rather than the
technical restriction of the RNN-LSTM approach. Overall, the dataset includes 530 data
points for 24 gestures and facial expressions (12 gesture features for each candidate).
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Fig. 1. C-SPAN split screen with facial and body keypoints

2.2 Feature Extraction

Previous studies have explored the possibility of using sequential key-point-movement
data rather than the sequential imagery frames for video classification [3, 8]. The advan-
tages of the use of keypoint data are twofold: (1) it effectively saves the computing
power of running deep-learning models on hour-long videos in which each second of the
video could contain 15–40 frames, and (2) it provides better interpretability and under-
standability because the gesture and facial-expression detection can be operationalized
as a sequential movement in body and facial keypoints across frames rather than any
convoluted or abstract information that might be detected at the imagery-frame level.

This study uses OpenPose, a multi-person computer-vision system that can jointly
detect human body, hand, facial, and foot keypoints for sequential keypoint movement
extraction (see Image 2) [9]. While multiple APIs offer the body and facial-keypoints-
extraction function [3, 10], OpenPose was selected due to its capacity to simultaneous
extract body and facial keypoints, which makes it easier to track people across frames.
In total, 25 body keypoints and 70 facial keypoints were extracted for each frame using
OpenPose. This study used all facial keypoints but only 11 body key-points. Fourteen
body keypoints were excluded from following processing because the C-SPAN debate
videos mainly featured candidates’ upper bodies. When the keypoint is not shown in
frames, OpenPose either generates an estimated keypoint location or assigns a zero value
to the keypoints that cannot be detected, leading to an inaccurate representa-tion of body
movements.

Keypoint data are stored in the following format: [x0, y0, c0, x1, y1, c1…], in which
(x, y) represents the coordinate of each keypoint and c indicates the confidence score of
each keypoint-coordinate prediction. The confidence scorewas excluded in the following
processing steps. As the debate video was 30 frames per second, each input size for the
RNN model was 162 (81 keypoints × 2) times 300 (30 fps × 10 s).
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Due to its functional limit, OpenPose does not track people across frames auto-
matically. In other words, the output of the keypoint dictionary does not always follow
the same sequential order, even if the target person does not change locations during
the entire video. A common approach to tracking target person is using bounding box
to sequentially link keypoint data of individuals whose head keypoints (or other body
key-points) move within the area of the bounding box. Because there were only two
candidates in the selected debate video and they always stayed on the same side of the
frame, this study used a naïve approach, assuming that the keypoint data on the left side
of the frame always belonged to Trump, and those on the right side belonged to Clinton.

2.3 RNN-LSTM

As RNN is commonly used for sequential data, it tackles the challenge in computational
video analysis that videos are composed by frames/ images with sequential orders. In
particular, movements in each frame are de-pendent on movements in previous frames.
Thus, directly applying the image-analysis tools to a bag of frames with the assumption
that the order is irrelevant could bias the video-analysis results. RNN, as an iterative
function that takes the input sequence and internal state from the last timestep (t–1) to
predict the current timestep (t), updates its state as follows:

ht = f (xt−1, ht−1) t ∈ {0, 1, 2, . . . T − 1} (1)

While RNN could leverage the context between elements by maintaining its internal
state during processing of the entire sequence, its vanilla model faces the vanishing-
gradient problem during the model training [11, 12]. Long short-term memory (LSTM),
the function f in the model above, introduces an additional state variable, the cell state,
which maintains “specific information that needs to be kept while processing the whole
sequence and controls when the information needs to be updated” (p. 4054) [8]. Con-
sequentially, LSTM effectively reduces the vanishing-gradient problem encountered by
RNN [12]. The LSTM is particularly useful when the input data have a long dependency,
which is a feature of the input data in this study—a 300-timestep sequence input.

To test the performance of the RNN-LSTMmodel, this study started with the vanilla
architecture and gradually added complexity to tune the model. Specifically, the vanilla
model contains oneRNN-LSTMlayer to process sequential input and capture the sequen-
tial information and a fully connected layer for the binary-output classification. Both
input dimensions and hidden dimensions were set to 162, as there were 82 keypoints,
and each keypoint had a (x, y) coordinate. The number of layers was set to three as the
model contains an input layer, a single hidden layer, and a standard feedforward output
layer. The output category was set to two because each model detected the presence of
certain gestures or facial expression.

2.4 Model Fine-Tuning

This study compares the model performances of three approaches: the vanilla RNN-
LSTMapproach, the data-augmentation approach, and the epoch-optimization approach.
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Vanilla RNN-LSTM. Because adding more neural-network layers did not effectively
improve the model performance, the vanilla RNN model was used as the baseline app-
roach. In total, 20% of shuffled annotated samples were used for the test data, and
the remaining data were further split into 80% training data and 20% validation data.
Empirically, Adam optimizer was observed to perform better than SGD optimizer in this
study.

The number of epochs indicates the times an entire dataset has been passed forward
and backward through the neural network. As the number of epochs increased, the
training performance shifted from underfitting to optimum to overfitting. The default
number of epochs was set to 10 for all classifiers to avoid potential overfitting.

Data Augmentation. One major issue in constructing customized datasets in social-
science research is thatmost content-baseddata tend to be heavily imbalanced,withmuch
more negative cases than positive ones. The most common approach in computer vision
is data augmentation, in which researchers can transform the minority label through
image rotation, reflection, cropping, and color adjustment [13]. These transformation
techniques can alleviate the imbalance issue and enhance the generalizability of the
neural network because it artificially expands the training-data space. However, while
the transformation techniques in image processes have been well established, video
transformation is still underexplored. Rather than transforming video samples, this study
simply up-sampled the minority label by randomly duplicating its data samples for
training and validation datasets. The performance on test data was evaluated on a pre-
augmented dataset to ensure a fair comparison and realistic representation of themodels’
performances. The default number of epochs was set to 10 for all classifiers.

Epoch Optimization. In addition to data augmentation, this study adopted an early-
stopping approach to optimize the number of epochs [14]. Specifically, it chose a suf-
ficient number of epochs (n = 25) to train the network, detected the epoch choice with
the highest validation accuracy, and reran the model with the selected epoch number for
the test data.

2.5 Results

Vanilla Approach. The vanilla approach does not perform any data augmentation, and
the number of epochs was set to 10 for all gestures. This approach directly applied the
RNN-LSTM to 12 gestures and facial expressions by Trump and Clinton, of which half
were heavily imbalanced (minority label less than 20% of the entire data).

The results in Table 1 indicate that almost all the heavily imbalanced nonverbal cues
with much more negative cases were predicted as zero for all the data points. Even if
these gestures received high accuracy scores, thiswas due to the all-zero prediction rather
than the satisfying model performance. Accordingly, most of these imbalanced gestures
received zero or inapplicable recall, precision, and F1 scores. Additionally, Clinton was
observed to have more imbalanced data and tended to receive more all-zero predictions
than Trump.

Data-Augmentation Approach. The data-augmentation approach addresses the
imbalanced-dataset problem by oversampling the minority labels to generate relatively
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balanced training and validation datasets. All the epochs were set to 10. Table 2 indicates
that the data augmentation effectively solved the all-zero prediction issue for both Trump
and Clinton and reduced the asymmetry between Trump and Clinton’s results. Although
the heavily imbalanced gestures tended to have lower accuracy and F1 scores than the
other gestures, there was a substantial improvement in all performance metrics for both
Trump and Clinton.

Early-Stopping Approach. In this approach, epoch early stopping was performed in
addition to the data augmentation to illustrate the best possible performance that can
be achieved for the pipeline proposed. Because of the epoch optimization, the accuracy
and F1 scores of all the gestures were further increased. Most of the classifiers stopped
updating after 11–20 epochs (Table 3).

Table 1. Model performance of the vanilla approach for gesture detection.

Gestures Pos Acc R P F1 Pos Acc R P F1

Trump Clinton

Look at 0.64 81.13 0.92 0.83 0.87 0.51 70.75 0.40 1 0.58

Brush off 0.08 93.40 0 0.13 87.74 0

Disagree 0.71 78.30 1 0.78 0.88 0.10 92.45 0

Look into 0.80 82.08 1 0.82 0.90 0.68 83.96 0.96 0.82 0.88

Eyebrow 0.91 87.74 1 0.88 0.93 0.33 69.81 0.09 0.75 0.16

Angry 0.58 77.36 0.81 0.78 0.79 0.13 86.79 0

Happy 0.09 89.62 0 0.51 46.23 1 0.46 0.63

Neutral 0.29 68.87 0.24 0.50 0.33 0.02 100

Interrupt 0.04 95.28 0 0.35 69.81 0

Affinity 0.03 99.06 0 0.07 95.28 0

Defiance 0.33 76.42 0.21 0.75 0.32 0.10 90.57 0

Agentic 0.61 68.87 0.59 0.84 0.69 0.49 54.72 0.14 1 0.25
* Pos = positive cases of each gesture; Acc = accuracy; R = recall; P = precision
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Table 2. Model performance of the data augmentation approach for gesture detection.

Gestures Aug Acc R P F1 Aug Acc R P F1

Trump Clinton

Look at 534 83.96 0.93 0.85 0.89 426 81.13 0.83 0.83 0.83

Brush off 772 31.13 0.67 0.05 0.10 740 68.87 0.62 0.22 0.33

Disagree 598 62.26 0.48 0.97 0.64 764 91.51 0

Look into 682 52.83 0.42 0.95 0.58 568 50 0.32 0.92 0.48

Eyebrow 772 52.83 0.51 0.96 0.67 568 64.15 0.88 0.46 0.60

Angry 484 67.92 0.53 0.95 0.68 738 85.85 0.43 0.46 0.44

Happy 768 53.77 0.57 0.08 0.14 432 59.43 0.83 0.56 0.67

Neutral 598 71.70 0.70 0.50 0.58 832 60.38 1 0.02 0.05

Interrupt 812 77.36 0.40 0.09 0.14 568 57.55 0.47 0.48 0.47

Affinity 824 66.04 0.40 0.06 0.10 798 49.06 1 0.16 0.27

Defiance 564 67.92 0.83 0.51 0.63 758 33.02 1 0.09 0.16

Agentic 512 76.42 0.72 0.89 0.80 434 75.47 0.92 0.69 0.79
* Aug = post-augmentation sample size; Acc = accuracy; R = recall; P = precision

Table 3. Model performance of the early stopping approach for gesture detection.

Gestures Ep Acc R P F1 Ep Acc R P F1

Trump Clinton

Look at 20 89.62 0.94 0.89 0.91 10 84.91 0.83 0.89 0.86

Brush off 23 80.19 0.33 0.24 0.28 18 67.92 0.58 0.19 0.29

Disagree 15 79.25 0.74 0.95 0.83 7 39.62 0.91 0.14 0.24

Look into 21 75.47 0.74 0.94 0.83 9 81.13 0.80 0.92 0.86

Eyebrow 9 73.58 0.73 0.97 0.84 14 63.21 0.82 0.50 0.62

Angry 19 87.74 0.86 0.93 0.89 8 62.26 0.94 0.30 0.46

Happy 23 75.47 0.22 0.10 0.13 13 55.66 0.59 0.49 0.53

Neutral 25 76.42 0.76 0.64 0.70 24 86.79 0.00

Interrupt 24 95.28 0.00 0.00 11 43.40 0.71 0.30 0.42

Affinity 14 78.30 1.00 0.04 0.08 22 82.08 0.73 0.33 0.46

Defiance 19 74.53 0.68 0.55 0.61 14 55.66 0.71 0.10 0.18

Agentic 14 89.62 0.86 0.97 0.91 23 78.30 0.71 0.82 0.76
* Ep = early stopping epoch; Acc = accuracy; R = recall; P = precision
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3 Conclusion

This demo paper details a gesture detection pipeline that is inspired by the approach in
[8], which utilizes the RNN-LSTM for analyzing sequential keypoint movement data.
This study compares three approaches (the vanilla RNN-LSTM approach, the data-
augmentation approach, and the epoch-optimization approach), all of which gradually
increased themodel performance for all the gesture features. The latter approach demon-
strates that even with only 530 annotated samples with half of the gesture features being
heavily imbalanced, the RNN still achieved a satisfying accuracy and F1 score, vary-
ing from 70%–90%, for most of the gestures through data augmentation and epoch
early stopping. Overall, this study illustrates the better possible performance that can
be achieved for a customized non-standardized dataset and a RNN video-classification
pipeline that was built from scratch.

3.1 Limitations and Future Research

This research has several limitations. Although it explored the possibility of data aug-
mentation through up-sampling minority labels and effectively enhanced the model
performance, the simple duplication of videos is not as advantageous as data transforma-
tion, which is an established technique in image analysis. While the data transformation
and augmentation were still underexplored in the computational video analysis, future
research could explore more innovative video transformation that can simultaneously
improve themodel generalizability and solve the imbalanced-dataset problem. Secondly,
this study utilized a customized dataset for training gesture and facial-expression classi-
fiers in a political debate. However, manual annotation for model training and building
is viewed as costly in terms of human labor, time usage, and computing resources.While
several off-the-shelf datasets and models have been developed for upper-body gesture-
and-emotion recognition, future studies could explore the performances of these models
and datasets in comparison with the current study’s approach in terms of accuracy,
efficiency, and interpretability.

3.2 Data and Code Availability

https://github.com/JoyceJiang73/OpenPose-RNN-LSTM-PoliticalDebate/blob/main/
OpenPose_LSTM_PresidentialDebate.ipynb.
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Abstract. This study aims to investigate the dominant themes in publications
related to smart cities governance and the integration of organizational strategies
and human resources for sustainable urban development. The study employs bib-
liometric analysis using CiteSpace software to collect articles related to Smart
Cities Governance and sustainable urban development from the Scopus database.
The data collected is processed using CiteSpace software to generate visualiza-
tions and analyze research trends and topic development in the field of Smart Cities
Governance. The results of the study identified 10 clusters, with the largest cluster
being “underground space,” with 55 members and a silhouette value of 0.837 by
LLR, smart cities by LSI, and knowledge management (3.09) byMI. The analysis
showed that the use of underground space can be a solution to overcome the land
constraints faced by large cities, as discussed in Goel, RK’s work, which is the
most cited article in this cluster. The most cited nodes in this cluster are “smart
city,” “sustainable development,” and “urban development,” indicating that sus-
tainable Smart Cities development is a significant concern in research related to
this cluster. The network analysis formed in the research clusters can provide use-
ful information for experts and decision-makers in developing sustainable smart
cities by considering the use of underground space as a solution to overcome land
constraints. These findings are expected to guide experts and decision-makers in
considering the use of underground space as one of the options in developing
sustainable smart cities and overcoming the land constraints faced by large cities.

Keywords: Smart Cities · Development · Decision-Makers

1 Introduction

Rapid urban growth has created major challenges for urban governance in an effective
and sustainable way [1–5]. In response to this challenge, the concept of smart cities has
been adopted by various governments across the world as a promising approach [6–8].
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Smart cities integrate information and communication technologies (ICT) to improve
efficiency, quality of life, and urban progress [9, 10]. But the implementation of smart
cities does not only involve technological aspects; it also requires smart policies and
good governance [11].

Smart cities governance involves governments and institutions managing and regu-
lating smart city development, focusing on evaluation indicators, data collection, cross-
sector coordination, and decision-making for efficient, sustainable development [12,
13]. Citizens are increasingly involved in policy making, and blockchain technology is
explored for data collection and processing [14–16].

Smart transportation policy is one of the key aspects of developing sustainable smart
cities. Smart transport policy involves the use of ICT to improve the efficiency and sus-
tainability of urban transport, including efficient public transport, smart parking systems,
multimodal transport integration, and app-based transport services [17, 18].

Although research on transport policy has been conducted by previous researchers,
there is still a lack of understanding of how this research has affected sustainable urban
development. Therefore, this study aims to quantify the impact of smart city governance
research on sustainable urban development. To achieve this goal, we use CiteSpace, an
application that can help identify the impact of research through quotation analysis.

Through the integration of organizational strategies and human resources, this
research is expected to provide a deeper understanding of the impact of smart city gover-
nance research on sustainable urban development. Mapping relevant literature based on
keywords, this research will provide valuable insights for policymakers and practitioners
in formulating smart and sustainable urban policies and strategies. Thus, this research
has high urgency as it provides an important contribution to understanding the impact
of smart city governance research on sustainable urban development.

2 Research Method

The study evaluates literature using the Scopus database, analyzing articles from 201
documents. It uses API calls to find papers with TITLE-ABS-KEY (Smart Cities Gover-
nance) AND TITLE-ABS-KEY (Sustainable Urban Development) AND PUBYEAR
> 2012 AND PUBYEAR < 2023 AND (LIMIT-TO (PUBSTAGE, “final”)) AND
(LIMIT-TO (LANGUAGE, “English”)) AND (LIMIT-TO (SRCTYPE, “j”)).

The emerging field of visualises scientific knowledge using social network analy-
sis and trend analysis [19], with software developed for science mapping [20, 21]. The
research uses in-depth studies to explain and understand smart city governance pat-
terns towards sustainable urban development, as indexed by Scopus. The research used
analytical methods to evaluate Scopus database search results and analyse them using
CiteSpace [22].

CiteSpace is a popular and leading Java-based software used to create colour maps
from bibliographic data and visualise and dig out the instructive meanings of those maps
[23, 24]. In this study, we analysed co-citation research documents on smart city gov-
ernance and sustainable urban development. Co-citation analysis can reveal important
keywords in papers as well as topics and concepts that tend to cross research areas [25].
In addition, a keyword-based explosion detection analysis is used to identify research
limits among current publications.
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3 Results and Discussion

From the results of analysis usingCiteSpace, the research found ten clusters that describe
key topics in smart city governance research, as shown in Fig. 1. These findings provide
in-depth insight into smart city governance research trends. Through cluster analysis, the
research identifies and groups together interrelated topics that provide a better under-
standing of the conceptual framework used in this research. The subsequent co-cited
analysis provides additional information on topics that are trending by identifying the
most frequently quoted publications together.

Fig. 1. The results of our cluster analysis are based on literature co-citations.

Figure 1 shows that the underground space cluster is the largest cluster has 55
members and a silhouette value of 0.837 by LLR, smart cities by LSI, and knowledge
management (3.09) by MI. The most cited articles in this cluster are by Goel’s (2015)
research highlights India’s urban living challenges due to population growth surpassing
development. To address this, underground facilities have been implemented in devel-
oped countries. India has the potential to utilize underground space, offering additional
space and natural protection [26]. Smart city governance research focuses on the use
of underground space in urban development, emphasizing intelligent cities and sus-
tainable urban development. To achieve sustainable development, cities must integrate
organizational strategies, involve stakeholders, and leverage skilled human resources.
By combining effective strategies and skilled human resources, cities can optimize the
use of underground space for better urban interests.

The second largest cluster is the sustainable zoning land-use allocation, with 46
members and a silhouette value of 0.756 by LLR, smart cities by LSI, and app (0.68)
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by MI. The most cited articles in this cluster are by Hammad et al. (2019) proposes
mathematical frameworks to enhance sustainability in smart city decisions related to
zoning, land use allocation, and facility location. The framework optimizes land use,
new building locations, and infrastructure investment, considering social, economic,
and environmental aspects. It also considers traffic impact through optimized traffic
allocation to existing networks [27]. This research focuses on sustainable smart city
development by optimizing decisions related to zoning, land use allocation, and facility
location, considering social, economic, and environmental aspects.

The third largest cluster urban agglomeration has 42 members and a silhouette
value of 0.762 by the LLR and LSI methods, and as an open data ecosystem with a
value of 0.72 by the MI method. The most cited articles in this cluster are by Wong
et al. (2022) study demonstrates the potential of blockchain technology in sustainable
smart cities, enhancing social, environmental, and economic sustainability [28]. The
research proposes a framework for designing and guiding the development of these
cities. The cluster emphasizes the importance of urban governance and policy in urban
agglomeration, with China and governance being frequently cited as topics.

The fourth cluster is the satellitemonitoring data, with 36members and a silhouette
value of 0.92 by both LLR and LSI, and as air pollution (0.15) by MI. The most cited
articles in this cluster are by Dincă et al. (2022) found that renewable energy, education,
a circular economy, and EU government policies are effective methods for reducing air
pollutants in smart cities. They also highlighted the importance of addressing activities
that produce carbon dioxide and increase water pollution. Governance in smart cities
emphasizes using satellite monitoring data for environmental monitoring, resource man-
agement, and decision-making [29]. This data can help develop conceptual frameworks
for understanding the impact of policies and projects on population quality of life. The
application of Internet of Things technology can facilitate data gathering and integrate
urban life aspects for sustainable development.

The fifth largest cluster is the big data 31 members and a silhouette value of 0.85
by both LLR and LSI, and as smart region mobility framework (0.17) by MI. The
most cited articles in this cluster are by Yigitcanlar et al. (2020) research highlights the
emerging field of artificial intelligence (AI) in smart cities, focusing on technologies,
algorithms, and applications. AI impacts business efficiency, data analysis, education,
energy, environment, health, land use, security, transportation, and urban management
[30]. Governance emphasizes sustainable landmanagement and zoning approaches,with
AI being discussed and evaluated for its contributions and risks. AI applications should
be carefully considered to maximize benefits while minimizing risks.

The sixth largest cluster is the scandinavian third way, with 24 members and a
silhouette value of 0.831 by LLR, smart city by LSI, and scientific literature (0.28)
by MI. The most cited articles in this cluster are by Baraniewicz-Kotasiska (2022),
which highlights the Scandinavian region’s cooperation and political decision-making
in influencing the development of Aarhus, Denmark’s smart city. The city government
adopted the Scandinavian third-way approach, implementing smart city activities and
creating amodern citymanagementmodel [31]. This research emphasises the importance
of sustainable urban planning and development in the development of sustainable smart
cities.



Analyzing Smart Cities Governance Publications 45

The seventh largest cluster is targeting human health, with 23 members and a
silhouette value of 0.861 by LLR, smart city by LSI, and app (0.27) by MI. The most
cited articles in this cluster are byButtazzoni et al. (2020),who found that smart cities aim
to improve public health but often overlook the importance of equality in interventions.
Common characteristics of equality include residence, socio-economic status, social
capital, and personal characteristics, while employment, gender, religion, race, ethnicity,
culture, language, and education are less addressed. Existing assessments lack robust
evaluation designs and commercially available technologies [32]. Research in this cluster
focuses on incorporating and analysing equality considerations in health interventions
to improve public health and well-being in smart cities.

The eighth cluster is the smart city district, 13 members and a silhouette value
of 0.974 by LLR, smart energy systems for smart city districts: case study reininghaus
district by LSI, and smart cities (0.04) by MI. The most cited articles in this cluster
are by Maier (2016), which shows that a decentralised system with low-temperature
waste heat and decentralised heat pumps in a building group is the most financially
and ecologically viable solution to supply new buildings [33]. Therefore, research in
this cluster focuses on approaches to the development of smart and sustainable energy
systems by considering the use of renewable energy sources and energy efficiency in the
context of smart city development.

The ninth largest cluster is the modeling, with 12 members and a silhouette value
of 1 by LLR, insight by LSI, and smart cities (0.03) by MI. The most cited articles in
this cluster are by Faber et al. (2018), whose research resulted in a visual analytical
system (VAS) designed to collect, combine, and map data about the business ecosystem
in the context of smart cities [34]. In sustainable smart city development, research in
this cluster focuses on approaches that advance collaboration, innovation, and proactive
management in the business ecosystem formed around smart city initiatives.

The ten largest cluster is the cognitive top-down approach, with 9 members and a
silhouette value of 0.873 by LLR, self-sustainable smart cities by LSI, and smart cities
(0.03) byMI.Themost cited articles in this cluster are byBai et al. (2022),whose research
concluded that theHealthyCities initiative inChina should alignwith national and global
strategic agendas like Healthy China 2030 and the SDGs by providing an inclusive
governance framework for coherent cross-sectoral programmes. This requires utilising
best practises and expanding assessment efforts to ensure systematic population health
improvements [35]. The research cluster focuses on sustainable smart city development
to improve population health.

4 Conclusion

The results of this study conclude that sustainable smart cities require organizational
strategies, stakeholder involvement, and skilled human resources. Optimizing under-
ground space and zoning, land use allocation, and facility location is crucial for sustain-
able development, considering social, economic, and environmental aspects. This study
suggests a framework for planning and guiding urban development in agglomerations,
emphasizing urban governance and policy. Conceptual frameworks help understand the
impact of policies and projects on the quality of life of the population. IoT applications
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facilitate data collection and integration of urban life aspects for sustainable devel-
opment. Governance emphasizes sustainable land management and zoning approaches,
withAI being evaluated for its contributions and risks.AI applications should be carefully
considered to maximize benefits while minimizing risks. Health interventions should be
equal to improving public health in smart cities. Sustainable energy systems should be
developed using renewable energy sources and energy efficiency. Collaboration, innova-
tion, and proactive management are essential in the business ecosystem for sustainable
smart city initiatives.
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Abstract. This paper introduces a novel approach for designing and fabricating
biocompatible and efficient electric muscle stimulation (EMS) pads. The EMS
pads are composed of a CNF-CNT composite material dispersed in pure water,
exhibiting both electrical conductivity and non-toxic properties. The CNF-CNT
ink is spray-coated onto a urethane film and hot-melted using the hot-stamping
process, resulting in a thin, flexible, and adhesive EMS electrode that is resis-
tant to external deformation. By possessing high adhesion to human skin, the
proposed EMS electrodes overcome the constraints of existing dry electrodes,
thereby enabling the stable transmission of EMS signals even during varied phys-
icalmovements during exercise. The proposed approach holds significant potential
for wearable technology design, particularly for enhancing the user experience of
fitness clothing and wearable technology for rehabilitation and physical therapy.
Furthermore, this technology can be integrated with augmented reality (AR) to
provide real-time feedback to users during exercise, thereby improving the overall
workout experience.

Keywords: EMS · Skin adhesion · Flexible thin pad

1 Introduction

Electricalmuscle stimulation (EMS) is a highly effective and commonly used therapeutic
technique involving electrical impulses to induce muscle contraction for therapeutic
purposes. It’s essential to understand the importance of certain factors to ensure the
successful application of EMS, such as the proper utilization of paired electrodes and
adherence of EMS pads to the skin. These factors significantly determine treatment
outcomes and are critical for optimizing therapy efficacy and patient comfort.

To effectively transmit electrical current in EMS devices, it’s important to strate-
gically place electrodes on the skin’s surface in proximity to target muscles [1]. This
establishes a closed electrical circuit that allows for optimal electrical conductivity.
Additionally, using EMS pads that adhere well prevents movement or displacement dur-
ing muscle stimulation and enhances the comfort and safety of individuals undergoing
therapy.
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EMS devices use paired electrodes to serve multiple important functions. One elec-
trode acts as the active electrode that delivers electrical impulses, while the other acts as
the return electrode that sends the current back to the device. This configuration allows
for precise and controlled stimulation of specific muscles. Additionally, this setup pro-
motes coordinated muscle activation by directing the current through the muscle fibers,
resulting in synchronized contractions and improved muscle recruitment.

It’s important to ensure that EMS pads stick correctly to the skin to get the best
results from your treatment. When the pads stick well, they create a strong and steady
connection between the electrodes and the skin. This helps the electrical signals pass
through smoothly and effectively, crucial for getting the most out of therapy. Good
adhesion also keeps the pads in place during muscle contractions to stimulate the correct
muscles accurately and consistently [2]. Plus, it helps feel more comfortable and safer
by reducing the risk of skin irritation or accidental detachment of the pads.

We have developed a new type of electric muscle stimulation pad that is safe for use
on the body. These pads are made from a flexible and conductive biopolymer composite,
which makes them comfortable to wear and won’t cause any skin irritation or allergic
reactions. Our pads also have a vinylated silica-nanobead surface that improves contact
and reduces resistance, making them perfect for use during physical activities. The
backing layer is also thin and stretchable, allowing the pads to fit comfortably on the
body. In this paper, we evaluate the performance of our innovative pads in terms of EMS
signal quality during physical movement scenarios, including running.

2 Experiment

2.1 Preparation of EMS Pad

Figure 1 shows a process of manufacturing a cellulose nanofiber-based EMS pad having
excellent skin adhesion. We used a multi-spray coater with a hollow cone nozzle and air
dispenser from Hantech in Daejeon, Korea, to spray the samples. The sprayed samples
were left to dry at room temperature for 24 h before analysis. We used a polyurethane
(PU) film as the substrate and vinylated silica nanobead as the skin adhesion surface to
create the hot stamping samples.

2.2 Characterization of EMS Signal

Based on our evaluation, the EMS strength perceived by the EMS pad tester during
runningwas initially set to a scale of 1–5. To determine the variation in EMS strength, the
EMS strength was measured using a KEYSIGHT DSOX1204A oscilloscope according
to the adhesion of the EMS pad.Wemaintained the running speed at 12 km/h to maintain
consistency. We measured the EMS stimulation strength after approximately 5 min of
running when the individual’s heart rate reached 70% to 85% of their maximum heart
rate. It’s important to note that when differentiating between jogging and running, heart
rate zones are more pertinent than speed alone. Specifically, exercise intensity within
the 60–70% range of the maximum heart rate is classified as jogging, while exercise
intensity within the 70–85% range of the maximum heart rate corresponds to running.
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Fig. 1. The fabrication process of an EMS pad. There are two types of EMS electrodes: Type 1
is a dry electrode that lacks adhesion, while Type 2 has an adhesive surface

3 Results and Discussion

The configuration of EMS signals is known to vary according to the specific purpose of
the device. A fundamental element in this regard is stimulus frequency, which governs
the rate at which electrical impulses are administered to the muscles. Typically, EMS
signals encompass a carrier frequency and a modulating stimulus frequency [3]. The
carrier frequency serves as the continuous base frequency of the signal and exhibits
variation based on the device’s design. Conversely, the modulating stimulus frequency
regulates the contraction speedof themuscles bymodulating the intensity of the electrical
impulses. This parameter is critical in eliciting targeted muscle responses during the
stimulation process. The selection of an appropriate stimulus frequency in EMS depends
on the desired therapeutic objectives and specificmuscle outcomes.Different frequencies
yield distinct physiological effects and selectively target specific muscle fibers. Lower
frequencies, typically below 10 Hz, find application in promoting muscle relaxation and
aiding in recovery processes, whereas higher frequencies, ranging from 20 Hz to several
hundred Hz, are commonly employed to enhance muscle strength and endurance [4].
Additionally, EMS signals may incorporate additional adjustable parameters, including
pulse width, amplitude, and waveform shape. These parameters offer the flexibility to
customize the treatment regimen to suit individual tolerance levels and specific treatment
objectives.

In this study, Fig. 2 shows the EMS application strength based on the skin adhesion
of the EMS pad. The EMS signal used was a carrier frequency of 60 Hz and a mod-
ulating stimulus frequency of 20 Hz. Generally, EMS control devices adjust the EMS
input strength in relation to the impedance between the EMS electrode and the skin to
maintain a consistent EMS strength. This ensures the user experiences the same level
of EMS stimulation each time. As indicated in Fig. 2 (B) and (C), an increase in skin
adhesion of the EMS pad results in an improvement in modulating stimulus frequency
strength without altering the carrier frequency. Amplitude in EMS signals refers to the
intensity or strength of the carrier frequency, which serves as the base frequency of the
electrical signal. A large amplitude indicates a higher intensity of the electrical current
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Fig. 2. EMS signal characteristics according to EMS skin adhesion. (A) is the pure output signal
waveform of the EMS signal controller, and (B) and (C) are signal characteristics through type 1
and type 2 EMS pads in Fig. 1, respectively

associated with the carrier frequency, resulting in a stronger andmore pronounced signal
applied to the muscles during EMS. This leads to robust and intense muscle contrac-
tions. Conversely, a small amplitude signifies a lower intensity of the electrical current,
yielding a milder and less pronounced signal delivered to the muscles. Consequently,
EMS signals with a smaller amplitude may induce less intense muscle contractions.

AsdepictedbyFig. 3, the skin adhesionofEMSpads significantly impacts the applied
EMS signal while running. When comparing EMS pads with weak skin adhesion (red)
to those with solid adhesion (black), it is evident that the carrier frequency amplitude
increased by approximately 43%, accompanied by sporadic variations in the strength of
modulating stimulus frequency that prompts muscle contraction. In this study, the high
adhesion of the EMS pad means that the resistance between the skin and the EMS pad
is lowered. In other words, it can be seen that it is the same as the effect of improving
electrical conductivity.

The effect of the carrier frequency amplitude on the EMS signal depends on the
electrical conductivity of the EMS pad. The pad’s electrical conductivity significantly
impacts the efficiency of transferring current from the pad to the skin and basal muscles.
If the EMS pad exhibits high electrical conductivity, it shows excellent current conduc-
tivity. Therefore, even if the carrier frequency amplitude is small, the current can be
effectively transmitted to the muscles. High electrical conductivity facilitates efficient
current transmission and adequate muscle stimulation and contraction. Conversely, if
the EMS pad has a relatively low electrical conductivity, the carrier frequency may need
to be large to obtain the desired muscle stimulation. A lower conductivity reduces the
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Fig. 3. Skin adhesion effect of EMS pad during exercise. The red line is type 1 without adhesion
and the black line is EMS signal characteristics of type 2 with adhesion (Color figure online)

efficiency of EMS devices because higher amplitudes must be used to compensate for
the reduced efficiency of current transmission.

Unstable skin contact with EMS pads can have various implications for the EMS
signal, including frequency and intensity. The following effects may arise:

• Signal dispersion: Unstable skin contact can cause uneven electrical signal distribu-
tion across the skin surface. Gaps or poor contact between EMS pads and the skin can
result in a higher resistance, leading to inconsistent or diminished electrical signal
delivery to the targeted muscles.

• Increased impedance: Unstable skin contact raises the overall impedance of the elec-
trical circuit. This impedes the efficient transmission of the electrical current, reduc-
ing its intensity or requiring higher voltage settings to achieve the desired stimulation
level.

• Inaccurate intensity control: Inconsistent or intermittent skin contact disrupts the
accuracy of intensity control during EMS. Fluctuations in skin contact can result in
deviations between the intended and perceived intensity of the EMS signal, making
it challenging to achieve consistent and precise stimulation.

• Potential discomfort or skin irritation: Unstable skin contact can cause discomfort or
skin irritation. Insufficient contact may increase friction or rubbing between the pads
and the skin during muscle contractions, resulting in discomfort or skin abrasion.
Moreover, localized pressure points or concentrated current delivery due to unstable
contact can cause skin irritation or discomfort in specific areas.
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4 Conclusion

We conducted a study to assess the efficiency of our specialized pads in providing
electrical muscle stimulation during physical exercises like running. The results indicate
that our pads are exceptionally reliable, providing consistent stimulation while reducing
EMS signal loss during dynamic movements. We are currently exploring the potential
of our pads in rehabilitation, fitness, and gaming. Thanks to their stable EMS signaling
and enhanced skin adhesion, our biocompatible EMS pads present intriguing prospects
for EMS applications.
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Abstract. The purpose of this study is to develop a novel BrainMachine Interface
(BMI) algorithm using near-infrared spectroscopy (NIRS) to supplement data on
readiness potential (RP) obtained from electroencephalography (EEG) in order to
recognize humanmotions. Congenital and acquired disabilitiesmake it impossible
to live comfortably as an able-bodied person. BMI assists people with disabilities
in moving prosthetics, computer operations, etc. Our recent research has shown
that the hybrid 1DCNN-BiLSTM algorithm, which combines two deep learning
algorithms, can more correctly identify between left- and right-handed motions
than EEG when total hemoglobin is monitored by NIRS. This is due to the fact
that brain waves come in a variety of unique waveforms, such as RP. EEG has a
weakness of external and internal noise. NIRS, on the other hand, is more noise-
resistant than EEG, despite it lacking the precise indicators of activity readiness
that EEG does. In this study, NIRS signals were combined into EEG signals
to support EEG in distinguishing left-right hand movements. The EEG-NIRS
and EEG dataset were passed hybrid 1DCNN-BiLSTM to discriminate accuracy
separately to compare the accuracy and the SD. As a result, EEG-NIRS can more
distinguish between left- and right-handmovements than using only-EEG signals.
Considering the result, the combination of EEG and NIRS signal is possible to
support BMI based on EEG to distinguish the left- and right-hand movement. It
may be possible to determine the non-movement and movement signals using RP
that appears on EEG.

Keywords: BMI · Deep learning · EEG-NIRS

1 Introduction

In voluntary human movement, the brain activities start at the frontal area to generate
the signal when planning movements. The signal sent from the frontal lobe is sent to the
supplementary motor area and primary motor area to generate the signal of movements
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before sending it to the plannedmoving part. Because the signal from the brain is crossed
at medulla oblongata before sending to the moving part, The signal generated from the
brain and the body movement side is crossed.

The readiness potential (RP) can be observed using Electroencephalogram (EEG)
near the frontal lobe. The readiness potential is generated 1s to 1.5s before movement [1]
in minus voltage. Similarly, the change of oxyhemoglobin, deoxyhemoglobin, etc., can
be observed by Near Infrared Spectroscopy (NIRS) in the same situation [2]. The NIRS
sensor have 1 cm and 3 cm length from light emission to light detection for observation
at the 0.5 cm and 1.5 cm from surface of the brain [9].

The brain-machine interface (BMI) is the system that decodes and encodes the activ-
ities from the brain to control the machine or sends machine activities to the brain. The
brain activities for BMI can be recorded by EEG, NIRS, fMRI, etc. [3] BMI is utilized
to support handicapper to control prosthesis hand, external bone, wheelchair, etc.

1DCNN is the deep learning model that utilizes the features of the sequential input.
Unlike the normal CNN that extracts features from the images [10] (the 3D data for
RGB), 1DCNN is used to extract the features from the 2D data, like the time series data.
1DCNN utilize the filters on convolutional 1D layers to extract the features of the input
data. This CNN type distinguishes sequential data like EEG [4] or NIRS.

LSTM is the deep learning model that utilizes the LSTM layer to learn the long-term
dependencies between the time series data by remembering the information through
time. Unlike the convolutional 1D layers that use the filters to extract the features, the
LSTM layer utilizes the input gate, forget gate and output gate to support remembering
the information. The input layer using to input the new information into the network
before sending it into the next hidden state asmodulation input. The forget gate is utilized
to delete the remembered data that is not required. Finally, the output gate decides and
sends output into the next state [5]. Bidirectional LSTM (BiLSTM) is the model that
consists of two LSTMs that take the input in a forward direction and the other in a
backward direction. This deep learning model is used to classify and predict sequential
data like text classification [6] or financial forecasting [7].

The hybrid 1DCNN-BiLSTM is the model that connects the BiLSTM after 1DCNN
to identify the information after the input data extracted the important features by
1DCNN.

The previous study [8] showed that the information fromNIRSmeasured at the fore-
head area could distinguish the left-right hand movement more accurately than the infor-
mation from EEG. In addition, from 1DCNN, BiLSTM, and hybrid 1DCNN-BiLSTM
models, the hybrid 1DCNN-BiLSTM can distinguish the most accuracy in the lowest
SD. However, NIRS may find it hard to distinguish the information invoked by hand
movement and the external noise because NIRS doesn’t have the shape of a signal that
can show that invoked by movement or not and doesn’t, like EEG, have a special shape
of signals like RP from EEG that can specify the signal invoked by movement and other
signal. Therefore, this study proposes to improve the cons of EEG and NIRS when dis-
tinguishing left- and right-hand movements observed in the previous study by upgrading
the BMI algorithm and combining the information from EEG and NIRS to enhance the
distinguished model using hybrid 1DCNN-BiLSTM.
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2 Methodology

2.1 Measuring Method

This experiment was performed by nine healthy right-handed individuals between the
ages of 20 and 30. The measuring instrument of EEG was used BRAIN PRODUCTS
Inc. Brain Vision Recorder1.20. The recordings were based on the international 10–20
system, and the electrodes were placed on F3, F4, Fcz, C3, C4, Cz, P3, P4, A1, and A2
(Fig. 1). The electrode at Cz was utilized as system reference on this system. The EEG
signals were recorded and took a reference at A1 and A2. The ground was set at the area
of the cervical spine. The sampling frequency was set at 250 Hz. On the other hand,
NIRS (HOT-2000, NeU) sensor placed two sensors on the left and right sides of the
forehead to observe the relative change of total hemoglobin (THb) in a depth of 0.5 cm
and 1.5 cm. Unlike EEG, the maximum sampling frequency that NIRS can initiate is
10 Hz. Therefore, in this study, both NIRS and EEG were measured at the same time.

In this experiment, the individuals were seated at comfortable seats, and the stimulus
was presented by the stopwatch in front of the individuals. The stopwatch shows that
individuals rest between digits one and five and squeeze the button once when stop-
watches show digits between six and zero. During the first five seconds, individuals can
choose their squeeze spots (digits 1 to 5). The experiment was done 45 times each, and
the left and right hands were done Separately (Figs. 2 and 3).

Fig. 1. EEG-NIRS measurement site Fig. 2. Schematic illustration of NIRS
measurement

Fig. 3. Task
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2.2 Data Preprocessing

On EEG, the signal from the left hemisphere was minus to A1, and the signal from the
left hemisphere was minus to A2 to utilize A1 and A2 as references on each side. Hence,
the signal between−1000 ms to 0 ms before the hand squeezing that use as a dataset for
deep learning. On NIRS, the signal between−1500 ms before the hand squeezing to 500
ms after the hand squeezingwas utilized as the dataset. However, the sampling frequency
on EEG and NIRS is extremely different. This difference can decrease the accuracy of
EEG-NIRS deep learning. To proof this problem, new 12 data were generated between
the original data in the liner to make the data length similar to EEG (20 data to 248 data)
(Fig. 4).

Fig. 4. Data preprocessing

2.3 Deep Learning Classification

The EEG and NIRS datasets were combined into 1 dataset (EEG + NIRS) before elim-
inating the bias from different individuals by shuffling the datasets and separate to the
training data, validation data, and testing data. This dataset was used as the EEG-NIRS
dataset. To create the same EEG data in both models, The EEG-only datasets were
created by eliminating the NIRS signal from the EEG-NIRS dataset. This method was
repeated ten times to make ten input datasets in each model.

Fig. 5. Deep learning layer
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The classification accuracy from the ten datasets was averaged to obtain the accuracy.
In addition, the average accuracy in EEGandEEG+NIRSwere compared to obtain both
accuracies. Figure 5 shows the layers of the hybrid 1DCNN-BiLSTM model utilized in
this research.

3 Results and Discussion

Figure 6 and Fig. 7 obtain the accuracies in EEG and EEG+NIRS datasets. Both figures
show the accuracy of training data and validation data. Figure 6 shows the accuracy of
EEG, andFig. 7 shows the figure of EEG+NIRS.The x-axis represents the accuracy, and
the y-axis represents the iteration numbers. The blue line represents training accuracy,
and the black line represents testing accuracy. According to the results, both models’
accuracies stopped increasing at 200 iterations.

Fig. 6. Accuracy on EEG dataset Fig. 7. Accuracy on EEG-NIRS dataset

Table 1 shows that the average of EEG-NIRS is higher in both validation data and
testing data. In addition, the SD on the EEG-NIRSmodel is smaller than the EEGmodel.
As a result, the accuracy of EEG for the validation and testing data is 96.6% and 98.5%.
On the other hand, the accuracy of EEG-NIRS for the validation data was 96.9%, and
the accuracy for testing data was 99%.

According to the result, the results accuracies that averaged by ten datasets in EEG
and EEG-NIRS. Both models in training data can become 100% accurate. However, on
validation and testing data, the EEG-NIRS model unitizing hybrid 1DCNN-BiLSTM is
more accurate and does not scatter than using the signal only from the EEG.
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Table 1. The accuracies on both EEG and EEG-NIRS

EEG EEG + NIRS

Times Validation (%) Testing (%) Validation (%) Testing (%)

1 98 100 99 100

2 96 97 98 98

3 95 100 95 100

4 98 97 96 98

5 99 100 98 99

6 95 98 96 100

7 96 99 99 99

8 97 96 96 98

9 94 98 95 99

10 98 100 97 99

Average 96.6 98.5 96.9 99

4 Conclusion

According to the results, EEG-NIRS is the most beneficial since they present more
accurately and have a low standard deviation than EEG. EEG is better at identifying the
movement signal and external signal unrelated to a hand movement using appearing of
RP. On the other hand, NIRS is better at distinguishing left- and right-hand movements.
According to the result, NIRS can support EEG to increase the accuracy of left-right hand
movements classifying by combiningEEGandNIRS.Therefore, EEG-NIRScan support
the disadvantage of each other on deep learning models to improve BMI classification
algorithms. However, the accuracy can be improved using NIRS, which can record in
the same sampling frequency as EEG. In addition, the accuracy of averaging of EEG
and EEG-NIRS is not much different because the output of this research has only left-
and right-hand movement. The difference in the accuracy of EEG and EEG-NIRS may
increase if the classification result is more than two.
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Abstract. Dark patterns are present in many places on the Internet in a wide
variety. The multifaceted nature of deceptive designs suggests that different dark
patterns may use different mechanisms to deceive, and that these may be accumu-
lated when various dark patterns are faced at the same time. Based on this, this
study examined three dark patterns that were expected to have different effects on
perceptual, emotional, and motivational aspects of decision behavior. In an online
experiment, the three dark patterns preselection, confirmshaming, and disguised
ads were examined separately and in combination. The effects on decision behav-
ior, negative emotions, and dwell time are collected. It is shown that disguised ads
in particular increase the error rate and dwell time in decision tasks. The com-
bination of all three dark patterns leads to both enhanced and attenuated effects
for decision making and transaction costs. This highlights the need to investigate
deceptive design in a more sophisticated way with respect to the mechanisms of
specific dark patterns. The present work encourages to a more nuanced view on
the theorizing and investigation of dark patterns.

Keywords: dark pattern · decision making · transaction costs

1 Introduction

Information, entertainment, shopping—many areas of life with low-threshold access
opportunities can be found in the internet nowadays. Although most offers seem to be
free of charge, users have to pay—if not with money, then with personal data, time, or
attention [1]. This trend is reinforced by the increasing use of deceptive design structures,
so-called “dark patterns” [2]. They are intended to influence behavior of users in the
interest of website providers which is often contradictory to the users’ intention [3].
Studies on the prevalence of dark patterns in digital design show how frequently they
are used [4]. This highlights the need for technological and legal countermeasures.
However, developing effective interventions requires an understanding of the underlying
mechanisms of decision making in the context of dark patterns.
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1.1 Related Work on Decision Making and Dark Patterns

Since the phenomenon was first described by Harry Brignull in 2010, a variety of design
structures have been classified as “dark” [4]. What all these structures have in common
is that they intervene in the process from action planning or intention building to actual
behavior performance [5]. Despite the “common ground”, an extensive study by the
European Commission [4] revealed that different mechanisms of dark patterns can have
differential effects on emerging transaction costs (i.e., cognitive load, physiological
arousal, negative emotions). This implies that different dark patterns influence decision
processes presumably in different ways. The identification of critical points of attack in
the decision-making process in general can help to identify functional mechanisms for
dark patterns.

In the first place, decision situations have to be perceived as such. Thus, dark patterns
can disrupt the decision-making process by influencing perception, e.g., the visual design
of stimuli. An example of this is the dark pattern preselection as the pre-selection of a
choice option that suits the interests of companies or providers [4, 6].

Based on this, the current intention determines behavior. This is influenced, among
others, by personal goals and thus by emotions and motivation. In the dark pattern
confirmshaming, emotional influence occurs through the use of emotional language to
promote a particular decision [7]. A motivational influence can be assumed for the dark
pattern disguised ad. This describes advertisements embedded in website environments,
which are not or not immediately recognizable as such [6]. The commercial character
of the advertisements is thus intended to be hidden and users are tempted to “click” [8].
Hence, these designs may aim to motivationally reframe advertising.

We have only limited cognitive capacity to deal with these dark pattern induced
“disruptions” of planned actions [9]. An even more drastic impact can be expected
when multiple dark patterns appear at the same time. While the “resources” of the users
remain the same, the amount of disruptive elements increases. The cumulative use of
different dark patterns can thus be assumed to potentiate the influence on decisionmaking
processes.

1.2 Scope of This Study

Questions about the effects of dark patterns of varying complexity and mechanisms
separately and in combination are barely investigated. This leads to the central objec-
tive of our research: How do dark patterns influence the decision making behavior and
transaction costs of users? Are there differences in dark patterns deceiving mainly on a
perceptual, emotional or motivational level?

This results in the research question of what impact the three dark patterns (i) pre-
selection, (ii) confirmshaming, and (iii) disguised ads have, individually and in combi-
nation, on the decision-making behavior of users and the transaction costs that arise in
the process. The decision behavior is understood as the error rate in the processing of
an experimental task, the transaction costs are measured in the form of negative emo-
tions, the feeling of being manipulated and the processing time. The following three
hypotheses are intended to answer these questions. (H1) The use of (i) preselection,
(ii) confirmshaming, and (iii) disguised ads leads to an increased error rate and (H2)
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increased transaction costs compared to a baseline condition. (H3) The combination of
(i) preselection, (ii) confirmshaming, and (iii) disguised ads increases the error rate and
transaction costs compared to the single use of dark patterns.

2 Materials and Methods

2.1 Experimental Setup

We conducted an online investigation in April and May 2023 using the online
tool Labvanced. The experiment was preregistered at the Open Science Framework
(osf.io/98c7w) and received a positive vote of the ethics committee of the Technische
Universität Dresden. With a 5x1-factorial within-person design we tested the follow-
ing five dark pattern conditions: (i) Baseline (BL, no dark pattern is presented), (ii)
Preselection (PS, preselected response option on a pop-up), (iii) Confirmshaming (CS,
emotionally colored language of the pop-up options), (iv) Disguised Ad (DA, advertise-
ments designed as regular newspaper articles), (v) All Three (A3, combination of all
three dark patterns). In order to avoid habituation effects, the conditions were presented
on different topics (health, nature, literature, tech, mobility). The dark pattern conditions
were randomized with respect to both the topic and the order of presentation. Each con-
ditionwas presented as a block of six newsfeed stimuli (two test stimuli depending on the
condition as a disguised ad or a regular advertisement and four distractors in the form of
two news articles and two advertisements) and one pop-up stimulus, also in randomized
order. Newsfeed-stimuli were displayed bywebsite templates of a news-website with the
preview of a news article or an advertisement. The pop-up stimuli appeared as pop-up
windows with the question whether subjects would like to see another article related to
the topic. If participants agreed to this, theywere briefly shown another article to increase
the credibility of the experiment. The exact design of the stimuli varied depending on
the Dark pattern condition, as can be seen in Table 1.

Table 1. Design of Dark Patterns and Control Stimuli

Design Feature Stimulus Control Condition

Preselection agreeing option is already
ticked

Pop-up question whether another
article on the same topic
should be shown without
special marking of the two
possible options (agree or
disagree)

Confirmshaming agreeing option: „Yes, I’m
interested” vs. disagreeing
option: “No, I am missing
interesting information.”

Pop-up

Disguised Ad advertisement masked as a
regular newspaper article,
marked with “advertising”
in the top left corner

Newsfeed-
Stimulus

regular advertising, marked
with „advertising” in the top
left corner
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2.2 Experimental Task

Based on the cover story that it was an experiment to study information processing and
decision behavior online, subjects had to complete two tasks. They were instructed to
determine for each newsfeed stimulus whether it was an advertisement or a newspa-
per article. While completing this classification task, a pop-up with a not task-related
question appeared randomly. Both tasks were trained before the experiment. Repeatedly,
participants were remembered to complete the tasks as efficiently as possible, i.e. accu-
rately and quickly. It was announced in advance, that the fastest ones would have the
chance to win a book voucher. This should ensure that participants had a clear task that
they wanted to complete as fast as possible and without distraction in order to induce
a setting that was close to website use. After each block, subjects were asked to report
their emotional state. At the end of the experiment, subjects were informed that the news
articles used are fictitious and does not reflect actual information.

2.3 Dependent Measures

Measures of decision behavior as well as transaction costs (negative emotionality and
dwell time) were collected. Decision behavior was operationalized by the error rate in
the decision tasks. For the newsfeed-test stimuli, an error was coded if the corresponding
newsfeed material was misclassified as “news” and not as “advertising.” The error rate
for preselection and confirmshaming was measured as the consent to pop-up question,
following the assumption that subjects should avoid distraction. Accordingly, the range
of the error rate varied from a minimum of 0 to a maximum of 1.

Transaction costs in the form of negative emotions were assessed with two variables,
each on 5-point Likert scales. The negative subscale of the short form of the Positive and
Negative Affect Scale (PANAS, [10]) measured negative emotionality. The feeling of
being manipulated was defined as the mean of two self-reported items, namely feeling
“influenced” and “manipulated”. The amount of time spent on the two relevant newsfeed
stimuli (disguised ads as experimental stimuli or advertisements as control stimuli) was
determined as the sum of the time spent on both stimuli. For the pop-ups, this variable
resulted from the dwell time on the corresponding stimulus.

3 Results

85 people participated in the online survey. After excluding the participantswhose finish-
ing time was 75% above the average finishing time, 79 participants (62 female, 16 male,
1 diverse) remained for further analyses. The average age of the sample was 23.75 years
(SD = 7.31), 87.34% were students and 89.87% were German native speakers. We
performed Friedman rank sum tests to analyze group differences in the ordinal-scaled
error rates and one-factor, Greenhouse-Geisser corrected ANOVAs with repeated mea-
sures for the emotion scales and the dwell time. All post-hoc contrast results were
Bonferroni-Holm adjusted for multiple testing.
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3.1 Error Rates in Decision Making Behavior

As hypothesized, for newsfeed test stimuli we found an increased error rate in the DA-
condition compared to the other conditions (χ2[4] = 42.574, p < .001; w = 0.15). The
post-hoc Wilcox test revealed significant differences between the DA- condition and all
the other conditions except PS. For the pop-up task, the error rate of the A3 condition
was the highest, closely followed by the error rate of the PS condition.While these group
differences were assumed in the hypotheses, very low values close to 0 were shown for
CS-condition. There were slightly significant differences in the error rate of the pop-
up task (χ2[4] = 13.915, p = < 0.01) between dark pattern conditions with a very
weak effect size (w = 0.05). The Wilcox post-hoc tests revealed just slightly significant
differences between the CS- and the PS- and A3-condition. The error rate frequency of
all conditions for both stimuli can be seen in Fig. 1.

Fig. 1. Error rates for the newsfeed – and the pop-up task (error rate = 0: no errors detected)

3.2 Transaction Costs

No group differences emerged for negative emotions (F[3.43, 239.77]= 1.50, p= 0.210;
η2

p = 0.27) and the feeling of being manipulated (F[3.41, 265.91, p = 0.143;
η2

p = 0.02). For this reason, no post-hoc tests for pairwise comparisons were performed.

Fig. 2. Boxplots with error bars for time (ms) spent on disguised ad stimuli and pop-ups
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Regarding the processing time of the newsfeed test stimuli, the dwell time was by
far the highest in the condition with all three dark patterns. We found significant group
differences (F[3.15, 245.8] = 9.81, p < .001) with a medium effect size (η2

p = 0.11).
Post-hoc testing revealed significant differences between the condition with all three
dark patterns and all the other conditions except DA. Also for the dwell time in the pop-
up task, significant group differences were seen (F[3.14, 245.23] = 28.38, p < .001)
with a large effect size (η2

p = 0.27). A post-hoc analysis revealed significant differences
between almost all conditions except BL and DA as well as DA and A3. Figure 2 shows
the dwell time in ms for both stimuli in each condition.

3.3 Summary of Results

Hypothesis 1 can be partially confirmed. We found increased error rates for DA and
PS, while the error rate was lowest for CS. With regard to transaction costs, only DA
showed a strongly increased dwell time on the dark pattern stimulus, whereas subjects
remained only briefly on the pop-ups with confirmshaming and preselection. No group
differences were found with regard to the emotions measured. Thus, hypothesis 2 can be
confirmed just for the DA-condition and dwell time. The use of all three dark patterns at
the same time was associated with increased error rates for pop-up but not for newsfeed
stimuli compared to the single dark pattern conditions. Dwell time was highest for both
stimuli types in the A3 condition while no differences were found in the emotional state,
supporting hypothesis 3 partially.

4 Discussion

The results indicate that dark patterns influence the decision-making behavior of indi-
viduals. No altered emotional states were observed in any of the conditions. Conversly,
for the stimuli dwell time especially in the pop-up task we found significant differences
between almost all of the dark patterns conditions.

4.1 Error Rates

When using disguised ads, subjects were worse at deciding whether it was an advertise-
ment or a news article. Irrelevant pop-up offers were more likely to be accepted in the
PS and the A3 condition while they were most often rejected in the CS condition. Thus,
confirmshaming seems to optimize the associated decision making behavior when it is
used isolated. This is contrasted by the increased error rates in the A3 condition in the
pop-up task. This raises the question of whether the effect of individual dark patterns is
strengthened or weakened when they are combined. Besides our assumption that several
dark patterns at once increase the cognitive load and that persons are therefore more
susceptible to errors, another effect appears here. It seems possible that a too “obvious”
manipulation increases dark pattern awareness and thus reduces vulnerability to errors.
However, the low effect size in the pop-up task should be considered as a limiting fac-
tor when interpreting the results. It remains unclear whether one of these mechanisms
causes the effects in our data. As dark patterns often occur together on websites [4], an
understanding of these effects seems all the more important.
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4.2 Emotional State

No effects were found for emotional states. The gross scaling of the measures used
could be one reason for this: The five-item survey might be too insensitive to represent
subtle emotional differences between conditions. The experimental manipulation, the
online-setting as such, and the dark pattern induced consequences for subjects do not
seem adequate to produce sufficiently drastic emotional changes. Gray and colleagues
[11] identified several factors that contribute to the feeling of being manipulated in
relation to dark patterns, namely distrust of providers or fear for privacy. This implies that
individuals must face real and possibly noticeable consequences to report an emotional
reaction. This could not be induced in our experiment.

4.3 Dwell Time

While dwell time on the newsfeed test stimuli varied between groups according to
the hypotheses, an unexpected picture emerged for the pop-up task. Compared to the
BL condition, dwell time was significantly decreased in the PS and CS conditions,
while it was increased in the DA- and All Three conditions. The rapid processing of
preselection and confirmshaming can be interpreted in the light of possible habituation
effects in relation to dark patterns [4]. Perhaps, subjects are so used to dark patterns that
a habituated behavior pattern is activated. This could be an explanation for the short
processing time and low error rates at the same time, especially in the confirmshaming
condition. Individuals hardly have to allocate cognitive capacity to deal with the pop-up
and are correspondingly fast [12]. A differentiated assessment of whether fast processing
can be interpreted as habituation or as avoidance of cognitive effort cannot be made on
the basis of the available data. A detailed examination of the relationships between
decision behavior and transaction costs could provide important insights.

4.4 Limitations and Outlook

Thus, these results condense the findings on the differentiable effects of individual dark
patterns. In this context, the researchmethod as an online experiment represents two sides
of the same coin. On the one hand, it must be emphasized that even with the experiment-
related low personal involvement of subjects, we see the manipulating character of dark
patterns. On the other hand, it must be considered that the stimuli examined here are one
representation of the respective dark patterns and not a generalizable design structure.
In particular, with regard to the number of possible designs of confirmshaming it cannot
be denied that other formulations might have produced different results (cf. Impact on
decision making through toying with emotions [4]).

The operationalization of dark patterns and the general experimental setting limit
the interpretability of the results. If we want to generate meaningful experimental evi-
dence on deceptive design, the question of appropriate methods tomanipulate behavioral
manipulation should be central.
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5 Conclusion

As our results show, we should not focus only on single dark patterns and single depen-
dent variables. The combination of dark patterns provides hints on possible neutralization
or potentiation effects of dark patterns. In summary, our results can be seen as an impetus
for a more nuanced view of dark patterns. Assumptions about the different individual
effects depending on the particular mechanism allow for a deeper understanding of the
manipulation taking place. To turn dark patterns into bright patterns, we first should
enlighten our understanding of the mechanisms of influence.

References

1. Garcia-Rivadulla, S.: Personalization vs. privacy. IFLA J. 42(3), 227–238 (2016). https://doi.
org/10.1177/0340035216662890

2. Gray, C.M., Chivukula, S.S.: When does manipulation turn a design ‘dark’? Interactions
27(1), 96 (2019). https://doi.org/10.1145/3375016

3. Narayanan, A., Mathur, A., Chetty, M., Kshirsagar, M.: Dark patterns: past, present, and
future. Queue 18(2), 67–92 (2020). https://doi.org/10.1145/3400899.3400901

4. European Commission. Directorate General for Justice and Consumers: Behavioural study
on unfair commercial practices in the digital environment: dark patterns and manipulative
personalisation: final report. Publications Office (2022)

5. Mathur, A., Kshirsagar, M., Mayer, J.: What Makes a Dark Pattern… Dark? 82, 1–18 (2021).
https://doi.org/10.1145/3411764.3445610

6. Gray, C.M., Kou, Y., Battles, B., Hoggatt, J., Toombs, A.L.: The dark (patterns) side of UX
design. In: Mandryk, R. (ed) Proceedings of the 2018 CHI Conference on Human Factors in
Computing Systems, CHI 2018, Montreal QC Canada, 21 April 2018–26 April 2018, ACM
Conferences, pp. 1–14. ACM (2018). https://doi.org/10.1145/3173574.3174108

7. Mathur, A., et al.: Dark Patterns at Scale. Proc. ACM Hum.-Comput. Interact. 3(CSCW),
1–32 (2019). https://doi.org/10.1145/3359183

8. Beckert, J., Koch, T., Viererbl, B., Denner, N., Peter, C.: Advertising in disguise? How disclo-
sure and content features influence the effects of native advertising communications 45(3),
303–324 (2020). https://doi.org/10.1515/commun-2019-0116

9. Kahneman, D.: A perspective on judgment and choice: mapping bounded rationality. A.
Psychol. 58(9), 697–720 (2003). https://doi.org/10.1037/0003-066X.58.9.697

10. Breyer, B., Bluemke,M.:DeutscheVersion der Positive andNegativeAffect Schedule PANAS
(GESIS Panel) (2016)

11. Gray, C.M., Chen, J., Chivukula, S.S., Qu, L.: End user accounts of dark patterns as felt
manipulation. Proc. ACM Hum.-Comput. Interact. 5(CSCW2), 1–25 (2021). https://doi.org/
10.1145/3479516

12. Waldman, A.E.: Cognitive biases, dark patterns, and the ‘privacy paradox.’ Curr. Opin.
Psychol. 31, 105–109 (2020). https://doi.org/10.1016/j.copsyc.2019.08.025

https://doi.org/10.1177/0340035216662890
https://doi.org/10.1145/3375016
https://doi.org/10.1145/3400899.3400901
https://doi.org/10.1145/3411764.3445610
https://doi.org/10.1145/3173574.3174108
https://doi.org/10.1145/3359183
https://doi.org/10.1515/commun-2019-0116
https://doi.org/10.1037/0003-066X.58.9.697
https://doi.org/10.1145/3479516
https://doi.org/10.1016/j.copsyc.2019.08.025


Design of Decision Tree-Based Face Emotion
Interaction in Contextual Game

Patcharin Panjaburee(B) , Niwat Srisawasdi , and Sasipim Poompimol

Faculty of Education, Khon Kaen University, Khon Kaen 40002, Thailand
patchapan@kku.ac.th

Abstract. With the benefits of contextual games and the applications of deci-
sion tree, well-designed games can simulate an interactive learning environment
where the students can freely explore their essential knowledge and practice skills
in context-based scenarios with guidance and feedback. However, on awide devel-
opment, face emotions are probably missing part of the current development of
decision tree-based contextual games. Therefore, this study integrated views of
facial emotions to evoke emotions in making decisions through the games. The
study starts to design contextual games where the game mechanics are based
on the decision tree model and interactions are based on the player’s decision-
making to face emotions. The games were designed as two-dimensional (2D) sto-
rytelling game prototypes with HTML5. Game designers and developers manage
the user’s experience and emotions along the play through visual effects, sound
effects, and narration. This study conducted a pilot exploration to evaluate the
effectiveness of the interactive design by collecting perceptions using a verified
questionnaire about the technology acceptancemodel (TAM) from30 participants.
The results revealed that participants positively perceived the decision tree-based
face-emotion interaction in the contextual games, and the narrative part was use-
ful for connecting knowledge gained from the games to authentic context, and
music given by emotion analysis helped adjust the decisions. They intend to play
the games continually and like the design of the decision tree-based face-emotion
interaction games. Further experiments are required and planned to reduce the
complexity of user interfaces and increase relevant hinder in the games.

Keywords: Digital Games · Games for Learning · Interaction Design

1 Background and Motivation

Most games could be used to support enjoyment and a fun environment. In this per-
spective, scholars have recognized teaching and learning material using games as an
effective method for fostering the students to achieve learning goals. In other words, the
students can enjoyably acquire learning content to enhance their learning performance.
Therefore, well-designed game-based learning element regarding user interface and flow
experience is crucial for teachers and developers aiming to use the games to promote stu-
dents’ cognitive and affective domains. Moreover, scholars have suggested that situating
the students in a particular task could help them connect the knowledge gained from the
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games to their daily life [1–3]. That is, contextual games can provide virtual context and
help the students to link knowledge to authentic context. On the other hand, the decision
tree is a helpful data mining approach classifying the variables into a simplified visual
model and hierarchy to provide the decision for each category. The tree hierarchy also
impersonates the human’s cognitive process making it easy to comprehend the data [4].
The decision tree approach integrated objecting to differentiate students’ movements
and categorize them into right and wrong categories. The information provided by the
tree model helped the students to receive appropriate recommendations to correct their
learning movements and helped lessen the teacher’s workload. The decision tree app-
roach makes the games worthwhile to extract students’ learning gaps and supply the
most effective way to enhance individual students’ learning processes [5, 6].

With the benefits of the applications of decision tree and contextual games, well-
designed games can simulate an interactive learning environment where the students can
freely explore their essential knowledge and practice skills in context-based scenarios
with guidance and feedback. However, on a wide development, face emotions are prob-
ably missing part of the current development of decision tree-based contextual games.
Therefore, this study integrated views of facial emotions to evoke emotions in making
decisions through the games. The study starts to design contextual gameswhere the game
mechanics are based on the decision treemodel and interactions are based on the player’s
decision-making to face emotions. Accordingly, this study conducted a pilot exploration
to evaluate the effectiveness of the interactive design by collecting perceptions using a
verified questionnaire relevant to the technology acceptance perspective.

2 Contextual Game Design

2.1 Decision Tree Method

The decision tree method is a widely used supervised machine learning algorithm that
can be applied to classification and regression tasks. It adopts a flowchart-like structure to
make decisions based on different conditions or features. In this method, internal nodes
in the tree represent tests conducted on specific features, and each branch represents a
potential outcome of the test. The tree leaves represent the final decisions or predicted
outputs [4]. This method is considered common and accurate in comparison to other AI
classification techniques, making it popular for various purposes, such as stock trading
[7], medicine [8], and risk management [9].

Decision trees have beenwidely applied in educational settings for learning analytics
and predicting learners’ profiles and requirements [10]. They aim to understand students’
learning patterns, identify variables influencing the learning process, and provide suitable
teaching and learning strategies to achieve learning goals [11, 12]. For instance, Chen
and Hung [13] developed a computer-assisted instructions system using a decision tree
approach to differentiate students’movements and categorize themas correct or incorrect
in physical education movement training. The information provided by the decision tree
model helped students receive appropriate recommendations to correct their movements
and reduced the teacher’s workload. Furthermore, decision tree classification has been
utilized in students’ profiling to facilitate personalized learning [14]. Lin et al. [15]
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focused on using decision trees as a data mining technique to customize learning paths
for enhancing creative performance in a personalized learning system.

Accordingly, the decision tree method provided the students with the learning paths
based on their good or bad actions and immediate feedback, which enabled the consistent
adjustment of helpful behaviors. As a result, the students who participated in the contex-
tual game demonstrated a decrease in bad decisions and an increase in good decisions,
as shown in Fig. 1. Individual differences play a crucial part in determining learning
effectiveness. The decision tree approach makes it worthwhile to extract students’ learn-
ing gaps and supply the most effective way to enhance each student’s learning process
in the contextual game.

Fig. 1. A decision tree method used in designing the contextual game.

2.2 Decision Tree-Based Face Emotion Interaction Method

Based on the decision tree proposed in Fig. 1. Which presents hierarchical order of the
story-telling and decision-making situations, the storyline tree can be completely used
to analyze the decision in the game as follows:

(a) IF Dijk = 0 THEN User performs Bad Decision;
(b) If Dijk = 1 THEN User performs Good Decision.
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That is to say, each decision impacts face emotional interaction of the avatar as user
player:

(a) If Bad Decision THEN Avatar shows Sad facial emotion, and the gaming score is
decreased;

(b) If Good Decision THEN Avatar shows Happy facial emotion, and the gaming score
is increased;

Fig. 2. A contextual game based on a decision tree-based face emotion interaction method.

The gaming scenarios will run until the user can show happy facial emotion rather
than 50% of the proposed decision tree. Otherwise, the user will be diagnosed with
learning understanding to trace the failure’s root and restart the corresponding gaming
scenario. Accordingly, the games were designed as two-dimensional (2D) storytelling
game prototypes with HTML5 (see Fig. 2.). Game designers and developers manage the
user’s experience and emotions along the play through visual effects, sound effects, and
narration. In particular, in this study, creating decision tree-based face-emotion interac-
tion in contextual games consist of three specific aspects: visualization (text, animation
effects), sound (audio effects, music), and narration (storytelling, situations). Regarding
the decision tree model, the player, an avatar in the games, receives storytelling and situ-
ations to make the decisions. Making decisions of individual players was calculated for
giving the rewards as showing happy facial emotion when they made a good decision;
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otherwise, providing punishments as sad facial emotion was delivered when they made
a bad decision. Avatar’s physiological information is extracted and classified regarding
happy and sad face emotions into emotional groups (i.e., valence and arousal). In this
sense, the player who intends to performmore good decisions will have positive valence;
otherwise, negative valence will be displayed. Moreover, arousal will be shown when
the player sticks to highly bad decision-making. The valence and arousal emotional
representations are directly used as an interactive input into the game interaction mech-
anism. In other words, the player receiving negative valence and arousal emotion will be
automatically traced back to adjust the decisions regarding the decision tree storytelling.
Regarding sound in the game, the game system automatically provides audio effects and
music regarding positive valence, negative valence, and arousal.

3 Pilot Exploration and Results

3.1 Experimental Procedure and Measuring Tool

The pilot exploration was conducted with thirty secondary school students. The students
were asked to experience and perceive the features and functions of the proposing game
(60 min). Afterward, the students respond to the questionnaire to reflect on their percep-
tions of corresponding technology acceptance. The questionnaire consists of 12 items
with a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). Three
things regarding perceived game usefulness (PGU1: This game would be helpful for me
to trigger decision making; PGU2: The game would be beneficial for me to construct
experience inmy context; PGU3: The gamewould enhance effectiveness inmy context.)
elicited that the gaming approach would improve the student’s performance in making
good decisions. Three items regarding perceived ease of use (PEU1:My interaction with
this game is clear and understandable; PEU2: I find it easy to get the game to do what I
want; PEU3: The game is easy to use and follow.) are used to ensure that the proposing
game, including features, functions, and directions, was easy to follow and achieve gam-
ing goal. Three items regarding attitude (AT1: Game makes me more enjoyable; AT2: I
like to follow scenarios provided by the game; AT3: I am satisfied with using this game
as a cognitive tool.) referred to the degree to which students are comfortable or enjoyed
with the gaming environment. Three items regarding gaming acceptance (GA1: I will
use the game to support my decision-making in the future; GA2: I will use the situa-
tions/experiences provided by the game to practice my expertise in my context; GA3: I
plan to use the game often.) could reflect the students’ intention to play the proposing
game in the future. The Cronbach’s alpha value of the questionnaire was .84, showing
acceptable reliability in the internal consistency.

3.2 Results

According to data on the student’s perceptions of the features and functions of the
proposing game, for the survey questions relevant to gaming usefulness, most students
revealed a degree approaching or over 4 points (Agree) on the 5-Likert scale (PGU1:
100%, PGU2: 100%, PGU: 86.67%). The high degree of gaming perception can be
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attributed to the decision tree method’s ability to present a series of learning scenarios
that encourage students to make choices and receive appropriate feedback based on their
decisions and actions. The game system incorporated valence and arousal emotional rep-
resentations, which rewarded players for making good decisions and provided warnings
to those who made poor decisions. Through facial emotion interaction, students were
guided to adjust their decision-making based on their current behaviors, leading them
toward more suitable learning paths. Ultimately, the decision tree contextual game facil-
itated students’ understanding of cause-and-effect relationships, allowed them to learn
from their mistakes, and enabled them to make improved decisions, aligning with the
findings of Tapingkae et al. [16].

Regarding the perceived ease of use, most students responded highly positively
to the contextual game and found the interaction straightforward and comprehensible
(PEU1: 86.67%, PEU2: 100%, PEU3: 86.66%). These findings suggest that the game
was designed and implemented with a graphical user interface that facilitated conve-
nient navigation. Moreover, the game utilized valence and arousal emotional feedback
presented through facial emotion visualization, making it easily comprehensible for stu-
dents. Additionally, the game gave students hints through noticeable visual effects and
sounds, effectively guiding them when they encountered uncertainties. This finding is
consistent with the study by Moizer et al. [17], which highlighted the influence of game
interfaces and interactive features on the functionality of the game environment.

When considering students’ attitudes toward the contextual decision tree-based game
(AT), most students highly expressed that the designed gaming environment enhanced
their enjoyment of learning (AT1: 93.33%, AT2: 86.67%, AT3: 100%). These findings
alignwith previous research conductedbyChan,Wan, andKing [18],Cohen [19], andYu,
Gao, andWang [20], which highlight the positive impact of game elements such as chal-
lenges, goals, interactivity, multimedia and appealing design, and immediate feedback
on learners’ motivation, engagement, and flow experience. These factors collectively
contribute to making the game a highly enjoyable learning experience.Regarding gam-
ing acceptance, themajority displayed a satisfying interest in using the game in the future
(GA1: 73.33%, GA2: 86.67%, GA3: 60.00%). These findings align with the research
conducted by Lin et al. [21], which highlights the influential factors in the acceptance
of AI-enabled e-learning systems, including perceived satisfaction, interactive effects,
and ease of use.

4 Conclusions

This study aimed to explore the students’ perceptions of integrating facial emotions into
a decision tree-based contextual game. A pilot exploration indicated that most students
positively perceived the decision tree-based contextual game with face-emotion interac-
tion. They recognized the game’s usefulness in enhancing decision-making abilities and
constructing contextual experiences and found the game easy to use and control, appre-
ciating its graphical user interface and the emotional feedback provided through facial
expressions. They also expressed high levels of enjoyment, satisfaction, and intent to
use the game in the future, highlighting the positive impact of game elements on motiva-
tion, engagement, and learning outcomes. The findings support the effectiveness of this
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approach in enhancing students’ decision-making skills and creating engaging learning
experiences.

Accordingly, future research presents opportunities to probe into the long-term
effects of this game design on learning outcomes, shedding light on its sustained
impact. Additionally, exploring further avenues to incorporate facial emotion interac-
tion can foster heightened engagement and forge deeper emotional connections with the
game. Simultaneously, enhancing the introduction of pertinent obstacles will cultivate
an authentic and captivating gameplay environment, closely mirroring real-life scenar-
ios and facilitating profound immersion. These collective endeavors will contribute to
a more comprehensive understanding of the game’s effectiveness and provide insights
for refining future educational game designs.
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Abstract. A complex access scenario (CAS) is an access event-modeling scheme
that focuses on contextual and situational awareness addressing the service con-
cerns arising for complex systems. The CAS is structured in the form of a service
request establishing the following criteria: (1) satisfies classification for complex-
ity, such as properties, characteristics, conditions, etc.; (2) concatenates the access
criteria to the complexity class; otherwise, downgrades the class to complicated;
and (3) confirms that the request is system generated. The significance of this work
involves maturing the request analysis process within CAS to identify an effective
knowledge representation scope for how to develop schemas that are applicable
to the associations described in given operating environments. The scope of this
work is associating CAS to human-computer interaction (HCI), where the human-
in-the-loop element of this use case begins to play a factor in the complexity of
the system service request. Our method surveys HCI usability factors to identify
CAS service requests applicable to usage scenarios in the HCI space that address
system complexity. The goal is that with increased CAS comprehension and appli-
cation, networking components and their specific utilization are used effectively
and securely in complex computing operating environments, which still suffer
from ambiguous workload requirements. The purpose of this work and future iter-
ations that follow are to place more emphasis on the CAS topic by demonstrating
howCAS addresses access scenarios specific to complex computing environments
like HCI.

Keywords: complex computing systems · autonomic computing · artificial
intelligence (AI) · human-computer interaction (HCI) · autonomous agent ·
human-computer integration · human-centered AI (HCAI) · context awareness ·
situational awareness · complex access scenarios (CAS) · service request ·
cybersecurity · trust

1 Introduction

IBM’s 2001 manifesto prescribed that to reduce the workload on the system administra-
tor, complex computing systems should employ autonomic properties that independently
take care of regularmaintenance and optimization tasks [1, 2]. However, autonomic com-
puting is still struggling to address the workload requirements for use cases tailored to
address the priorities of system complexity scenarios. Some current issues are because
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the autonomic properties promote a self-computing model, which is functioning inde-
pendently of human-entity involvement. As a result, the execution will often become
complicated for the human-entity end-user to detect the errors that arise. Additionally,
the self-reliant autonomous agents are not influenced by human understanding, inter-
pretation or context. Consequently, the agent’s experience and learning are dependent
upon previous agent information or context, which is often biased or skewed in some
capacity.

1.1 HCI Concern

In 2003 the investigation conducted by [4] questioned the accountability of autonomic
computing systems, where the focus was on the problem with human-computer inter-
action (HCI). According to [4], HCI presented a perception dilemma and the notion of
accountability being a “situated matter”. HCI has evolved since the 2003 investigation,
however fundamentally HCI is still “premised on the principle that users act and systems
react” [4]. Basically, in this interaction amongst the user and system, the user associates
his/her actions executed via the user interface (UI) as input being a direct influence
of system state change as output [4]. Utilizing UI input and output mechanisms solely
in this fashion can mistakenly interpret or accept the system’s behavior as accurate,
accountable or even as criteria to establish a basis for trust [4].

Traditionally HCI focused on interaction amongst the human-entity and systems that
lacked the artificial intelligence (AI) capabilities of the autonomous emergence, such as
autonomic computing concepts and were considered non-AI systems. However, HCI is
transitioning from the non-AI computing systems thatwere dependent upon human inter-
action represented as the “stimulus-response” effect [6]. These automation services were
primarily human-entity assistants [7]. The emergence of the “autonomous/AI agent” is
shifting the engagement amongst the human-entity user & the system-entity, where the
system-entity or autonomous/AI agent (agent) can evolve from being an assistant service
or tool to an intelligent agent collaborator with the human-entity user (end-user) [5]. The
paradigm shifts in this space further compound the workload issues arising for complex
computing systems and their usability factors as interaction morphs into integration of
the user and the agent engagement.

1.2 Access Concern

HCI objectives focus on developing well-designed systems user-driven for usability,
safety, efficiency, etc. The goal is to incorporate methodologies, techniques, tools and
capabilities that grant users access to systems based on user priorities. However, what
does access look like in the new age of computing as we transition into the Next-Gen
era? Have we adequately assessed the scenarios that address the needs of networking
and communications conduits that correlate to the current execution of data services
utilized on web and other networking technologies?

One such scenario class created and analyzed by [3] introduces the notion of complex
access scenarios (CAS) as a service request addressing the service concerns arising for
complex systems. Specifically, CAS is an access event-modeling scheme that focuses
on the contextual and situational awareness priorities for next-generation cybersecurity
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computing requirements within the technology emergence and convergence scope. The
CAS described in [3] conducts a service request analysis case of knowledge misrepre-
sentation where amisunderstanding of interoperability in communication was compared
against interoperability of semantics. Initially the service request in Fig. 1 was communi-
cated as a simple access request demonstrating a subject S requesting access to an object
O resource as illustrated in A, while B is semantically different [3]. The visualization in
A is the accepted generalization used by industry professionals.

Fig. 1. CAS Service Request: Perspective (A) Simple Request & (B) Network Security Protocol
[3]

This access scheme assessment impacted how resource access was perceived by a
security protocol versus the traditional visualizations that were being utilized by access
matrix schemes and control lists designed for centralized architectures [3]. CAS was
created in response to context and situational awareness concerns [3] discovered while
analyzing emerging IoT issues focusing on IoT knowledge representation, understanding
their networking components requirements and usability factors. The purpose of this
work and future iterations that follow are to place more emphasis on the CAS topic
by demonstrating how CAS addresses access scenarios specific to complex computing
environments.

The service request analysis conducted during the CAS process aids in providing
required understanding a network administrative component needs to better assess acqui-
sition of the operating environment resources. The goal is that with increased CAS
comprehension and application, network components and their specific utilization are
utilized appropriately. Additionally, surveying knowledge representation aspects, inter-
connected data and web complexity are covered. These 3 areas play a role in the dif-
ficulties associated with properly comprehending network service requests. There are
numerous resource access requests for transmissions being broadcasted via future web
generations and interconnected networks that can be applied to CAS scenarios, but we
limit the scope of this phase of the work to the 3 mentioned.



Complex Access Scenarios (CAS) Service Request 81

2 Problem

As CAS was addressed in [3], the scope was streamlined to focus primarily on how the
service requests continue to affect the local area network (LAN) -to wide area network
(WAN) communications for decentralized distributed operating environments, specifi-
cally via the application domain [3] designed. The progression towards understanding
context and situational awareness is where [3] was able to design a construct to build
the awareness leveraging data analysis to service network security via an enterprise
security model for the prescribed application domain. The extent of the CAS analyses
also established the correlation amongst industrial control systems (ICS) networks and
their prescribed application domains. The mapping in [3] demonstrates how to gather
situational awareness that can be leveraged in a manner synonymous to those proven
successful within the ICS domain. The context derived from the cybersecurity applica-
tion domain developed by [3] also established CAS being successfully transitioned to a
IoT/device technology application domain as well.

2.1 Perception Dilemma

The problem we encounter here is as contextual and situational awareness is capable of
being matured, the concern addressed in the introduction is the need to address the HCI
issues that are being evaluated as CAS. In the perception concern, autonomic computing
and other aspects of autonomous computing are not complementary to the HCI scope.
Table 2 in Appendix A provides a summary from [5] that details some issues within HCI
for AI and/or non-AI systems.

Fig. 2. Human-centered AI (HCAI) Framework with Specific Design Goals [5]
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Additionally, in Table 2 displayed in the last column on the right are the pri-
mary design goals of human-centered AI (HCAI). With HCAI, emerging challenges
are explored with a range of approaches to address these specific issues introduced by
AI technology for HCI [5]. Each HCAI design goal from Table 2 is aligned with the
challenges in the middle columns and then the design goals are mapped to the HCAI
framework as illustrated in Fig. 2 [5].

2.2 Interaction to Integration

As the traditional purpose for HCI makes way for a more symbiotic coupling, the way
to quantify the end-user characteristics are changing [6]. Table 1 displays how a human
scenario is interpreted as an example of computer interaction to what is now being mod-
ified into computer integration. The integration of AI agent technology and capabilities
in the HCI space transformed system-entity engagement with the human-entity from
service assistant to partner, collaborator, peer, etc. Autonomy is replacing task manage-
ment in the traditional sense and in turn service requests for system resources amongst
both parties more sophisticated [6].

Table 1. Human Interaction to Integration Scenarios [6]

Scenario Interaction Example Integration Example

Waking up Turning the alarm off Alarm poses a consequential
choice

Driving to work Car signals return of control Car is semi-autonomous

Starting the workday Reading email Email app prioritizes messages

Prior to meeting Reading notification App tracks meetings, sends alert

Meeting start Arriving connected, agenda up Room software tracks calendar

In meeting Watching speaker Teleconference app magnifies
speaker

Reading news Noticing advertisements Service selects ads based on
history

Watching cartoons Setting educational goal Tablet negotiates with the child

Surfing social media Scrolling news feed, seeing ads App suggests video, selects ads

3 Method

In this work we focus on the CAS directly as being a service request to address in
the HCI space. The scope here is to concentrate on the event-modeling schema that
establishes the following: (1) satisfies classification for complexity, such as properties,
characteristics, conditions, etc.; (2) concatenate the access criteria to the complex class;
otherwise, down grade the class to complicated; (3) confirm that the request is system
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generated. Initially, HCI situational awareness and the system complexity of access-
ing resources are discussed. Following we survey access request scenarios resulting in
operating environment compromise to improve and build upon the CAS service request
process. Exploits of interests that were successful from the work conducted in [3] were
slave device exploits, such as Mirai Botnet exposure case, host platform masquerading
exploits compromise, the near-field communication (NFC) low frequency band and lat-
eral movement exploit, etc. In this work we focus on usability factors specific to HCI and
look to determine any indications of CAS criteria for HCI use cases. The next iteration
of this work will focus on the interconnected data and web complexity concerns that
could be identified here but not quantified. In this step we were looking for simplis-
tic associations that can be easily misrepresented and demonstrated in a working CAS
example.We demonstrate these misrepresentations as elements for building establishing
CAS. Lastly, we explore knowledge reasoning techniques utilized in the respective field
or being developed in R&D efforts, when executed properly can derive some explicit
knowledge that is translatable.

4 Results

Two specific issues were assessed to determine if CAS criteria can be established in HCI.
Initially the perspective dilemma satisfies a complexity classification by default because
the difficulty to acquire situational and context awareness in HCI is high. Additionally,
a system generated service request for resources and service use can be affected by
the complexity of the contextual issues. Therefore, access criteria can be concatenated
to the complexity and since HCI is a system assistant service for the human-in-the-
loop usability function, the request would be system generated. However, the HCAI
framework does propose a mechanism to reduce the complexity by correlating current
HCI misrepresentations with the design goals for future improvements. Unfortunately,
there is limited data to determine the effectiveness of the HCAI structure because this
work is new and does not have any confirmed performance metrics to support its claims
[5].

The next issue assessed involves the transition of the human-interaction focus of HCI
to the human-centeredmodifications emerging. In Table 1, the human scenario ismapped
with the interaction example and its integration successor. The leap that the interaction
capability is undertaking to execute the integration presents many challenges within the
HCI optimization or maturity model. Exploits leveraging vulnerabilities and weakness
will increase due to promoting an assistant service to a peer-to-peer collaborator capacity
without effectively testing and evaluating the impact of such a grand leap of artificial
cognitive processing escalation.



84 R. Rufus

Appendix A: HCI with AI Systems Issues

Table 2. Human Interaction Main Issues with AI Systems Summary [5]

Main issues Familiar HCI concerns
with non-AI systems
[8]

New HCI challenges
with AI systems

Main HCAI design
goals

Machine behavior • Machines behave as
expected by design

• HCI design focuses
on usability of
system output/UI,
user mental model,
user training,
operation procedure,
etc

• AI systems can be
developed to exhibit
unique machine
behaviors with
potentially biased and
unexpected outcomes.
The machine behavior
may evolve as the
machine learns [9]

• Human controlled
AI

Human-machine
collaboration

• Human interaction
with non-AI
computing system

• Machine primarily
works as an assistive
tool

• No collaboration
between humans and
machines

• The intelligent agents
of AI systems may be
developed to work as
teammates with
humans to form
human-AI
collaborative
relationships but there
is debate on the topic
[10, 11]

• Human-driven
decision-making

• Human controlled
AI

Machine
intelligence

• By definition,
non-AI systems do
not have machine
intelligence

• With AI technology,
machines can be built
to have certain levels
of human-like
intelligence [12]

• Machines cannot
completely emulate
advanced human
cognitive capabilities,
developing machine
intelligence in
isolation encounters
challenges [13]

• How to integrate
human’s role into AI
systems to ensure
human-controlled AI
[14]

• Augmenting human
• Human controlled
AI

(continued)
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Table 2. (continued)

Main issues Familiar HCI concerns
with non-AI systems
[8]

New HCI challenges
with AI systems

Main HCAI design
goals

Explain-ability of
machine output

• Machine output is
typically explainable
if the user interface
is usable through
HCI design

• AI systems may
exhibit a “black box”
effect that causes the
output obscure to
users, users may not
know how and why AI
systems make
decisions, when to
trust AI [15]

• Explainable AI

Autonomous
characteristics of
machines

• Non-AI systems
(e.g., automated
systems) do not have
autonomous
characteristics

• HCI design focuses
on system UI,
automation
awareness,
human-in-loop
design, human
intervention in
emergency

• AI systems may be
developed to have
unique autonomous
characteristics (e.g.,
learning,
self-adaption,
self-execution) [16]

• AI systems may
handle some operating
situations not fully
anticipated [10]

• The output of
autonomous systems
may not be
deterministic [16, 17]

• Intelligent user
interface (e.g., voice
input, facial / intention
recognition)

• Human controlled
AI

(continued)
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Table 2. (continued)

Main issues Familiar HCI concerns
with non-AI systems
[8]

New HCI challenges
with AI systems

Main HCAI design
goals

User Interface • Usability design of
conventional user
interface (graphical
user interface, visible
interface, etc.)

• UI may be invisible &
implicit [18]

• How to design
intelligent UI usable
and natural

• AI technology adapts
to human capabilities
vs. humans adapt to
AI [19]

• The need of HCI
design standards
specifically developed
for AI systems [20]

• Usable AI

Ethical Design • Primary user needs
include usability,
functionality,
security

• Ethical issues become
more significant,
including issues, such
as privacy, ethics,
fairness, skill growth,
decision-making
authority [21]

• Ethical &
responsible
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Abstract. Academic Twitter is increasingly seen as an essential part
of career development for early career researchers (ECRs) [6]. However,
engagement with the community may be associated with unwanted emo-
tional responses to upward social comparisons. We contribute to the
emerging field of digital emotion regulation (ER) by conducting fifteen
semi-structured interviews with women ECRs about their use of content
curation features to support the regulation of emotional responses to
upward social comparisons when engaging with Academic Twitter. We
found that (1) participants view engagement with Academic Twitter as
crucial to their career progression, (2) few participants use Twitter’s con-
tent curation features to support ER out of fear of missing out on critical
information and (3) most participants want content curation features to
afford them more control over their exposure to celebratory content on
Academic Twitter.

Keywords: Academic Twitter · digital emotion regulation · social
comparison theory

1 Introduction

Academic Twitter is a community where academics to exchange stories of both
achievements and setbacks. It is a space where academic journeys unfold, profes-
sional identities take shape, and scholarly communities are forged [9]. Engaging
with Academic Twitter can yield significant rewards such as increased research
impact, beneficial collaborations, and increased readership [6]. However, it may
also negatively impact individual well-being: Reading celebratory tweets about
professional successes may lead users to engage in upward social comparisons
with other researchers on the platform, leading to unwanted feelings such as
depression and anxiety [7]. Some Academic Twitter users, such as women early
career researchers (ECRs), may be more likely to engage in strong upward com-
parisons with others and experience negative and unwanted emotions and lower
subjective well-being as a result [1,3].
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Using Academic Twitter as a case study, we explore if and how users employ
content curation features, which are platform features that users can engage with
to influence, limit or promote the social media content to which they are exposed,
in order to preserve their subjective well-being. To that end, we conducted fifteen
exploratory semi-structured interviews with women ECRs working in the United
Kingdom to explore the following research questions:

– RQ1: What emotion regulation (ER) strategies do women ECRs employ when
engaging in upward social comparisons on Academic Twitter?

– RQ2: How do those users engage with content curation features to support ER
processes when experiencing unwanted emotional responses to upward social
comparisons on Academic Twitter?

2 Background

Social comparison theory posits that individuals have a fundamental drive to
evaluate their opinions and abilities and do so by comparing themselves to oth-
ers, which can lead to biased self-perceptions [4]. Individuals may compare them-
selves to others who they perceive as better off (upward), worse off (downward),
or similar (lateral), depending on their motives [4].

Women ECRs who use Academic Twitter may be more likely to engage in
higher levels of upward comparison than other academics: Research in the field
of social comparison theory has linked uncertainty in professional contexts to
higher levels of upward comparison [3] and decreased subjective well-being. In
the United Kingdom, ECRs usually work on fixed-term contracts that provide
little stability or certainty about future academic employment, with women being
more likely to stay in such roles for longer periods than men [1]. In the context
of social media use, upward comparison with other users based on content cele-
brating successes and happy events, such as work achievements and holidays, has
been associated with feelings of anxiety, depression, and inadequacy [7]. When
faced with such feelings, individuals engage in emotion regulation to change how
they feel [5].

According to Gross’s process model of emotion regulation, there are five
categories of ER strategies: Situation selection, situation modification, atten-
tional deployment, cognitive change, and response modulation. Situation selec-
tion refers to seeking out or avoiding certain stimuli to decrease the likelihood of
experiencing unwanted emotions before they can form [5,8]. Situation modifica-
tion involves modifying a situation to alter its emotional impact, for instance, by
blocking a ’toxic’ contact on Twitter so one doesn’t have to see their content [8].
Attentional deployment involves redirecting one’s attention to a different aspect
of a situation to alter an emotion (e.g. focusing on a different part of the screen
when seeing a gruesome photo on Instagram) [5]. Cognitive change involves alter-
ing the meaning of a situation, often by reappraising its personal relevance, to
alter its emotional impact [5,8]. Finally, response modulation involves adjusting
the response to a well-developed emotion, usually by suppressing its expression
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or venting [8]. Existing work has found suppression and avoidance to be mal-
adaptive and associated with depression and anxiety, whereas reappraisal and
problem-solving are adaptive and associated with positive mental health out-
comes [8].

Academic Twitter provides an interesting context in which to explore the
role of content curation features in regulating unwanted emotions resulting from
upward social comparison. First, Twitter is treated by academics as the prime
venue for engaging in self-promotion and dissemination of news about profes-
sional achievements [9], a setting that provides a clear dimension of upward
comparison (professional success) for a well-defined set of users (women ECRs).
Second, Twitter provides users with limited content curation features (see 1)
that align well with situation modification and selection strategies by enabling
users to block contacts, mute words or phrases, turn off notifications for certain
users, create lists and topics to follow, and unfollow accounts. Third, the use
of platform content curation features for ER support is a topic that has barely
been explored in digital emotion regulation research [12].

3 Methods

3.1 Recruitment

We recruited women ECRs who use Academic Twitter directly on the platform.
The interviews were conducted either on Zoom or in departmental offices and
participants were compensated with a £10 Amazon voucher for their time.

3.2 Interview Protocol

One week before the interview, participants received an email requesting they
look through their Twitter feeds for content that elicits negative responses and
take screenshots of them for reference. The semi-structured interviews were con-
ducted in three parts:

Part one pertained to general expectations for Academic Twitter as a com-
munity and feelings of upward comparison. Participants were asked about the
content they expected to see when engaging with Academic Twitter, the types
of content that elicited unwanted emotional responses, and the general factors
that influenced how strongly they tended to respond to such tweets.

Part two investigated unwanted emotional responses to upward comparison.
Participants were asked to discuss the posts they had taken screenshots of before
the interview and what they thought had triggered negative responses. They were
also asked what strategies they employed when experiencing such reactions.

Part three concerned user engagement with Twitter’s content curation fea-
tures for ER of upward comparisons. Users were shown a table (Table 1) describ-
ing the available content curation features. They were given time to review the
controls and asked if they used any of them to manage unwanted feelings when
confronted with stories of success from others in their field.
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In Part Four, participants were asked about the strategies they would like to
(but did not currently) use and hypothetical changes to the platform that they
felt would better support ER.

Table 1. Twitter Content Curation Features [11]

Mute Sort Block Unfollow

Mute notifications from specific
accounts or the app in general

Lists
You can organise accounts into lists
and choose to see tweets from those
lists on your account

Block Account
Blocked accounts cannot follow you, and
you won’t receive notifications from them.
The account holder won’t know they’ve
been blocked unless they visit your
profile

Unfollow Account
You no longer wish to see an account’s
Tweets in their home timeline. You
can still view them by visiting
their profile

Mute tweets containing specific
emojis, hashtags, words, or
phrase on your timeline for
24h, 7 d,30 d, or until
you unmute.

Topics
The Topics you follow are used to
personalise the Tweets, events, and
ads that you see and show up publicly
on your profile

3.3 Analysis

The first author conducted, recorded, and manually transcribed all interviews.
Each author separately performed reflexive thematic analysis of the data, docu-
menting all code emerging from the data and aggregating them into sub-themes
and themes [2]. Both authors then compared findings and resolved discrepancies
through discussion [2].

4 Themes

Between November 2022 and January 2023, interviews were conducted with fif-
teen ECRs who identified as women across twelve research fields and eleven UK
universities. Interviews lasted on average 31.5 min. Seven major themes emerged
from the interview data: 1) Academic Twitter in Context, 2) Targets of Compar-
ison, 3) Content Highlighting Inequalities, 4) User Engagement with Emotion
Regulation Strategies, 5) Lack of Engagement with Content Curation Features
to support Emotion Regulation, 6) The Desire to Engage with More Strategies,
and 7) The Desire for Platform Changes.

4.1 Academic Twitter in Context

Most participants only used Twitter for professional or research purposes and
felt that engagement with the platform was critical to their professional advance-
ment.

4.2 Targets of Comparison

Nearly all participants (n=13) felt stronger negative reactions to content from
people with whom they had a personal connection and were at a similar, or less
advanced, stage of their career.
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4.3 Content Highlighting Inequalities

A significant theme emerging from the data was that success tweets highlighting
unequal treatment in academia exacerbated unwanted emotional responses to
upward comparisons for over one-third (n=6) of the participants:

I struggle with how unequal academia is, especially to people from the
Global South, who don’t have the same privileges as Americans and North
Americans and Europeans primarily. –Participant 8

4.4 User Engagement with Emotion Regulation Strategies

This theme reflects the ER strategies that participants engaged in order to regu-
late unwanted emotional responses to Tweets about professional successes. The
five sub-themes correspond to the five categories of ER per Gross’s process model
of emotion regulation.

Situation Selection. The most common strategy used was avoidance (n=10):
Participants cited that, to manage their emotional responses to content, they
engaged primarily in being highly selective about the people followed, removing
Twitter from their devices, creating physical distance with their devices in order
to avoid using Twitter, or imposing time limits on the Twitter app.

Cognitive Change. Reappraisal was a common ER strategy: Nearly two-thirds
(n=9) of participants engaged in reappraisal as a means to the meaning or per-
sonal relevance of a post by either engaging in self-talk about a particular con-
cern or seeking external opinions on their feelings from people of trust, such as
academic supervisors or partners.

Situation Modification. Approximately half (n = 7) of the participants engaged in
strategies that modified their digital environment to reduce unwanted emotional
responses to comparisons. Five of those participants actively used controls, such
as blocking, muting, or unfollowing accounts for ER purposes.

Attentional Deployment. Three participants engaged in attentional deployment
by switching to different types of content when they experienced unwanted emo-
tions in order to modify their emotional responses.

Response Modulation. Three participants vented to partners or friends in order
to express their frustration pertaining to posts about success in an effort to make
release negative emotions.

4.5 Lack of Engagement with Content Curation Features to Support
Emotion Regulation

Only one-third (n=5) of participants utilised Twitter’s content curation features
to support situation modification by muting keywords or phrases and blocking
or unfollowing accounts.
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Two-thirds (n = 10) of participants did not use any of Twitter’s content cura-
tion features to manage their exposure to content that would trigger social com-
parisons and elicit unwanted responses. The reason most often cited by par-
ticipants (n=5 respectively) was either a lack of familiarity with the features
or the belief that, while using them could help reduce experiences of unwanted
emotions, it might also cause them to miss out on critical information:

If it’s someone that I follow because they published papers that are inter-
esting and relevant to my research, I don’t really want to mute them. I
don’t really think it would be like, in my best interest to do so. –Participant
10

4.6 The Desire to Engage with More Strategies

Most (n=11) participants expressed a desire to engage with more strategies to
help them regulate unwanted emotional responses to posts about professional
success. Nearly half of the participants cited a desire to spend less time using
academic Twitter (n=7). The others wanted to reappraise content (n=2), start
using the lists feature to curate their content (n=2), or block more accounts
(n=1). The remainder did not want to engage in any strategies (n=4) at all.

4.7 The Desire for Platform Changes

Most participants (n=13) expressed a desire for a range of changes to the Twitter
platform to support the regulation of unwanted emotional responses to upward
comparisons on Twitter. The most commonly desired platform change was the
ability to curate their Twitter feed in a manner that allows easy and time-
bounded content blocking and filtering (n=11):

...I could go into Twitter and be like, ‘I just want to look at like sports
things right now.’ Then on days when I just know I don’t have the capac-
ity to deal with people being like, ‘I’m so amazing, and my research is
incredible.’ I wouldn’t have to look at it. –Participant 12

5 Discussion

5.1 Experiences of Social Comparison on Academic Twitter

Nearly all participants experienced unwanted feelings associated with social com-
parisons when engaging with Academic Twitter, suggesting that the issue may
be common among women ECRs. These results indicate that further investiga-
tion into the use of ER strategies for upward social comparisons on Academic
Twitter among women academics is warranted.

About one-third of participants reported stronger unwanted emotional
responses to upward comparisons when content highlighted systemic inequities.
The prevalence of this theme suggests that academic communities may have a
role to play in supporting effective emotional regulation by engaging in inter-
ventions that address inequality in academia and research.
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5.2 Engagement with Emotion Regulation Strategies and Use
of Content Curation Features

Participants’ unawareness of Twitter’s content curation features, combined with
the perception that engagement with Twitter is compulsory, indicate ECRs may
benefit from receiving formal instruction on how to use Academic Twitter in a
manner that allows them to advance their careers while protecting their well-
being. Furthermore, participants perceived that the curation features were not
useful for emotion regulation purposes.

The popularity of technologically unassisted ER strategies (both adaptive
and maladaptive), such as cognitive reappraisal and avoidance, and the content
curation features’ perceived lack of suitability for emotion regulation suggests
that users’ ER needs are not being adequately met by Twitter’s content curation
features. Developing and designing features that support better cognitive reap-
praisal may be a viable direction for future research in social comparison ER
on Academic Twitter. However, results for such interventions in the context of
social media use have admittedly yielded mixed results in prior research [10,13].

5.3 Desired Changes to the Platform

Most participants wished for more flexibility in controlling what appears in their
feed and when. Some changes are already feasible using the lists function [11]:
Users can choose what lists appear on, or are hidden from, their timeline but
must do so manually. A time-bounded functionality, like the one that exists
for blocking and muting keywords/phrases, could provide a relatively rapid
workaround for the problem. Features that enable topic labelling for particu-
lar tweets may allow users to filter by topic and may also provide a short-term
solution for individuals who need to alter the content they are exposed to for
short periods of time.

6 Limitations and Future Work

Our sample of participants was limited to fifteen women ECRs based in the UK
and may not be representative of women researchers who use Academic Twitter.
We are currently interviewing women researchers from a wider range of career
stages and plan to involve them in designing content curation features that better
serve their ER needs.

7 Conclusion

Participants engaged in a wide range of ER strategies both supported and unsup-
ported by Twitter’s content curation features. Our thematic analysis demon-
strated that all five categories of ER were represented, though situation selection,
cognitive change, and situation modification were the predominant categories.
Furthermore, we found that there was low engagement with Twitter’s content
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curation features for ER due to either unawareness of their existence or a belief
that such tools would lead to negative professional outcomes. These findings
suggest that future research into modifying Twitter’s content curation features
to better meet users’ ER needs is warranted.
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Abstract. In recent years, there have been some displays of the order number or
how long users must wait on the screen to help with waiting time in restaurants
and public places.

In this study, we focus on users’ waiting time on a website. We compare how
the perceived time changes depending on the UI of the progress bars. Moreover,
we also visualize the compared results, including participants’ impressions.

Namely, this research aims to clarify what kind of UI and participants’
impressions influence their perceived time.

In the experiment, 33 Participants saw the six videos with different progress
bar expressions and evaluated their impressions of each expression.

We experimented with six videos divided into two groups.
Group 1 was the group that changed the speed at which they were shown, and

Group 2 is the group that changed the way of display.
After evaluating the six expressions, they made a rank with six expressions

and answered the reason for the rank order.
Moreover, we conducted the Factor analysis using the SDmethod results, and

we extracted the three factors; ‘Novelty,’ ‘Openness,’ and ‘Dullness.’ Primarily,
‘Dullness’ was related to the perceived time.

From the ranking results, the perceived time can be increased or decreased by
changing expression even though real-time is the same.

Keywords: Perceived Time · Progress bar · UI

1 Introduction

In recent years, to improve services in places such as restaurants and city halls, more
places display the order by call number and how long to wait on a screen [1, 2].

According to a hospital satisfaction survey, outpatients’ dissatisfaction is high for
time-related items such as waiting time for consultation and waiting time for accounting,
and it is reported that the waiting time for consultation increases significantly when it
exceeds 40 min [3]. There is also a report [4] that people feel that pages displayed on
the Internet are slow after two to three seconds, suggesting that acceptable waiting time
varies depending on the situation. However, in situations where an unspecified number
of people use the system, such as restaurants and city halls, it is difficult to increase or
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decrease the actual waiting time because only a certain number of employees can serve
customers in consideration of work efficiency and cost. Therefore, our focus in this study
was to change the actual time. Therefore, we thought that service could be improved by
increasing or decreasing the perceived time instead of the actual time.

2 Previous Studies

Shudo et al. [5] conducted an experiment to clarify which of three conditions (station-
ary, stepped, and continuous) causes the shortest waiting time. The results suggest that
participants may perceive time as shorter when shown different conditions depending
on the time of day. Otsubo et al. [6] experimented using a progress bar with ten different
shapes. The results showed that a ring-shaped progress bar with a 90-degree central core
made time seem the shortest.

Previous studies above have revealed that changing the UImay shorten the perceived
time. However, the perceived time, including impressions and specific opinions focused
on in this study, still needs to be clarified. There have been various studies on progress
bars, such as the previous study. However, few papers still include the opinions and
impressions of the experiment participants, such as why they chose the progress bar and
felt it was the fastest. Since the shape and continuity of progress bars have been changed
to compare the perceived time, we focused on the effect of other UIs on the perceived
time without changing the basis of the progress bar.Purpose.

In this study, we focus on the situation where users are made to wait on a web page,
compare how the perceived time increases or decreases depending on the UI using a
progress bar as a subject, and visualize the results, including impressions. The purpose
of this study is to clarify what kind of impressions influence the perceived time from the
visualized results.

3 Method

3.1 Experimental Procedure

In this experiment, we have prepared six videos with different UIs. After showing one
of the videos to the participants, we asked them to answer a questionnaire about their
impressions. After viewing the six videos and answering the questionnaire, we divided
the videos with similar UI content into two groups. Finally, we asked the participants to
rank them and answer why they ranked them that way.

3.2 Video

Table 1 shows the six videos used. A total of six videos display the progress bar. All
videos were 23 s long, and the progress bar was filled in the same 20 s. The progress bar
was activated 1 s after the start of the video, and the progress bar was filled 21 s after the
start. The rabbit jumps along with the progress bar only in video E. In the experiment, we
prepared a group that changed the speed of display (Group 1) and a group that changed
the way of display (Group 2). Participants watched each video and ranked.
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Table 1. Group of videos used in the experiment.

3.3 Participants

A total of 33 participants (15 males and 18 females) participated in the experiment.

3.4 Questionnaire

In the questionnaire, ten adjective pairs were selected based on the literature on UI [7]
to evaluate the participants’ impressions using the SD method. Table 2 illustrates the
selected adjective pairs. First, we instructed participants to watch one of the videos from
A to F and then each participant respond with their impressions of the video. The order
of the showing videos was randomly changed in the experiment to consider the effect of
the order of watching the videos. After watching all of videos, the participants ranked
the watched all videos from the fastest to lowest for each group. Finally, the participants
answered the reason for their evaluated ranking.

4 Results

4.1 Factor Analysis by SD Method

Table 3 shows the results of the factor analysis using the results of the SDmethod. Factor
1 was named “Novelty” from the adjectives “Fun,” “Eccentric,” “Bright,” and “New.”
Factor 2 was named “Openness” based on the adjectives “Fun,” “Beautiful,” “Light,”
and “Friendly.” Finally, factor 3 was named “Dullness” based on the adjectives “Heavy”
and “Slow”.

Figures 1, 2, 3 illustrate the summarized three-factor scores obtained by factor anal-
ysis. Factor 1, “Novelty,” showed high with the bar’s illustrations of rabbits and turtles.



Characteristics of Perceived Time Depends on UI Expression 99

Table 2. Adjective pairs used

Classy —vulgar

Fun—Boring

Ugly—Beautiful

Disordered—Arranged

Heavy—Light

Plain—Eccentric

Friendly—Unfriendly

Fast—Slow

Dark—Bright

Old—New

Factor 2, “Openness,” a bar with a rabbit, was the highest, but other than that, the
results did not change much. Finally, factor 3, “Dullness,” was the lowest in the UI with
displaying up to 10,000, it enhances the sense of lightness.

Table 3. Results of Factor Analysis by SD Method

Factor 1 Factor 2 Factor 3

Plain Eccentric 0.956 -0.235 0.064

Old New 0.621 0.229 -0.065

Dark Bright 0.474 0.524 0.021

Fun Boring -0.48 -0.42 0.201

Friendly Unfriendly -0.058 -0.602 -0.014

Ugly Beautiful -0.026 0.554 -0.157

Heavy Light 0.049 0.423 -0.483

Fast Slow -0.034 0.034 0.996

Classy Vulgar 0.068 0.09 -0.065

Disordered Arranged -0.25 0.263 -0.045

Contribution 1.828 1.485 1.305

Contribution Ratio 0.183 0.148 0.13

Cumulative Contribution Ratio 0.183 0.331 0.426

4.2 Rank Evaluation

Weobtained scale values from the ranked results and investigated significant differences.
Figures 4 and 5 illustrate the results of ranked. That result means the perceived time
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Fig. 1. Graph of factor scores for Factor 1 “Novelty”.

Fig. 2. Graph of factor scores for factor 2 “ Openness”

Fig. 3. Graph of factor scores for factor 3 “Dullness”

change by changing the way the figure is presented, even if the figure’s appearance is
the same and the speed is the same (Fig. 4). The result of Fig. 5 also suggests that bar
with big moving images such as E and F are perceived as faster.

As the reasons for ranking, responses for Group 1 included comments such as, “If
the speed of the last few percent is fast, it feels faster overall,” and “It is stressful when
the speed of the filling bar suddenly slows down in the second half. On the other hand,
in response to the question about Group 2, there were opinions such as “I am not bored
because the numbers move in detail” and “I feel faster than a rabbit because the progress
is faster than a tortoise.”

Figure 1 suggests that videos with illustrations increase the feeling of “Novelty.” In
addition, the opinion that “the turtle moves quickly and is not boring,” which was one
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of the reasons for ranking the videos, it suggests that the “Novelty” of a video that is
slightly different from the expected video would increase the value of “Novelty.”

FromFig. 2, only video E, which hasmovements different from the others, had a high
score. This result means the bar with moving like a jumping enhances the impression of
“Openness.”

Finally, in Fig. 3, “Lightness,” the movie displaying F, which displays up to 10,000,
is evaluated as the highest value. The reason for the videos’ ranking was “The numbers
move in detail, so it is not boring.” The speed of the movie’s first half was critical to
feeling the speed of filling time, and it is to be the cause of the increase in the “Lightness”
of the video, even though participants watched the same screen for 20 s.

Fig. 4. Scale values for Group 1

Fig. 5. Scale values for Group 2

5 Conclusion and Future Works

In this study, we conducted an experiment using the UI of a progress bar as the subject
to clarify how impressions affect perceived time. The feeling of “Lightness” of UI
influences the perception time since the fastest impressions, B and F (Fig. 4–5). On the
other hand, the other factors, “Novelty” and “Openness,” of UI showed no significant
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relationship with the perception time. Therefore, novel design and making people feel
cheerful may not affect perceived time. However, a previous study [8] reported that
the perception time becomes short when we feel joyful. Furthermore, when naming
the factors, “Novelty” and “Openness” include the adjective “Fun,” so a more in-depth
study of these factorswas also necessary. And among the responses to ranking the videos,
there was an opinion that “The numbers were moving quickly, so I was not bored, and
time seemed to go by faster.” That means factor 3, “Lightness,” might indicate that the
perception time might be faster when one of the objects being viewed moves faster.

In addition, the experiment of this study was conducted in a format in which the
respondents were asked to watch the video in a one-way manner and respond to their
impressions. Therefore, we will also investigate the changing of the perceived time with
the interactive manner.
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Abstract. This paper presents SciTok, a tool developed to facilitate
social science and computer science researchers in the acquisition, explo-
ration, and analysis of TikTok data. Despite TikTok’s burgeoning influ-
ence in public and scientific discourse, access to its data remains an unad-
dressed challenge, creating a void this study aims to fill. This research
achieves its objectives by first defining a theoretical model of TikTok that
integrates the perspectives of both social science and computer science,
followed by the design and implementation of a web scraper adapted
to this model. By making the tool user-friendly and ensuring that it is
adapted to a common social science research framework, we seek to fos-
ter interdisciplinary collaboration and invite more extensive analysis of
social media’s influence on social phenomena. Limitations and potential
extensions for future research are also discussed, providing a groundwork
for further explorations. (The tool can be accessed under: https://github.
com/Lazel102/SciTok. For more details on this work, refer to the thesis
corresponding to this paper [8]).

Keywords: TikTok · Social network analysis · Social media · Web
scraping

1 Introduction

The emergence of social media has provided social science researchers with new
avenues to gain a macroscopic view of social phenomena [2,6,7]. However, access-
ing this data can be technically challenging. Unlike some social media platforms
that provide researchers with access to their data through an API, TikTok does
not currently offer an official API for researchers. As a result, despite its growing
importance in public and scientific discourse, TikTok remains an under-utilized
resource for social science research [1].

This work addresses the issue by presenting SciTok, a tool that allows
researchers to scrape TikTok data and bring it into a form especially suited for
social network analysis, thereby providing a straightforward way of storing and
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analyzing the data. Through this approach, the work aims to facilitate interdis-
ciplinary collaboration between social science and computer science researchers
and provide social scientists with a tool to collect, explore, and analyze data
from TikTok.

2 Motivation

Social media, defined as internet-based platforms for user interaction, have
become a popular topic for researchers in both computer science and social
sciences. Computer scientists are interested in the technical aspects of social
media platforms, such as algorithms and network structures [5], while social sci-
entists are interested in the ways in which these platforms reflect and shape
social interactions and structures [2].

Despite the widespread usage of TikTok, it does not yet provide a free API
like Twitter does for researchers to utilize their data. This necessitates the devel-
opment of a tool that enables researchers to access and use TikTok data in a
quantitative manner.

With this work we contribute the following:

1. Theoretical Framework: We conducted a comprehensive discussion on
social media, with a focus on TikTok, to establish common ground for both
social science and computer science perspectives. This process led to the devel-
opment of an accessible theoretical model, reflected in the data structure (Fig.
1 and Table 1).

2. Tool Development: We designed and implemented the TikTok data scraper,
SciTok, addressing technical and legal concerns. We obey the TikTok’s
robots.txt1 by default. Additionally, we utilized existing tools, such as Neo4j 2,
Scrapy3, and Docker4, for SciTok.

3. Interdisciplinary Collaboration: SciTok was designed to foster interdisci-
plinary collaboration by making it user-friendly, reducing knowledge require-
ments for data acquisition, and embedding it in a theoretical model that aligns
with both social science methods and theories, while remaining adaptable to
accommodate research questions of interest from a computer science perspec-
tive. The tool has already been employed during the development stage for a
research project in information and communication sciences, with a specific
focus on reality TV formats on TikTok [3]. The feedback obtained from this
usage has been integrated into the development process.

4. Evaluation and Application: We evaluated the tool’s capability and per-
formance in collecting data from TikTok and demonstrated its potential appli-
cations through a descriptive showcase of the collected data. A visualization
of a sample of the resulting graph can be seen in Fig. 2.

1 The robots.txt is a text file placed on a website’s server that instructs web robots or
crawlers which pages or directories to access or avoid when indexing the site.

2 For more information see https://neo4j.com.
3 For more information see https://scrapy.org.
4 For more information see https://www.docker.com.

https://neo4j.com
https://scrapy.org
https://www.docker.com


SciTok - A Web Scraping Tool for Social Science Research 105

5. Accessible Presentation: We ensured that technical information was pre-
sented in a comprehensible manner for both scientific domains, providing
explanatory material as needed.

Fig. 1. Theoretical model and data structure.

Fig. 2. Example for the visualization of collected data.

3 Implementation

The main components for the implementation of this project are Scrapy for
web crawling, Neo4j for storing graph-based data, and Docker for platform-
independent deployment of SciTok.
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Scrapy is a web scraping framework written in Python. It is specifically
designed for large-scale web scraping projects. Scrapy offers key features such as
extensibility, support for asynchronous requests, and optimized data processing,
which were crucial factors in our decision to adopt it. When compared to alter-
native tools like Beautiful Soup and Selenium, Scrapy allows for more scalable
and performant scraping processes. Additionally, Scrapy enables configuration
of compliance with the robots.txt, ensuring that the scraper adheres to the legal
requirements of web scraping.

Neo4j is a robust graph database management system that offers a wide range
of features and seamless integration with various programming languages. It
provides a user-friendly desktop interface for graph exploration using the Cypher
query language5 and includes built-in support for manipulating, analyzing, and
visualizing stored graphs. During our scraping process, we directly connected
the Scrapy scraper to the Neo4j database, allowing for direct storage of the
collected data. To analyze and visualize the collected data, we primarily utilized
GraphXR6, a free visualization software that can be easily integrated with the
Neo4j desktop application.

Docker is an open-source platform that enables developers to package, deploy,
and run applications in containers, which are lightweight and self-contained envi-
ronments. By utilizing Docker, we can package the web scraper and its depen-
dencies in one container while running the Neo4j database in another container,
allowing for easy execution of the web scraping process on any machine with
Docker installed. This containerized version can be conveniently deployed and
shared among users and developers.

The implemented scraping algorithm operates as follows: (1) When the
scraper is initiated, the user provides a TikTok URL as input. The scraper
(2) then visits the corresponding page. When encountering a video page, the
scraper gathers all the items outlined in Table 1 and stores them using the spec-
ified data types presented in the same table. If it is not a video page, the scraper
extracts the URLs of all the video pages present on the page and adds them to
a queue of pages to be visited next. Additionally, on video pages, the scraper
collects the associated music and hashtags, treating them as pages to be visited
as well. The scraper also checks for duplicates before adding an item to the list
of pages, ensuring that each page is visited only once. This recursive scraping
process is summarized in the pseudocode provided in Listing 1.1 The resulting
data structure can be seen in Fig. 1.
def col lectURLs ( u r l ) −> void :

htmlresponse = htmlrequest ( u r l )
r e sponseUr l s = htmlresponse . ge tAl lS ign i f i cantURLs ( htmlresponse )
for re spUr l in r e sponseUr l s :

i f i sV ideoUr l ( re spUr l ) :
parse ( re spUr l )

col lectURLs ( respUr l )

Listing 1.1. Pseudo code of the scraping procedure.

5 For more information see https://neo4j.com/developer/cypher/.
6 For more information see https://www.kineviz.com.

https://neo4j.com/developer/cypher/
https://www.kineviz.com
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Table 1. Description of variables used and collected by SciTok.

Variable Role Data Type

Post Node String
VideoURL Attribute and ID of Post String
nrComments Attribute of Post Integer
nrLikes Attribute of Post Integer
nrForwarded Attribute of Post Integer
date Attribute of Post Datetime Object
createda Attribute of Post Datetime Object
INCLUDES Edge from Post to Hashtag or Music
MENTIONS Edge from Post to User
User Node String
UserScreenname Attribute and ID of Username String
username Attribute of user String
created Attribute of user String
POSTED Edge from User to Post
Hashtag Node String
created Attribute of Hashtag Datetime Object
Music Node String
created Attribute of Music Datetime Object

a created is always the timestamp that is given to the node when it is send to
the database.

4 Evaluation

As our work was interest driven having both computer and social scientist partic-
ipating, we decided to evaluate our tool by collecting data about the particular
hashtag “LGBT”, which is highly interesting for social scientist researching in the
context of online moderation [4]. The process of collecting data lasted specifi-
cally from 8:00 PM on February 6, 2023, to manually terminating the scraping
on February 7, 2023, at 9:00 PM, resulting in a total scraping duration of 27 h.
Within this time period, a total of 4.980 items were collected. Figure 3 shows the
amount of accumulated collected items over time during the collection. Moreover,
Fig. 4 visually illustrates the reliable and linear progression of data collection,
specifically designed for rigorous testing. This linear progression can be effec-
tively utilized for predicting the duration required to gather a specific amount of
data. By observing the steady advancement depicted in Fig. 4, one can estimate
the time it would take to accumulate the desired quantity of data, thereby aiding
in planning and resource allocation for future data collection endeavors.
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Fig. 3. Linear progression of accumulated posts over time.

Fig. 4. Portions of collected nodes by attributes.

5 Conclusion

In this study, we present a solution to address the challenge of restricted access
to TikTok data for research purposes. Our approach aims to promote interdis-
ciplinary collaboration between the fields of social sciences and computer sci-
ence. Introducing SciTok, a user-friendly platform, we cater to researchers who
may not possess extensive technical expertise. By leveraging existing tools, our
solution strikes a balance between guiding users towards effective data analysis
methods and providing flexibility for researchers to customize their data analysis
techniques based on their specific research inquiries.
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By offering SciTok to the scientific community, our aim is to contribute to sci-
entific discourse and encourage researchers to utilize TikTok data for addressing
research questions. We hope that the tool can also be further developed through
the valuable feedback of other researchers who utilize the framework we provide
in our paper. However, we recognize a limitation in the current scraping pro-
cess, which involves scraping a limited amount of data on each page. Although
our scraper can handle large amounts of data, the process itself can be time-
consuming. Furthermore, since only 15 items are collected on each visited page,
the data may quickly become less relevant to the initial research question.

One potential approach to overcome this limitation in future research is to
integrate other tools, such as the unofficial TikTok API 7, to address this chal-
lenge. A promising strategy would involve using the unofficial TikTok API to
identify URLs of interest, and then utilizing SciTok to scrape the corresponding
data. This integration would enable researchers to enrich the collected data with
comments and user information. Furthermore, incorporating music features from
sources like Musicbrainz 8 could be valuable for certain research investigations.

Overall, we are thrilled to present SciTok to the scientific community, and
we anticipate that this tool will serve as a stepping stone for interdisciplinary
collaboration and innovative research. We hope that the tool, along with the
framework presented in our paper, can be enhanced through the feedback and
contributions of other researchers.
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Abstract. Studies on Tangible User Interfaces (TUI) became popular
from the works of Suzuki and Kata [15] and Ishii and Ullmer [7]. Among
the many areas in that TUI can be explored, education stands out. Con-
tact with interfaces beyond graphical interfaces can help and expand
the way one learns. From this, this research project proposes a tangi-
ble interface focused on non-formal early childhood education to analyze
whether the material used in the interface influences interaction and
learning. To this end, it is intended to use the Design Science Research
(DSR) methodology.

Keywords: Tangible User Interface · Computational Thinking ·
Materiality

1 Introduction

From different views on the construction of interactive systems, the human-
computer interaction (IHC) area seeks to study how Information and Commu-
nication Technologies (ICT) relate to its users. The Computational Systems
Architecture is one of the objects of study of HCI and deepens on the issue of
physical means, focusing on the input and output devices [2]. Through the Tan-
gible Interface it is possible to explore physical objects as an input or output
device, providing a tangible representation for information and digital controls
[12].

In the 1990s, two seminal works published served as a reference for many
other later ones on Tangible Interfaces, they are: AlgoBlock [15] and Tangi-
ble Bits [7]. The first explores programming in aluminum blocks as a tangible
interface, while the second presents the concept of tangible bits based on ubiq-
uitous computing. According to Ishii and Ullmer [7], through tangible interfaces
it would be possible to touch the bits in the physical world.

In relation to recent studies involving TUI and education, some common char-
acteristics of interest are noted. Nonnis and Bryan-Kinns [8] and Al Mahmud and
Soysa [1] sought to explore TUI as an educational way to develop socialization
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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in children with autism. Also on socialization, Song et al. [13] explored the TUI
in educational activities in the interaction between parents and children, while
Garcia, Jurdi, Jaen and Nacher [6] sought to explore collaborative learning from
gamification using TUI. In relation to the teaching of specific knowledge, TUI
has been applied mainly in the teaching of programming [6,11], but also in the
teaching of algebra [10] and in the literacy process itself [5]. Among the research
related to TUI, one can also highlight the TaPrEC [3], which is an example
of tangible interface work aimed at children who seek to explore the pillars of
Computational Thinking. In addition of the application by itself, TaPrEC has
also been tested with other devices, such as Sphero, sometimes being an input
device, sometimes being an output device [16].

2 Content

Stephanidis [14] present seven challenges faced by the area of HCI in the 21st
century, among them are learning and creativity. The authors argue that digital
technologies increase motivation, promote demonstrations of the topics taught,
and can adapt to the pace of individual learning [14]. In addition, these tech-
nologies also contribute to the development of skills such as communication,
collaboration, problem solving and critical and creative thinking.

To meet the needs of and facing the challenges of the HCI area, it is part
of this research proposal the development of a device with tangible interface
that uses fabric and lines as part of its materiality, as well as embroidery to
compose visual communication. This device is given the name of Ońırica. The
idea of adding embroidery to technology in the context of learning is to stimulate
creativity, seeking to provide alternatives so that other materials can also be
explored in Tangible Interfaces.

The description of the materials used in Tangible Interfaces is common in the
literature. Many of these are composed of plastic or wood, as illustrated in the
Fig. 1. However, there are not many studies that compare the types of materials
used in tangible interfaces and how these materials influence the interaction
between humans and machines.

As previously described, the TaPrEC uses wooden blocks for the development
of the pillars of computational thinking aimed at children. Ońırica uses more
malleable material, such as tissue, for teaching activities in the context of non-
formal education. Being TaPrEC and Ońırica applied in the same context, it
would be possible to compare the influence of materiality.

Therefore, this project aims to answer the following question: in the compar-
ison between TaPrEC and Ońırica, the material used in devices with Tangible
Interfaces can influence educational activities aimed at children?

3 Methodology

The proposed methodology for this research is Design Science Research (DSR).
In Information Systems studies, this methodology became more frequent from
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Fig. 1. Translated table by the author from Carbajal′s work [3]

1990 and came up with the observation of Design processes for creating prod-
ucts for human purposes [9]. By systematizing the design creation process, this
methodology involves a rigorous process of designing artifacts from the following
steps: identifying problems, contributing to research, evaluating the project, and
communicating the results with the appropriate audiences [4].

Some stages of this methodology are already underway, such as: (a) the iden-
tification of problems, through a preliminary systematic literature review, (b)
contribution in research, through the development of the initial prototype as
shown in the Fig. 2.

Fig. 2. Ońırica: inicial prototype



116 J. Y. Ando

To answer the research question, one of the main steps in the DSR is the
evaluation. For this, it is intended to use the Self-Assessment Manikin method
(SAM), which is based on a pictographic representation to evaluate emotion in
three dimensions: satisfaction, motivation, and control. Finally, the communica-
tion stage of the results will be completed through the publication of scientific
articles and participation in events.
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3 Department of Evolutionary Anthropology, University of Vienna, Vienna, Austria

Abstract. The Wilhelm Scream is the sound effect that first appeared in 1951
and has been used in an almost uncountable number of movies and video games
as an “Easter egg” related to pain, injury, and displeasure. The Intensity Paradox
theory claims that vocalizations are rated valence-wise with very low accuracy.
The learning hypothesis, on the other hand, suggests that repeated exposure allows
for overcoming the intensity paradox. To test this, we collected a large sample
of two ratings each by 902 raters and developed a novel statistical approach,
based on Bayesian statistics, in which we determine the maximum-likelihood
probability of Beta distributions of these responses. We asked our participants to
rate theWilhelm Screammixed in with the other high-intensity vocalizations. The
outcome showed an unexpected result—an extremely high precision of rating and
consistency in repeated exposure. Furthermore, older men (but not women) rated
with lower consistency. This provides, using a natural experiment, novel support
for the learning effect of vocalization and the importance of using Easter eggs
as a vehicle of familiarity related to gaming attractiveness and audiovisual media
creation.

Keywords: Wilhelm Scream · Beta distribution · Vocalization · Game design ·
Intense affective states

1 Introduction

1.1 A Subsection Sample

TheWilhelm Scream (one of the “Easter eggs” of gaming sound engineers) is the sound
effect that was first used in 1951 and it is often included in videogames—among these:
Battlefield 1, Call of Duty, Modern Warfare 2, Fallout 3, Grand Theft Auto V, and Red
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Dead Redemption. As the name suggests, it is a loud vocal display from a male actor
and is related to a negative emotion of pain or displeasure involving fear.

The term Easter egg was originally used for the hidden function of a program that
would be impossible to be called the usual way by the user. Since then, the meaning has
shifted and the meaning has become broader.

In order to make audio-visual materials attractive, immersive, and enjoyable, a suite
of options needs to be employed. One example of these are so-called Easter eggs, “[the]
secret ‘goodies’… Used in video games, movies, TV commercials, DVDs, CDs, CD-
ROMs and every so often in hardware” (PC Magazine [n.d.]).

Since the early 1980s, digital Easter eggs have become a common phenomenon in the
digital world. Today, they are even appearing in the automotive industry. The purpose of
these Easter eggs is to enhance the experience by providing some additional excitement
and surprise (within the context of familiarity so that the user can relate to the content
of the Easter eggs). Academic research about Easter eggs is scarce, even though the
concept is intensively used. This paper intends to fill the gap about the lack of academic
research into Easter eggs, restricting our study to the Wilhelm Scream; it is one of the
first scientific analyses of this legendary sound effect.

Each affective display has two main properties; the intensity (low-middle-high), and
the valence (negative-neutral-positive).

To allow for comparison,we interleaved theWilhelmScreamwith other vocalizations
while conducting our research project (Binter et al. 2023) in which we asked participants
to rate acoustic signals (short, randomly presented vocal displays) of highly intensive
affective states (pain, pleasure and fear), asking them to evaluate their valence.We found
that the participants who rated these stimuli as positive, neutral, or negative affective
states had extremely low accuracy in their judgment (approximately only 50% correct
answers). Through further analysis, we concluded that the participants’ ratings were
statistically equivalent to being due to chance—the raters were guessing (Boschetti et al.
2022; Binter et al. 2023). In other words, the raters were using a trial-and-error approach
unsuccessfully. All ratings were conducted twice to test for consistency between the first
and second ratings in two randomized trials (Boschetti et al. 2022; Binter et al. 2023).
The consistency was extremely low in the case of these high-intensity vocalizations
(pain, pleasure, and fear).

These results are an example of the so-called Intensity Paradox phenomenon (CIT),
which claims that the more intensive the display, the more difficult it is to assign a valid
valence to it. We, therefore, investigated whether the Intensity Paradox also applies to
the Wilhelm Scream, since it, too, is a high-intensity emotional display.

We emphasize that the Wilhelm Scream is solely employed to accompany death,
injury, or someother negative experience of the portraying character on the screen.Wedid
find a small number of media where the effect accompanied a pleasurable experience; in
those cases, however, the effect was used sarcastically in order to enhance the humorous
undertone.
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2 Methods

2.1 The Data Set

We asked the 902 participants (526 females aged 18–50 years and 326 males aged 18–
50 years) to also (in addition to the affective states mentioned above) rate the Wilhelm
Scream—twice. Because, during the same session, the participants were also rating
other acoustic signals, we were able to interleave the Wilhelm Scream with these others
randomly.

2.2 Statistical Methods

The ratings are categorical variables,whichmay not be converted to computable numbers
(Blalock, 1979). Instead, we use a Bayesian approach (Gelman et al., 2014, Kruschke,
2014; Lambert, 2018). In the Bayesian approach, the probability s is a random variable
(0 ≤ s ≤ 1), with a distribution called the likelihood function (Bishop, 2006).

In the case of two categorical variables (correct versus incorrect, say), in which there
are m correct responses and n incorrect responses, then the likelihood function for the
probability s of being correct is (Bishop, 2006).

This likelihood function is the pdf (probability density function) of the Beta distri-

bution. The constant const ensures that , so const =
(∫ 1

0 sm(1 − s)nds
)−1

.

We note that m+ n = N , , which is the total sample size (the total number of registered
ratings). The most likely probability is m

m+n (which, for large sample sizes, approaches
the Laplace limit; i.e. the traditional, elementary way of defining probability as a ratio.).
In the Bayesian approach, the likelihood function includes the inference of the uncer-
tainty (the confidence interval; see below), which the Laplace limit does not (despite
the questionable approaches involving the error of the mean; for details, see Lambert,
2018).

Furthermore, the Bayesian approach allows for the determination of whether an
observedoutcome is due to the raters guessing.Onewayof quantifying this determination
is to calculate depending on which side of 1

2 the most likely probability sML is. If this
integral is above 5% (the conventional significance level, and the one we have chosen for
this publication—any other choice can be chosen, however), then the raters are guessing
at the chosen significance level.

Another method of determining the significance level of a result not being due to
guessing is to find the boundaries s1 and s2, such that.
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for a significance level of 5%. Finding the boundaries s1 and s2 involves solving for
with the above condition. The interval {s1, s2} is called HDI95% (highest

density interval at 95% confidence; Kruschke, 2014).
We use these definitions to determine how reliably raters rated the screams—in other

words, whether they were guessing.
Because the sample sizes were so large, we use Wilks’ � (Wilks, 1938) to deter-

mine whether the two distributions (likelihood functions ) for two
populations A and B are significantly different.

Specifically, we calculate the log-likelihoods: , , and
, where AB is the union of both populations. For large sample sizes

� = −2(LLAB − (LLA + LLB))

is (therefore asymptotically) χ2-distributed with df = (
df A + df B

) − df AB degrees of
freedom (Wilks, 1938). We note that we can thereby calculate the significance level (as
we do here) without specifying it to be 5%

Because the number of males in our sample is much smaller than the
number of females and the likelihood function is sensitive to m + n,
we use a bootstrap method when comparing male populations with female populations.
We randomly choose 376 out of the 526 females and compare their maximum likelihood
with the maximum likelihood of the 376 males. We repeat this random selection one
thousand times and find the computed comparison distributions.

We usedMLmethods to find theML age distributions of participants in a population.
We first scaled all ages (by dividing by the maximum age in the data sets—50 years)
and then calculated the log-likelihood of the beta distribution, the normal distribution,
the log-normal distribution, the Gamma distribution, and the Weibull distribution. (We
note that many univariate continuous parametric distributions are subsets of the Gamma
distribution with specific values of its parameters.) Again, we usedWilks�; to compute
significances of comparisons.

3 Results

In contrast to other situations of highly intense affective states (Prossinger et al. 2021;
Boschetti et al. 2022; Binter et al. 2021, 2023), we found some unexpected results.

For the 1st rating, 94.7% of the female raters and 91.8% of the male raters correctly
rated the Wilhelm Scream. For the 2nd rating, 94.1% of the female raters and 90.2% of
the male raters correctly rated the Wilhelm Scream.

In both cases we found, using the described bootstrap method, that the rating differ-
ence was not significant at siglevel = 5%. . When analyzing whether the ratings were
consistent (i.e. when the ratings were ‘doubly correct’), we find that 91.4% of the female
raters were ‘doubly correct’ whereas ‘only’ 86.2% of the male raters were. The differ-
ences between ‘doubly correct’ and ‘not doubly correct’ were not significant (females:
siglevel < 4 × 10−4; males: siglevel < 7 × 10−3; Beta distribution test).
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On the other hand, the distributions of ages showed a remarkable result: the ages of the
‘doubly incorrect’ females (mean = 31.7years; stdev = 8.8years)were not significantly
different from the ages of the ‘doubly correct’ females (Wilks’ �; test: siglevel = 5%),
, while for the males (‘doubly incorrect’: mean = 30.9 years; stdev = 8.6 years) there
is a highly significant difference (Wilks’ �; test: siglevel < 4 × 10−6).

Weobserve several outcomes: (1)Neither do all themales, nor all the females, reliably
and correctly rate theWilhelmScream.Yet the likelihoodof correct identification ismuch
higher than expected. All differences are, however, not significant. (2) When asked to
repeat the rating, the probability of a ‘doubly correct’ rating decreases for both the
males and the females. (3) The ages of the males rating the Wilhelm Scream incorrectly
twice are significantly older (by 2.9 years on average) than those males that rate ‘doubly
correct’.

4 Discussion and Conclusion

For categorical variables, we could not use point estimators of the most probable q in
a binomial test. Nor could we estimate the expectation (via the arithmetic mean) of a
distribution. While it is commonplace to use the standard error of the mean to estimate
a confidence interval (which is actually illogical, as these are point estimates), it would
be useless here: only if we had in excess of 100 samples would we be able to infer
that 95% of the point estimators would lie within the intervals bracketing the true mean
(the expectation value). Bayesian statistics, which treats all estimators as likelihood
functions, allows for a natural estimation of both the confidence interval and the ML
true mean—and also the mode (Lambert, 2018).

Because the raters were verymuchmore successful when rating theWilhelm Scream
than when rating the acoustic signals of highly intensive affective states (Boschetti
et al. 2022; Binter et al. 2023), we conclude that the Wilhelm Scream is not a ‘victim’
of the Intensity Paradox. This supports the learning hypothesis of valence evaluation
suggested by Corvin et al. (2022) and Boschetti et al. (2022)—both using the Bayesian
methodology.

The insignificant differences, both for single ratings and combined ratings, as well
as for males and females, indicate a high rating precision by the raters, ascribable to a
learning effect acquired before participating in our study. Arguably, the 902 participants
in our sample have been exposed to theWilhelm Scream in many films and video games;
consequently, an association with the negative experiences (depicted in those) will have
unavoidably occurred. If so, we must infer that the deviation from 100% is most likely
due to random (yet rare) concentration lapses while the participants were asked to rate
not only the Wilhelm Scream but also other highly affective states in the same session.

The significant difference in ages between the ‘doubly correct’ and ‘not doubly
correct’ males is quite large (2.9 years on average; 9.0%), necessitating a more detailed
statistical investigation.

Both the statisticalmethodologieswe used and the resultswe found have implications
for game design, because of the involved evolutionary-developmental mechanisms the
prospective gamer (unwittingly) underlies during game development.

The use of known sound effects and situations that have been termed “Easter eggs”
can support the orientation in novel environments (such as game environments) and
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would then serve as building blocks so as to avoid ambiguity—consequently improving
and enhancing the users’ experiences.

The results show that four stages of the Easter egg experience were identified: aware-
ness, trigger, delivery, and longevity, which are all important phases the game developer
needs to incorporate into his/her design.
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Abstract. This paper describes the design and development of a tool
for family meal planning based on data about meal planning habits from
Slovenian families. The tool creates a weekly meal plan based on fam-
ily preferences with corresponding shopping list and meal consumption
statistics. The tool collects data on family eating habits and has poten-
tial to promote benefits associated with family meals. Future research
could explore the tool’s generalizability and potential improvements.

Keywords: nutrition · user research · meal planning · FNS-Cloud ·
food · security

1 Introduction

“The family meal has declined drastically since 1966. Families who have fre-
quent family meals often see the following benefits with their children and youth:
enhanced vocabulary, academic success, healthy food selections, demonstration
of positive values, and avoidance of high-risk behaviors (substance abuse, sex-
ual activity, depression/suicide, violence, school problems, binge eating/purging,
and excessive weight loss).” [2] This sentiment echoes through literature focusing
on different aspects of the benefits of family meal planning such as higher fruit
and vegetable consumption [1,5], lower BMI [6], better diet quality predicted by
family meal patterns during adolescence [7], reduction of high-risk behaviors [3],
[8], time for conversation, feelings of togetherness, and ceremony [4].

Despite these benefits, families face several challenges in planning and exe-
cuting family meals. Therefore, the purpose of this study is to investigate the
challenges and opportunities to design an ICT tool that facilitates family meal
planning.

2 Methodology

Following a co-creation, user-centered approach, an initial survey about meal
planning habits among Slovenian families was conducted (n = 250). The ques-
tions can be grouped in three themes:
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– Household composition and dynamics: How many adults/children are
in your household, who prepares meals in your household, who does the food
shopping, who decides what to eat, do other household members suggest what
to cook, how much are other members involved in decision-making?

– Menu planning and preparation: How often do you prepare different
dishes for the same meal, how do different factors affect the composition of
your menu, have you ever prepared weekly menus and if so, were they useful,
how far in advance do you prepare your menu, how often do you struggle
with meal ideas, what do you do when you don’t know what to make, how
often do you buy too much food, which foods spoil the most, where do you
find new recipes, are there any foods that you don’t eat due to one member’s
preferences, do you monitor your diet?

– Attitudes towards food and eating: how important is it to adapt to
seasonal fruits/vegetables, would you find a weekly menu planning app useful,
which of features of a family meal planning app would you find most useful?

The survey gathered data that guided the next steps of preparing mock-
ups for a standalone application that solves the main problems identified in the
survey. After the survey, more in-depth unstructured interviews were conducted
with a smaller group (n = 6) of family meal planning decision-makers from
various family types, age groups, and background. The mock-ups were prepared,
and the most common scenarios evaluated with this group. These included to
check the weekly menu, substitute dishes that do not fit their preferences, create
a list of required groceries for the week, add a recipe to their list of frequently
cooked dishes, find a new recipe for chickpeas, browse recipes for new ideas in
the evening, test interesting recipes and add successful ones, like Parmigiana, to
their recipe bank, include a new family member in choosing recipes, check the
dishes they have been cooking frequently, and look for any diet improvement
recommendations in the app (what is expected from a nutritional analysis and
related recommendations in such an app).

With the results of usability testing in mind, the tool was developed and used
to gather feedback and initial data about family food preferences.

3 Results

The main problems identified related to family-meal planning that can be solved
with an ICT tool were: 1) generation of a healthy meal plan that takes into
consideration family preferences, 2) generation of a shopping list and 3) ideas
for new recipes based on family taste.

3.1 Survey Analysis

Predominantly, more than 80%, survey respondents where females in charge of
meal preparation in the household as well as doing grocery shopping and deciding
what to eat. Participating households consists of 3 adults and 0.8 children on
average.
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Fig. 1. Analogue family meal planning with a paper on the fridge and its digital coun-
terpart in a mobile phone.

Most of the respondents discuss food wants and needs with other household
members and try to follow their suggestions. Some talk more often, others less,
and some do not involve other members in decision-making. In some cases, other
members prepare the food themselves or say what they want for the meal. One
part of the respondents lives alone or has no other members in the household.
Most (more than 80%) find it useful if other family members suggest what to
cook.

Preparing separate dishes for the same meal is not a common practice with
66% never or seldom practicing this while only 16% claim to do this often.

The factors that most influence meal planning were ordered based on a rating
from 1 (little influence) to 5 (big influence) as follows: what’s currently available
in the garden(4.49), fruit/vegetable seasonality (4.47), rules of a healthy diet
(4.05), tastes of household members (3.83), price (2.85), special diets (2.65).

Answers to the question “Have you ever prepared weekly (or several-day)
menus?” reveal that most of have not yet prepared weekly (or several-day)
menus. Some have tried them in the past but abandoned them, while a few
people still prepare them regularly. Of those who planned their meals, approx-
imately half found this practice useful and half not. People have abandoned
weekly meal planning for various reasons such as lack of time, loss of freshness
in the ingredients, reduced interest in the planned meals, and the need to adapt
to changing circumstances. Some people prefer to cook according to their cur-
rent mood or preference, while others decide on their meals based on what is
available from their garden or at the moment. Some find it difficult to stick to
a planned meal, while others prefer to plan for only a day or two rather than
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for the entire week. Some have stopped planning altogether while others intend
to reintroduce it in the future. The answer to the question “How far in advance
do you prepare menu?” varies from person to person, but planning for the next
day or at most a few days is more frequent. Work schedule or visits are also an
influencing factors mentioned.

Being in the situation of not knowing what to cook at the time of a meal
is not common (2.28 on a scale from 1 to 5, where 5 is very frequent). When
people are unsure of what to cook, they typically search for inspiration by look-
ing at what ingredients are available to them at home, or they may check their
garden or pantry for ideas. Some may choose to make pasta with a quick sauce,
utilize canned goods, prepare a simple dish like a salad, use their own preserved
food, prepare a meal from leftovers, or improvise with the ingredients they have.
Inquiring about what would they like to be able to do in such a situation sug-
gested a desire for convenience and simplicity when it comes to meal preparation
(having food readily available or someone else cook for them, ordering food or
having pre-cooked meals that they could easily heat up, having more ideas or
suggestions for what to cook with the ingredients they have, or having stocked
ingredients for a pre-planned meal plan).

Similarly to the above, food spoiling is not a common problem (2.24 on a
scale from 1 to 5, where 5 is very frequent). The most commonly mentioned foods
that spoil in households are dairy products (yogurt, spreads, milk, cheese), bread,
vegetables (due to overbuying), and fruit. Some people mentioned that they do
not have any food spoilage problems because they plan and organize their food
consumption carefully. A few others mentioned specific items like homemade
jams without sugar, mushrooms, and deli meats that spoil quickly. Some people
mentioned that they have animals that consume the food, and some mentioned
that they have no such items in their household.

35% of households do not eat a specific ingredient because one member of
the household does not eat it. Most commonly these ingredients are seafood and
tripe.

Based on the survey question “Do you monitor your diet to ensure that you
receive all the micro and macro nutrients?” the results indicate that approxi-
mately half of the respondents, 50.4%, monitor their diet to ensure that they
receive all the necessary micro and macro nutrients. 26.4% of the respondents
do not currently monitor their diet but would like to, while 12.4% of the respon-
dents do not monitor their diet and do not want to do so. Others responded
either no, without expressing a preference, did not understand the questions or
mentioned that they follow a specific diet.

The responses to the question “How important is adapting to seasonal fruits
and/or vegetables for you?” show that the majority of respondents, 62.3%, buy
whatever fruits and vegetables are available at the store if they are not growing
them in their garden. 36.9% of respondents only eat seasonal fruits and vegeta-
bles, indicating that eating produce that is in season is important to them. Only
0.8% of respondents indicated that it doesn’t matter to them whether they eat
seasonal produce or not, and they will buy whatever is available.
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Respondents were asked to rate the importance of potential features for a
family meal planning app on a scale from 1 to 5, where 1 indicates “not impor-
tant at all” and 5 indicates “very important”. The results indicate that the most
highly valued feature were recommendations for improving the menu (mean rat-
ing of 4.08), followed by suggestions for new recipes according to the taste of
the family (4.00), and a review of the quality the family diet against dietary
guidelines (3.91). Other features that were rated highly included the option to
print the menu to be hung on a fridge (3.91), automatic weekly menu suggestion
based on a common set of family recipes (3.84), and a shopping list for the week
(3.78). Less important features included adding snacks (3.52), family members
voting on whether they liked the dishes consumed (3.5), and the option for family
members to enter meals they didn’t eat at home (3.49).

In a final open-ended question about any other comments quite different from
each other appeared, but some wishes were repeated. Most respondents want
menus that are simple, seasonal and balanced. There are also special dietary
requirements and suggestions for recipes made from seasonal ingredients. Some
have homegrown produce, so they don’t want meals that include canned foods.

3.2 Family Meal Planning App

Insights from the survey helped us prioritize potential features and lead us to the
design of a mobile application with the capability to create a weekly meal plan
based on the recipes that the family usually eats. The head user is able to add
their usual meals to the recipe bank - typically 30 or 40 meals the family most
often consumes. The recipes can be inserted manually or found online in a recipe
source connected to the app, e.g. in Slovenia the first and largest online source of
recipes kulinarika.net1 was used offering more than 18.000 recipes provided by
the community. All the family members are able to vote on these recipes through
the ‘glance popular recipes’ section (Fig. 2). Family members can glance at vari-
ous recipes from the chosen public recipe source and vote on their preference on
a scale from 4 to 1 (‘great’, ‘OK’, ‘if needed’, and ‘no chance’). The recipes that
are highly favored go to the family’s wish list, and the other family members
are asked to vote on them. After the recipe is tried out, it can be added to the
regular recipes in the recipe bank or removed from the wish list. From the recipes
in the recipe bank, the shopping list and weekly plan are created automatically
(Fig. 1).

While the desire to have dietary recommendations present in the app emerged
already from the survey, after usability testing using mock-ups, it was deter-
mined that users wanted these recommendations (preferences, nutrition analy-
sis, and statistics) to be integrated more subtly into the app. Users can thus
mark whether they consumed a meal by ticking a box, and only ticked meals are
included in the statistics section where families can review their dietary habits
(e.g. how many times a dish was prepared, whose tastes are better catered for)

1 https://www.kulinarika.net/.

https://www.kulinarika.net/
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and receive basic recommendations, such as increasing their fiber intake if it’s
found to be lacking in their menu.

Finally, as seasonality and homegrown food are important factors for many
respondents when planning meals for their household, the family meal planning
app was connected to the garden planning app Tomappo2 to help them better
integrate their homegrown produce into their meal plans, e.g. users can easily
see what is available in their garden within their shopping list of the family meal
planning app.

Fig. 2. Features of the family meal planning tool: on the left, glancing and voting on
recipes from an online source by swiping the recipe up (great), down (no chance), left
(if needed) or right (OK), and the family recipe or food bank with votes from family
members on the right.

4 Discussion

The development of the tool for family meal planning was based on a co-creation,
user-centered approach that involved gathering data from Slovenian families.
While the tool was specifically designed to meet the needs and preferences of
Slovenian families, the general principles behind the design process of the tool

2 Tomappo assists users in planning their garden while taking into consideration gar-
dening best practices such as crop rotation and companion planting, and guides users
through the whole gardening season. https://www.tomappo.com.

https://www.tomappo.com
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could be applied to families in other cultural and geographic contexts. The data
collected from the families who participated in the survey and interviews were
invaluable in identifying the main challenges and needs of families when it comes
to meal planning. Additionally, the tool collects data about family eating habits,
which could be of interest to researchers studying eating habits and nutrition.

One potential drawback of the tool is that it does not force a healthy diet, but
rather, a diet based on family preferences. While the tool provides guidance for
creating a balanced weekly meal plan, it ultimately relies on the recipes and food
preferences of the family. It is important to note that the tool is not intended to
be a substitute for the guidance of a registered dietitian or other qualified health
professional (potentially aided by an ICT tool specific for dietary monitoring
and planning). Instead, it is designed to provide a convenient and efficient way
for families to plan and prepare meals together.

Another limitation of the tool is that it was developed based on data gathered
in Slovenia only and from an audience pooled from users of the hobby gardening
application Tomappo. While the principles behind the tool could be applied
to families in other cultural and geographic contexts, there may be variations
in food preferences and cultural practices that would need to be taken into
account. Further research could explore the generalizability of the tool across
different cultures and geographic regions and comparison with a sample more
representative of the general population. For example answers related to the
importance seasonality might be biased.

In terms of potential for improvement, future iterations of the tool could
incorporate features such as generation of healthy meal plans, integration with
popular food delivery services, and integration with wearable technology to track
food intake and physical activity. Additionally, the tool could be expanded to
include information beyond those usually present in single meal recipes. Some
examples include general information about food preparation techniques, food
storage, and food safety.

Overall, the tool for family meal planning presented in this paper provides a
user-centered and convenient way for families to plan and prepare meals together.
By addressing the challenges and needs of families when it comes to meal planning,
the tool has the potential to promote the many benefits associated with family
meals, including enhanced vocabulary, academic success, healthy food selections,
demonstration of positive values, and avoidance of high-risk behaviors.

5 Conclusion

Despite their importance, family meals have been declining as families face sev-
eral challenges in planning and executing family meals. This study presents a
tool that facilitates the planning part of family meals by considering family
preferences and generating a plausible meal plan with corresponding shopping
list. The tool provides a platform for family members to vote on their preferred
recipes from popular recipe sources and add new recipes to the family recipe
bank. The tool has the potential to encourage families to have more frequent
family meals and experience the many benefits associated with it.
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Abstract. People have the power to participate in and contribute to online content
not only by consuming it but through social network platforms. Crowdsourcing has
huge benefits due to the increasing potential of connecting and engaging people
through social network platforms. Crowdsourcing can be used with heuristic eval-
uation principles to appraise an online education platform by invoking people to
participate in elucidating the success factors for education as well as collaborating
on pertinent recommendations.

Keywords: crowdsourcing · heuristic evaluation · education · software
evaluation

1 Introduction

Many academic staff use different educational tools, such as the online course system
(OCS) usingMoodle, along with Piazza andMicrosoft Teams, which is the most famous
tool. They are used for different levels of education, starting from kindergarten all the
way to postgraduate studies. In addition, many companies use it for meetings.

Such tools were shown to be vital during the Covid-19 pandemic. The importance
of these tools was recognized previously, but after the years of the pandemic, acknowl-
edgment of their prominence grew. We noticed many difficulties faced by users with
different backgrounds, ages, and education degrees. Therefore, we aimed to measure the
difficulties that the users of such tools face.

Theheuristic evaluation technique is amethod for testingusability. It is recommended
that heuristic evaluation principles are used by 5 to 8 experts to address user interface
problems. These principles can be used with any system or application to shake the
design and find out the issues that could face users at any phase of a system.

We applied the heuristic evaluation principles on the OCS, Piazza, and Microsoft
Teams, by testing these tools with 144 different users of different ages and with different
experiences of computers; approximately 56.3% of them were trained HCI students,
who can be considered experts.
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2 Crowdsourcing

Crowdsourcing—a conjunction of “crowd” and “outsourcing” that was coined by Jeff
Howe in a June 2006 Wired magazine article—is defined as “the process by which the
power of many can be leveraged to accomplish feats that were once the province of a
specialized few” (Howe, 2008). Howe (2010) further defined crowdsourcing as “the act
of taking a job traditionally performed by a designated agent (usually as an employee)
and outsourcing it to a unified, generally large group of people in the form of an open
call” [5].

3 Education

Education is a targeted activity destined to allocate knowledge or strengthen essentials
and characteristics. Online educational software has certain requirements for students
that include the following criteria:

1. The software should provide relevant feedback.
2. Students should be able to create and post material easily.
3. Students should be able to incorporate their choices for assignments and assessment.
4. Discussion protocols should be available so that all students can contribute.
5. The system should provide students with tech support options, such as virtual

examples, so that students do not get lost.
6. The system should be designed with the assumption that not all students have the

same level of technological ability.
7. Online courses need to be supportive of students’ success.
8. The system should have clear content and presentation.
9. In addition, online educators should participate with good presentations.

Educators can be the conduits of knowledge, skills, and values, but they do not have
the conceptual tools and skills to design an online learning environment.

Students’ experienceswith online learning environments are influenced by the design
of the environments. To measure good design, usability evaluation metrics can be used.
With fast and continually changing online learning environments, optimal usability
should be reached. This will optimize the efficiency of the user’s task and performance,
helping them to complete specific tasks and have the best learning outcomes.

4 Heuristic Evaluation

Difficulties and trouble areas for end users can be understood by establishing and eval-
uating usability evaluation criteria. These criteria address the user interface and are
cost-effective, efficient, and simple to apply. To identify potential usability problems
with a user interface, we used a usability checklist in the form of a survey.

The heuristic evaluation principles addressed essential factors that affect students’
success during the undergraduate education experience. We tried to make sure that the
principles had been used in multiple ways over the years to integrate technology into the
classroom or outside the classroom.
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Our research analyzed existing online applications to get an excellent perception
of applications that reframe problems, resolve conflict requirements, and address the
challenge of guaranteeing impact and efficiency through actionable knowledge.

In our survey, we used a usability inspection technique, namely the heuristic eval-
uation of Jakob Nielsen. It is easy to learn, efficient, and widely used in software
development. In addition, it is time- and cost-efficient.

There are 10 usability heuristics for user interface design:

1. Visibility of system status
The design should always keep users informed about what is going on through

appropriate feedback within a reasonable amount of time.
2. Match between system and the real world

The design should speak the users’ language. It should use words, phrases,
and concepts familiar to the user, rather than internal jargon, and follow real-world
conventions, making information appear in a natural and logical order.

3. User control and freedom.
Users often perform actions bymistake. They need a clearlymarked “emergency

exit” to leave the unwanted actionwithout having to go through an extended process.
4. Consistency and standards

Users should not have to wonder whether different words, situations, or actions
mean the same thing. The design should follow platform and industry conventions.

5. Error prevention
Good error messages are important, but the best designs carefully prevent prob-

lems from occurring in the first place. The design should either eliminate error-prone
conditions or check for them and present users with a confirmation option before
they commit to the action.

6. Recognition rather than recall
The design should minimize the user’s memory load by making elements,

actions, and options visible. The user should not have to remember information
from one part of the interface to another. The information required to use the design
(e.g., field labels or menu items) should be visible or easily retrievable when needed.

7. Flexibility and efficiency of use
Shortcuts — hidden from novice users — may speed up the interaction for the

expert user such that the design can cater to both inexperienced and experienced
users. Allow users to tailor frequent actions.

8. Aesthetic and minimalist design
Interfaces should not contain information which is irrelevant or rarely needed.

Every extra unit of information in an interface competes with the relevant units of
information and diminishes their relative visibility.

9. Help users recognize, diagnose, and recover from errors
Error messages should be expressed in plain language (no error codes), precisely

indicate the problem, and constructively suggest a solution.
10. Help and documentation

It’s best if the system doesn’t need any additional explanation. However, it may
be necessary to provide documentation to help users understand how to complete
their tasks.
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5 Findings

To address the findings, the best strategy to remedy those problems is to violate multiple
heuristics at a time.

Usability issues could affect the experience across the web instead of doing a single
task. We conducted a survey on 144 students and experts.

Example of heuristic violation presented as follows:

1. Visibility of system status
The violation of heuristic “Visibility of system status “specifies that the design

should always keep users informed about what is going on, through appropriate
feedback within a reasonable amount of time. 70.7% didn’t agree. That means the
users were lost while theywere using the application. To remedy this issue, feedback
should be present immediately.

2. Match
The violation of heuristic “Match between the system and the real word” indi-

cates that terms, phrases, and language do not match the terms used by the users
daily or arranged in unnatural order.

The issue that signified on the website that the web site used unfamiliar terms.
43.7% of the users were confused.

The potential solution for this issue is to work with a group of end users to find
familiar and appropriate terms to represent these types of content.

3. User control and freedom
The user needs a clear way to undo, redo or exit a process to feel the control of

his action.
72.9% face difficulty in getting back out or undoing a task.
The application should support the undo and redo. In addition to clear labeling

of exit.
4. Consistency and standards

A violation of the heuristic “Consistency and adherence to standards” signifies
that the same word, symbol, action, or concept do not refer to the same thing. 90.3%
of the users disagree on this point.

There could be two links within the same text box that are labeled the same, but
when the user clicks it, it will lead to different locations within the site.

5. Error prevention
88.1% of the users found that the application didn’t prevent errors from

occurring. It needs more effort to prevent the high-cost errors.
6. Recognition rather than recall

77.8% of the users faced difficulty in retrieving information to complete their
task. Since the human has limited short-term memory, the information should be
reduced and offer help in context.

7. Flexibility and efficiency of use
46.5% (experienced users) to 77.1%(normal ) of the users didn’t find shortcuts

to speedup their work.
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8. Aesthetics
A violation of the heuristic “aesthetic and minimalism in design” occurs when

site dialogue has irrelevant information that is distracting to users, when the page is
not minimized, or when display is overly complex.

When a task required an excessive number of pages for the user to search through
in order to access information.

94.4% of the users didn’t find that the application was focused on the essentials.
To solve this issue, remove the unnecessary elements to minimize distractions. Also
consolidate all links for the same task in one page.

It could use nested tasks.
9. Help users recognize, diagnose, and recover from errors

90.3% of the users needed help to recover from their errors.
10. Help and documentation

9.2% of the users need additional explanation.

6 Conclusion

In our study, the heuristic evaluation factors were used to evaluate the online learning
environment as a methodology.

The potential issues were highlighted through the heuristic evaluation and could be
modified to match the user design principles. They could be used as guidelines and
frameworks to satisfy the online learning design principle.

In our survey, we found that the feedback should be present immediately so the user
will not be lost while using the application.

Work with a group of end users to find familiar and appropriate terms to minimize
confusion. The user needs a clear way to undo, redo or exit a process to feel the control
of his action.

The application should focus on the essentials by removing the unnecessary elements
to minimize distractions. Also, the users need shortcuts to speed up their work.

The information should be reduced and offer help in context to make it more
convenient and easily accessible.

In addition, some applications need more effort to prevent high-cost errors. And the
users needed help to recover from their errors.
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Abstract. Standardized questionnaires are a commonway to collect self-reported
data about users. User experience (UX) questionnaires are metrics with multi-
dimensional factors. These factors represent specific UX qualities based on items
measuring the user’s subjective perception. However, UX questionnaires vary in
factor sets, factors names, or measurement items. This study examined 705 items
of such factors from 27 popular UX questionnaires. This study aimed to identify
the underlying semantic similarity of UX factors on the measurement item level.
Augmented SBERT was applied to measure the sentence similarity between the
items. Highly similar items were then grouped based on their cosine similarity
to identify similarity clusters by the Fast Clustering approach. As a result, 14
similarity clusters could be identified.

Keywords: User Experience (UX) · Usability · UX Factors · UX
Questionnaires · UX Measurement · SBERT · cosine similarity · Fast
Clustering · t-SNE

1 Introduction

A satisfying user experience (UX) is a critical success factor for all IT-related offerings
[1]. UX refers to different aspects of a person’s perception of a product, system, or
service [2]. Measuring UX is essential to improve IT systems and solutions designs.
UX goes beyond the usability defined as “the extent to which a product can be used by
specifiedusers to achieve specifiedgoalswith effectiveness, efficiency, and satisfaction in
a specified context of use” [2]. Usability is a fundamental concept in Human-Computer-
Interaction (HCI) and can be seen as an integral component of the UX [3]. So UX and
Usability complement each other [3–5]. UX is a multi-dimensional construct evaluating
the overall impression of a user interactingwith a system covering pragmatic and hedonic
qualities [6].

Various empiricalmethods canbe found in scientific literature tomeasureUX, includ-
ing objective and subjective methods. Every measurement approach aims to gain high
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qualitative insights based on empirical data. Objective methods gather analytical data,
e.g., log files or other system reports. Subjective methods, e.g., questionnaires, focus on
evaluating the user’s experience through self-reported data, which means that the study
subjects give feedback on the survey questions independently. Self-reported data is one
of the most important sources of information about users’ perceptions. Questionnaires
can gather this data quickly, simply, and cost-effectively. Hence, self-reported metrics
are popular in Human-Computer Interaction [7, 8].

Self-reported metrics include the usage of standardized questionnaires as summative
techniques. Standardized questionnaires are a consistent evaluation method established
to cover user-related issues comparably. Typically, these questionnaires break down
the construct of UX into different influencing factors intended to reflect different sub-
dimensions, perspectives, or qualities of UX. The factors are, in turn, measured by
items and scales. The measurement items characterize the user’s subjective impression
concerning a specific factor.

Existing UX questionnaires differ in the UX factors, items, and scales. Moreover,
UX factors with different names can measure the same thing, but factors with the same
name can also measure different aspects [4, 5, 9]. However, if questionnaires are based
on a shared understanding of UX, the questionnaire approaches of different origins and
authors should measure the same. The guiding principle of our study is that common
ground among the UX factors can be identified despite different interpretations in detail.
If no shared understanding could be identified, the construct of UX would become
arbitrary and without substance. Therefore, we move away from the author-specific cat-
egorization of UX factors and try to find similar approaches at the level of measurement
models. In this regard, the study focuses on the semantic structure of the textual items
concerning the most well-established UX questionnaires. Semantic textual similarity
analysis can be conducted using Sentence Transformers. By applying the innovative
data-augmentation method Augmented SBERT [10] from that field, we computed and
visualized the sentence similarity between the items to identify whether different items
measure the same or not. Based on the similarity, we applied Fast Clustering to group
similar items and visualized the similarity clusters using t-SNE [11–14]. Against this
background, we address the following research question:

RQ1: Can a Sentence Similarity approach like Augmented SBERT be used for
semantically similar Measurement Items of different UX surveys?

RQ2: How many Similarity Clusters can be identified among the measurement
items of popular UX questionnaires, and how can they be interpreted?

This article is structured as follows. Section 2 describes the NLP approach applying
the Augmented SBERT method as a data science technique for measuring sentence
similarity. The resulting outcomes of the study and derived UX factors are presented in
Sect. 3. Finally, the article concludes with a discussion of findings and an outlook on
future research in Sect. 4.
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2 Approach

For this study, we conducted a machine learning approach by implementing a sentence
similarity model to determine how similar the different items of the UX questionnaires
are. In general, so-called cross-encoders or bi-encoders can be used to measure sen-
tence similarity. For further details, we refer to the respective literature [10]. Sentence
BERT (SBERT) is the most common model for measuring sentence similarity concern-
ing this study’s research objective. SBERT, developed by Reimers and Gurevych [15],
modifies the original cross-encoder BERT. The model comprises a network architecture
that encodes textual input into a vector representation. Each vector is called a sentence
embedding. Due to the spatial distance between the embeddings in the vector space, the
similarity between the individual vectors can be computed using cosine similarity. The
detailed approach of SBERT is discussed in [15].

However, applying Sentence Transformers such as SBERT requires a lot of data. As
often in practice and in this study, the data set is rather small. Takhur et al. developed the
extended model Augmented SBERT combining cross-encoder and bi-encoder to cope
with this situation. In their approach, the researchers used “the cross-encoder to label a
larger set of input pairs to augment the training data for the bi-encoder” [10]. Figure 1
shows the simplified approach of Augmented SBERT. In this short paper, we refer to
the literature for further details [10].

Fig. 1. Augmented SBERT architecture [10].

The study’smethodological approach is structured into five steps. In step (1), we ana-
lyzed the most established UX questionnaires. UX questionnaires with various focuses
have been proposed in the scientific literature over the last decades. In a recent literature
survey from 2020, Schrepp identified 40 questionnaires for Usability and UX evalua-
tion [5]. Since our study aims at sentence similarities in the questions of the items, we
excluded all questionnaires with a semantic differential scale. After this adjustment, 27
UX questionnaires remained in the scope of our study. All items from these 27 ques-
tionnaires were extracted in step (2). In step (3), the Augmented SBERT was applied
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to a total of 705 extracted items. In particular, we first implemented the source code1

from the developers [16] and trained the bi-encoder model. We used the model ‘all-
mpnet-base-v2’ for the bi-encoder, providing the best quality among all other models
[17]. After training, we applied the trained Augmented SBERT bi-encoder model to the
items encoding vector embeddings in a vector space. Lastly, cosine similarity between
all vectors was computed, and a similarity matrix was performed [11].

Fast Clustering was applied in step (4) to identify the similarity clusters, i.e., to group
similar vectors based on their cosine similarity. This clustering approach is referred by
the developers of the Augmented SBERT [11]. Therefore, a scikit-learn and Sentence
Transformer libraries were used [18]. The algorithm uses a start vector as a cluster
center item. Afterward, the encoded embeddings are analyzed and merged into clusters
using a similarity threshold. As the cosine similarity was calculated in step (3), all
similarity values of the embeddings range between -1 and 1 whereas 1 refers to the
highest similarity. Based on this, the threshold defines the limit above which the different
embeddings are classified into a similarity cluster based on their cosine similarity values.
The threshold needs to be determined by the researchers. Concerning literature, no
benchmark threshold could be found. The threshold depends on the respective dataset.
For this study, we adjusted a threshold of 0.60.

In the last step (5), we visualized the identified similarity clusters using t-SNEwhich
is a widespread method in the field of machine learning for exploring and visualizing
high-dimensional data in a vector space [13, 14]. The detailed approach is illustrated in
Fig. 2.

Fig. 2. Methodological approach.

1 https://github.com/UKPLab/sentence-transformers/blob/master/examples/training/data_augm
entation/README.md.

https://github.com/UKPLab/sentence-transformers/blob/master/examples/training/data_augmentation/README.md
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3 Results

Data analysis revealed a total of 14 similarity clusters based on a setup with a similarity
threshold of 0.60. Figure 3 shows the t-SNE visualization in a 2D vector space. Themain
purpose of t-SNE is to transform high dimensional into a low-dimensional space. The
visualization shows the relative positions of the embeddings to each other in the vector
space. The axis values are automatically scaled to achieve the best possible visualiza-
tion. It can be stated that the clusters are partly overlapping, and no clear distinction is
provided. Especially in the center, the concentration of the vectors can be seen. More
precious, five similarity clusters can be seen. Moreover, in the upper space, two clusters
partially merge into each other. This indicates, that the similarity clusters can not be
entirely separated and, thus, the measurement items are partly similar. However, t-SNE
only provides a data visualization of the vector space. For further insights, the clusters
must be examined more detailed and interpreted.

Fig. 3. Visualized similarity clusters using t-SNE in a 2D vector space.
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Lastly, the different questionnaire items of the similarity clusters can be investigated
to get insights into what the items are measuring. By applying the Fast Clustering app-
roach with a similarity threshold of 0.6, 240 of the 705 items were grouped. The number
of items within a cluster ranges between 10 and 52 items. Each cluster consists of a
cluster center, represented by a specific item and its corresponding sentence from the
UX questionnaire. Table 1 shows the respective center items of the similarity clusters.

Table 1. Similarity clusters.

Cluster Cluster Center Items Item Numbers

1 I could quickly get to know the structure of the website by
skimming its home page

52

2 From time to time, I use the software to do tasks for which it is not
actually intended

40

3 The software makes it easy for me to move between the different
menu levels

18

4 Does the system provide the precise information you need? 17

5 The product is creatively designed 16

6 I thought the amount of information displayed on screen was
appropriate

12

7 If I had interest in the content of the website in the future, I would
consider visiting the website

11

8 The organization of the website was clear 11

9 The software makes my task processing difficult due to
inconsistent design

11

10 Is the system user friendly 11

11 This application X was attractive 11

12 Occasionally I use the software in unusual ways to achieve my goal 10

13 The system was not complicated to use 10

14 Are the results of control entry compatible with user expectations? 10

Considering the allocated items, the similarity clusters can be interpreted to identify
shared UX factors among the underlying UX questionnaires. The text sentences of the
items in a cluster can indicate what the items and their respective factors are measur-
ing. Each resulting cluster needs to be examined to determine if the combined items
address a shared UX factor and are suitably represented by the center item. The applied
cluster analysis methods are thus only an assisting tool. Further processing requires an
interpretation of the authors. For example, cluster 13 contains ten items. These include,
for example, “it is easy to use”, “it is simple to use”, and “I easily remember how to
use it”. Hence, the items refer to the Ease of Use of a system. It might be possible
to investigate in further work whether AI-based text processing methods could also be
used to summarize further a cluster’s items or even to refine the center item question to
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represent the cluster content better. Due to paper restrictions, this cluster interpretation
cannot be completed in this short paper. Further interpretations are the subject of future
research.

4 Conclusion

This paper presents a machine learning approach measuring the sentence similarity of
705 items of 27 popular UX questionnaires. The AugmentedSBERT model combining
cross-encoders and bi-encoders was applied, and cosine similarity was measured. Based
on the similarity, clusters were grouped using Fast Clustering. In the end, the similarity
clusters were visualized by applying t-SNE. As a result, 14 similarity clusters could be
identified.

Themajor limitation of this study is the unspecified similarity threshold for Fast Clus-
tering—any adjustment of the threshold results in a change in the number of similarity
clusters. Concerning this threshold, evaluation metrics must be considered to provide
insights into the quality of the similarity clusters. Based on these metrics, the best-fitting
threshold could be determined [19–22].

However, this pre-study provides insights into the textual similarity of the items
concerning the UX factors in questionnaires. More research using other Sentence Trans-
former models and other clustering techniques could be applied to gain insights into
UX item similarity clusters. For example, Agglomerative Clustering as a bottom-up
approach or BERTopic as a specified Topic Modeling approach concerning sentence
similarity [23] could reveal further insights within this research topic.

The clusters and contained itemsmust also be interpreted to derive sharedUX factors.
Furthermore, the items within a cluster could be traced back to the original UX factors
of the respective questionnaire. These UX factors can be matched and consolidated to
identify a common ground within the factors of different UX questionnaires. Moreover,
based on the shared factors and the corresponding clustered items, a generalized UX
questionnaire could be derived as a standardized tool to measure the UX in different
application scenarios. This research indicates that further research is required to establish
a basis for a common understanding of the UX factors.
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Abstract. In this paper, we developed HearUsNow, a deep learning-based sys-
tem designed to assist deaf teenagers in correcting speech order and learning sign
language, thereby improving their communication skills. This interactive system
incorporates a deep learning-based back-end with a user-friendly front-end inter-
face, aiming to bridge the gap between these individuals and their real-world com-
munication needs. In this system, deaf teenagers receive corrections on sentence
structure and accompanying sign language instructional images after entering sen-
tences, and sign language practice is facilitated through a camera interface that
provides real-time feedback. The results of a pilot study (n = 6) showed high
usability, interaction fluency, and accuracy of correction and recognition of the
interactive system. Over a seven-day period, the participants mastered more than
30 gesture combinations for everyday communication, and parents noted improved
self-confidence and parent-child relationships.

Keywords: Accessibility · Deaf Teenagers · Sign Language Learning · HCI

1 Introduction

Communication is fundamental to human interaction, shaping our connections and expe-
riences in the world. However, for around 300 million people globally who are deaf and
onemillionwho aremute, as reported by theWorldHealthOrganization, communication
becomes a significant challenge. Unlike many other physical disabilities, the vulnera-
bility of these individuals is reflected in the loss of function of their expressive organs,
compelling them to rely on body language and facial expressions to connect with the
external world [1]. Sign language has emerged as the primary communication method
for deaf individuals, fostering a more seamless dialogue and enabling participation in
social activities beyond their immediate circles.

It increases the ease of communication for deaf people and allows them to participate
in social life beyond their internal group. Research has shown that teenager is a crucial
period for learning sign language, but due to regional differences in the level of edu-
cational development (concepts, methods, technology, teachers, etc.) and other factors,
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teenagers in many developing countries are faced with an unpromising environment for
learning sign language [2].

Unfortunately, numerous obstacles impede the acquisition of sign language, espe-
cially during the teenage years, a critical period for language learning. In many develop-
ing countries, variations in educational development levels, encompassing pedagogical
concepts, methods, technology, and the quality of teachers, create an unfavorable envi-
ronment for learning sign language. Moreover, a considerable number of learners fail
to develop complete linguistic logic due to their impaired listening and speech percep-
tion abilities, thus struggling to express ideas accurately and precisely [3]. Many deaf
teenagers feel the pain of not being able to express their emotions and inner thoughts,
which often come to a screeching halt along with their voices, especially when they are
at a crucial time in their mental and psychological development [4].

Key innovation points in the system are as follows: 1) a text correction feature
tailored for the deaf population that visualizes corrected text in sign language, 2) a
camera interface for users to assess their sign language skills, and 3) plans for scenario-
based learning content to increase engagement. Ultimately, the system aims to contribute
to the well-being of deaf people, particularly in less developed areas.

2 Methods and Implementation

Recognizing the potential of recent developments in artificial intelligence and human-
computer interaction technologies to address these challenges, our team developed
HearUsNow, a system that uses natural language processing and computer vision to
facilitate sign language learning for deaf teenagers. Because the sign language of deaf
people is different from the spoken language of normal people. With the dual mission of
correcting speech order and improving sign language skills, HearUsNow aims to bridge
the communication gap between these young people and the world around them.

HearUsNow is a comprehensive system based on state-of-the-art technology. At its
core, it consists of two components: a deep learning back-end and a front-end user
interface.

The back-end is the heart of the system. It uses MacBERT a BERT-based model
to interpret and correct speech order, providing a vital support tool for deaf young
people who struggle with this aspect of communication. BERT is an NLP pre-training
method proposed by Google in 2018, known as “the strongest NLP model”. BERT,
which stands for Bidirectional Encoder Representations from Transformers, pre-trains
a bidirectional encoder by using the context in all layers. In terms of model architecture,
BERT provides a unified structure for solving different downstream tasks. When fine-
tuning specific tasks, it is only necessary to add some additional output layers on top
of the original structure [6]. MacBERT is a chinese pre-trained language model which
improves upon RoBERTa in several ways, especially the masking strategy that adopts
MLMas correction (Mac) and could achieve state-of-the-art performances onmanyNLP
tasks [7].

The algorithmswork by parsing the input text, identifying potential errors in structure
and order, and then offering corrections. This process is enhanced by the use of natural
language processing.By incorporating semantic understanding capabilities,HearUsNow



148 W. Guo et al.

not only corrects grammar and syntax, but can also understand the intended meaning
behind sentences, ensuring that corrections still convey the same overall message.

To further enhance its capabilities, HearUsNow’s back-end also uses computer
vision. It uses this technology to visualize text in sign language, allowing users to see
and learn how corrected sentences are expressed in sign language [8].

Complementing the technological prowess of the back-end, HearUsNow’s front-end
provides a seamless and user-friendly interface. The design is minimalist, in keeping
with the aesthetic sensibilities of teenagers and ensuring ease of use. The main colour
scheme features shades of plant green, a deliberate choice to create a visually pleasing
and calming effect. This soothing palette, combined with an intuitive layout, helps to
reduce potential learning stress and promotes a more enjoyable learning experience.

Understanding the importance of accessibility in today’s fast-paced world, HearUs-
Now has been optimized for mobile use. Users can access the system via their smart-
phone, allowing them to learn and practice anytime, anywhere. This feature greatly
expands the potential reach and impact of HearUsNow, as users are not tied to location
or access to a desktop computer (Fig. 1).

Fig. 1. User interface and a running example

A sample scenario demonstrating the functionality of the system involves Alice, a
deaf teenager who faces challenges with word order and sign language learning. Alice
enters her intended sentence into HearUsNow’s user-friendly interface. The deep learn-
ing back-end then springs into action, providing a corrected version of the sentence
and corresponding instructional images in sign language. Alice can then turn on the
camera on her mobile phone or computer to practise the sign language expressions.
HearUsNow, equipped with real-time feedback technology, assists her in this process,
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providing prompts and comments to help her refine her skills. The system’s ability to
provide immediate, personalized feedback underscores its practical utility and potential
to revolutionize sign language education (Fig. 2).

Fig. 2. User workflow of the system

3 Pilot Study

A pilot study conducted with six deaf teenagers demonstrated HearUsNow’s ease of use,
smooth interaction and accurate correction and recognition capabilities. During a seven-
day trial period, the participants mastered over 30 combinations of everyday commu-
nication gestures. More importantly, the system significantly increased their confidence
and enthusiasm for learning, as evidenced by interviews with their parents. HearUsNow
also served to improve parent-child communication, fostering a stronger bond during
the learning process.

4 Conclusion

HearUsNow’s innovations include a customized text correction feature for the deaf
population, a camera interface for real-time learning feedback, and future enhancements
to include scenario-based learning content. These features overcome the limitations of
existing API services, increase learning efficiency and motivation, and provide a more
engaging learning experience.

In summary, the Innovation and Main Contributions of our work are as follows:

• The system breaks the limitations of existing API services for the correction of utter-
ances of special groups by building a text correction function specifically for the deaf
population and visualizing the corrected text in sign language.
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• The system uses a camera to allow users to view their learning results and make
accurate judgments and assessments of their sign language input, thereby increasing
the efficiency and motivation of their learning.

• In the future, we will continue to improve the system by adding scenario-based
learning content to make it more interesting and engaging. We also believe that the
system, as an open online platform, will also contribute to and work towards the
well-being of more deaf groups (especially in less developed areas).

• As an open online platform, HearUsNow strives to contribute to the well-being
of the deaf community, especially in less developed areas, and to demonstrate the
transformative power of technology in enabling accessible communication.

However, after practical operation, we found that the image display of sign language
translation is far less effective than dynamic video. From this perspective, there is still
room for improvement in our project. In addition, how to integrate gamification and
scenario elements into the interactive system to enhance the participation and pleasure
of deaf youth is also a key point for subsequent system enhancement [9]. Finally, how
to connect or integrate deaf language aids with social platforms for ordinary people to
provide strength for the long-term development of deaf language aids is the direction
we need to think about in the future.
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Abstract. Electronic toys are almost necessary in young child’s childhood as a
companion. However, more and more electronic toys in the market can provide a
richer sensory experience for children but still not soft and skin-friendly enough,
and allow limited ways for children to interact with them. Eletronic textile, as a
new type of intelligent material, has both characteristics of traditional fabric and
the ability of communication. In this research, we want to create a soft toy with
eletronic textiles. We focus on the textile characteristic of e-textiles, and utilize
different colors and textures of them to guide children play naturally with their
full body and obtain organic and synesthetic feedback. The research provides an
alternative solution to improve the common hard shell electronic toys for young
children, and extend the interactive modes of e-textiles.

Keywords: Interface for Children · Electronic Textiles · Tangible Interaction ·
Soft User Interface ·Multisensory Design

1 Introduction

Early childhood education toys have become a necessity for the majority of parenting
families. Good toys can cultivate young children’s sensory, cognitive and motor sys-
tems. Various types of electronic toys have emerged in recent years, providing children
with richer experiences to some extent, but also have problems such as homogeneous
interaction patterns, excessive stimulation, and using hard shells. As a new type of smart
material, electronic textiles have the potential to develop electronic toys which provide a
multi-sensory experience. It is not only soft and skin-friendly, but can also be used as an
information carrier for more functional extensions, creating rich synesthesia experiences
for children to support their sensory development.

Most interactions with electronic toys on the market are triggered by pushing buttons
or other controllers. Children’s interactions are limited, and seldom do electronic toys
allow interaction with children’s whole bodies [1]. This paper explores ways in which
young children interact with e-textile toys in multiple postures, and how they get emo-
tional multi-sensory experiences during the process, which is of innovative significance
and value.
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2 Tactile Interaction Based on e-Textile

2.1 The Development and Application of e-Textile

Electronic textiles (or e-textiles), also referred to as intelligent fabrics, emerged in the
1990s that integrate actuators, and digital components seamlessly into traditional textile
substrates, thus creating a novel computational platform.E-Textiles possesswearable and
aesthetically flexible properties while also enabling environmental monitoring, comput-
ing tasks, and wireless communication capabilities [2].They find extensive applications
in healthcare, personal protection, flexible sensing, and intelligent clothing [3–5].

The basic materials of e-textiles include conductive fibers, intelligent fibers, and con-
ductive polymers. In contrast to previous intelligent garments, which affixed miniature
sensors onto inner fabric layers or concealed cables within the fabric, current e-textiles
integrate sensors and wires into fabrics by incorporating conductive yarns during the
weaving process to achieve diverse sensing functions [6].

2.2 Tactile Interaction Interface Based on e-Textile

The tactile experience of fabric is the user’s perception of its tactile properties, shaping
their overall emotional response toward fabrics. Before touching the fabric, users predict
the tactile feedback based on their previous life experiences, forming an expectation of
the fabric, which is known as the expectancy effect [7]. Visual information precedes
tactile sensation, generating psychological expectations that subsequently impact inter-
active experience. Consistency between visual and tactile stimuli evokes a comfort,
security, and synesthetic experience, which foster users’ repeated touch interactions.

The tactile interaction of e-textiles represents a form of tangible interaction. Many
tangible interactions are built upon the act of pressing, while e-textiles possess a soft
texture and excellent deformability because of their textile characteristics, supporting
various interaction modes such as stretching, folding, squeezing, flipping, twisting, and
penetrating.

3 Design of an Interactive Toy for Young Children Based
on e-Textile

3.1 Design Target and User Research

The aim of this study is to create an interactive toy device for young children, based
on e-textile materials, which enables full-body interaction and provides diverse sound
feedback. All feedback is triggered by the electronic fabric, without buttons or sensors.
The form, texture, and color of the fabric encourage children to explore naturally based
on their instinct and experience. Simultaneously, children’s tactile and auditory senses
are stimulated, providing them with a synesthetic experience.

The target users for this toy are defined as children aged 1 to 2 years. By the age
of 1, children already demonstrate the ability to sit upright independently, and also to
stand and walk with the assistance of their parents. Their physical development allows
for diverse interactive postures, while their visual development enables a recognition of
various colors, accompanied by a strong desire for exploration.



FUNgi: An Interactive Toy Designed for Young Children 153

Color Recognition and Preference of Young Children. Visual perception is the pri-
mary way for children to acquire external information. Children aged 0–3 years are in
the period of color enlightenment, lacking distinct color preferences but being attracted
to vibrant and stimulating primary colors like red and yellow. It is beneficial to expose
children to bright, warm colors. However, the color variety should be limited, with clear
segmentations between color blocks, creating a stronger visual impact to capture their
attention and interest.

Characteristics of Tactile Perception of Young Children. Tactile sense is the earliest
and most widespread sensory system in the human body [8]. Children are driven by
curiosity to interact with unfamiliar objects using their hands to explore the tempera-
ture, texture, and quality of surrounding objects. Children aged 0–3 years have highly
sensitive skin receptors. Children at seven months can actively explore and touch their
surroundings, displaying excitement when encountering preferred objects. By the ages
of 2–3, children demonstrate improved control and coordination in lifting, gripping, and
manipulating objects, engaging in repetitive behaviors such as observing, touching, and
shaking.

Characteristics of Auditory Perception of Young Children. Young children aged
0–3 years already possess the ability to distinguish sound volume, source, timing, direc-
tion, and frequency. Different sounds elicit various emotional responses from children.
Children show preferences for beloved melodies, while becoming annoyed by loud and
noisy sounds. By the age of 9months, children demonstrate an interest in various external
sounds and try to locate their sources. They become delighted upon hearing rhythmic
sounds or music, prompting them to move their bodies and limbs. It is benefitial to
expose them to various kinds of sounds.

3.2 Appearance Design

The design of the toy’s form takes into account the ergonomic dimensions, interactivity,
aesthetics, and stability.During early childhood, children can already differentiate simple
geometric shapes and begin to develop abstract thinking. Therefore, the toy’s form
is appropriately shaped with and biomimetic elements, taking on an open structure
that closely resembles a tree stump. The soft, stretchable characteristics of the e-textile
material can effectively shape organic forms. The interactive components resemblemoss
and fungi in the jungle, clinging to the surface of the toy with vibrant, lively, and warm
colors (see Fig. 1).

The toy employs both knitting and weaving techniques which offer versatility in
creating diverse textures and tactile sensations. Yarns of similar colors are combined
into different thicknesses to create multi-ply yarns for weaving. From a distance, the
woven pieces exhibit harmonized colors, while up close, the colors appear delicate, rich,
and varied.
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Fig. 1. Sketches of the toy’s form design.

3.3 Interaction Design

The Toy’sModeling Semantic Guides Children’s Natural Interactive Behavior. By
providing accurate form information, a toy guides children in its proper usage, conveying
its intended functionality. Therefore, the shape of interactive components on the toy
should align with children’s cognition in their daily lives to reduce the learning effort.
For instance, young children are inclined to insert their fingers into hollow openings,
press on raised hemispheres, and stroke plush fabric surfaces.

The Toy Incorporates Seven Interactive Zones with Varying Heights
and Shapes. The interactive zones are designed according to their respective semantic
meanings. They offer young children multiple possibilities for interactive engagement,
and appropriate sound mappings are selected to provide synesthetic feedback based on
the tactile sensation and interaction mode of each zone. The following Table 1 gives a
summary of all interactive zones.

4 Implementation

4.1 Experiments and Implementation of e-Textile

Selection of Conductive Yarn. The performance of e-textiles largely depends on the
material composition and textile structure of conductive yarns. In this study, several
common types of conductive yarns were compared by reviewing relevant literature,
focusing on their resistance variations concerning stretching length.

Conductive yarns used in textiles can be classified into metallic conductive yarns,
carbon-based conductive yarns, and composite conductive yarns. Metallic conductive
yarns offer good conductivity but have low tensile strength, leading to potential break-
age and deformation. Carbon-based conductive yarns provide high stability but lack
flexibility. Composite conductive yarns, such as silver-plated yarns, are soft, durable,
and exhibit significant changes in resistance with stretching, making them suitable for
sewing threads in smart textiles. Therefore, our toy incorporates a blend of silver-plated
yarn and baby yarn (see Fig. 2).

Blending Experiments and Technical Implement. This toy employs two types of
interaction sensing: capacitive sensing (touch-based interaction) and resistive sensing
(stretch-based interaction). Several tests were conducted, focusing on the relatively
typical stirring units and stretching units.
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Table 1. Seven Interactive Zones

Zone Shape and Texture Interaction and Feedback Picture

Tapping 

Area

Plump round bulges with a 

diameter of around 5cm, deis-

gned to fit in the hands of target 

children. The surface of each 

bulge is adorned with crochet 

floral motifs.

Units are distributed on the 

top surfaces of the toy. Chil-

dren tap and press them with 

their hands in a standing 

position, eliciting bongo 

hitting sounds from the toy.

Kicking 

Area

Plump round bulges with lace 

trim, around 6cm in diameter, 

designed to fit in the feet of 

target children. The surface is 

smooth and adorned with small 

bulges. 

When in a seated position, 

children can kick and strike 

the bulges with their feet. The 

toy will produce resonant 

sounds like bass drums.

Stirring 

Area

Composed of green bowl-

shaped units. The opening of 

the units guide children to ex-

plore out of curiosity by insert-

ing their fingers into it.

Units are scattered at the 

lower part of the toy. When 

seated, children insert their 

fingers into these units, and 

the toy produces rustling 

sounds.

Squeezing 

Area

The raised pieces resemble 

mushroom caps growing on tree 

trunks. The units have a soft 

and delicate texture, filled with 

a small amount of cotton.

Children can squeeze them in 

a standing postion. The toy 

will produce sounds akin to 

squeezing toys.

Stretching 

Area

The elongated droplet-shaped 

small balls are suspended for 

graspping. The small balls have 

a firm touch. The elongated part 

is softer with strong elasticity.

Children use fingers to pull 

the small balls downward. 

The toy will produce string 

instrument sounds depending 

on the extent of stretching.

Stroking 

Area

Woven with yarn of varying 

thickness, having a plush tex-

ture and curved surface. Chil-

dren can embrace it with both 

hands in a seated position.

When children stroke the 

area, the toy emits a vague, 

gentle, and soothing white 

noise. 

Sliding 

Area

Strips with different color and 

lengthwise are like strings on an 

instrument. The raised strips 

with the smooth base fabric 

provide a strong contrast in 

texture and a tactile experience.

Children slide or flick their 

fingers along the strips. Dif-

ferent strips will produce 

distinct chord-like string 

sounds. 
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Fig. 2. Silver-plated yarn and fabric pieces woven with both conductive yarn and baby yarn.

Fig. 3. Silver-plated yarn and fabric pieces woven with both conductive yarn and baby yarn.

Fig. 4. Silver-plated yarn and fabric pieces woven with both conductive yarn and baby yarn.

Touch-Based Interaction (Capacitive Sensing). In this experiment, conductive yarn
is woven with baby yarn to create a unit where the inner part is conductive while the
rest remains insulated (see Fig. 3). By measuring changes in capacitance between digital
pin 12 and other digital pins on an Arduino UNO board, the feedback is only triggered
when a finger touches the conductive part. This principle applies to other touch-based
areas such as kicking, tapping, stroking, and sliding areas.

Stretch-Based Interaction (Resistive Sensing). In this experiment, the unit is woven
using a long stitching technique to provide more elasticity (see Fig. 4). When the unit
is stretched, increased contact points between the conductive yarn result in reduced
resistance [9]. By measuring voltage division using an analog pin on an Arduino UNO
board, children can control input and obtain corresponding feedback.

4.2 Final Product

The texture of e-textiles largely depends on the knitting technique and the thickness of
the yarn. To achieve a soft curved shape and fill adequate cotton inside, the fabric is made
thick, and the stitches dense. Additionally, to enhance the tactile experience for children,
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a variety of yarns with different thicknesses, ranging from a maximum of 9 strands to a
minimum of 3 strands, are blended. Different knitting techniques are employed to create
fabric with varying roughness and elasticity. We integrate the circuit, filled the toy with
PP cotton, and sew them together. The final product is shown in Fig. 5.

Fig. 5. Display effect of toy “FUNgi”.

5 Conclusion

The objective of this research is to explore the cognitive, sensory, and behavioral aspects
of young children, as well as the application of e-textiles to create multi-sensory toys for
this age group. This paper proposes an alternative solution to the commonly used hard-
shell electronic toys, offering gentler and more organic feedback, and supporting the
sensory and motor development of young children. Additionally, this paper emphasizes
the fabric and emotional characteristics of e-textiles. Based on functionality, designers
can control the texture, shape, and pattern of e-textiles to facilitate natural interaction
and emotional experiences for young children. This represents a novel exploration of
expanding the application domain of electronic textiles.

Acknowledgement. This research is supported by “Dual High” Project of Tsinghua Humanity
Development (No. 2021TSG08203).
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Abstract. The aquarium market is growing and becoming popular. Many aquari-
ums and zoos attempt to satisfy the visitors’ new experiences based on considering
the characteristics of each animal and fish. For example, the Asahiyama Zoo has
designed a water tank to allow visitors to see seals moving up and down and pen-
guins swimming like flying in the sky. We focused on a home aquarium in this
research. Because there are only a few studies aimed at enjoying a home aquar-
ium. When we enjoy a home aquarium, the existing one-sided viewpoint method
of seeing the inside of the aquarium from the outside of it has a blind spot and
cannot be seen. That means the one-sided viewpoint method from outside limits
the various information inside the aquarium. Therefore, we experimented with the
effect of changing viewpoints when we see a home aquarium. In the experiment,
participants saw the movie recorded inside a home aquarium with four different
viewpoints. One existing viewing point and three new viewpoints. Next, they eval-
uated these four movies using the SD method. After that, we conducted Factor
Analysis using the evaluated results of the SD method. As a result, we extracted
the following three factors: 1) Novelty factor, 2) Dynamism factor, and 3) Unity
factor. However, the factor scores differed depending on the home aquarium’s
viewpoints. That means we feel these three impressions when we see the home
aquarium. Based on the results, we created a new device for a home aquarium
with the keyword ‘changing viewpoints.’

Keywords: Home aquarium · Kansei evaluation · Viewpoints

1 Introduction

The ornamental fish market is growing at 7–8% annually, and aquariums are becoming
popular for viewing aquatic life in aquariums and zoos and at home [1]. Large-scale
aquariums are diversifying the shapes of tanks and exhibition techniques, considering
the aquarium’s characteristics and the audience’s flow lines. Many attempts are to pro-
vide new experiences for the audience [2]. For example, Asahiyama Zoo has devised a
cylindrical tank so that visitors can see the habits of seals that move up and down (see
Fig. 1) and a “behavioral exhibition” [3, 4] that allows visitors to view the ecology of
penguins that swim as if flying underwater from various visitor viewpoints, which is
contributed significantly to the rapid increase in visitors.
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Fig. 1. Cylinder tank at Asahiyama Zoo

As shown in the above examples, aquariums and zoos have attempted various meth-
ods to satisfy viewers by focusing on the visual experience through aquariums. On the
other hand, most of the previous studies on home aquariums focused on ornamental fish,
rather than on the aquarium itself.

In the case of a study [5], in which the status of fish was informed by a speech
bubble on a display at the back of the aquarium, the fish were intuitively shown and the
fish-keepers were guided to observe them. In the case of the study on interaction with
fish using bubbles [6], users became interested in fish by subjectively interpreting their
reactions. The reality is that there is no research on interaction that focuses on the visual
experience of home aquarium viewers in this way.

Against this background, the authors conducted a previous study and proposed
“change of viewpoint” as a new way to appreciate home aquariums. Unlike pictures
or moving images, aquariums are three-dimensional objects, and changes in the angle
and position of the viewpoint from which the aquarium is observed will change the
image of the aquarium that is projected to the viewer. Therefore, it is thought that the
viewer can obtain more diverse visual experiences through the new viewing method.

To clarify the effect of the new viewing method, an evaluation experiment was con-
ducted. The aquarium was photographed from four viewpoints, including three new
viewpoints such as inside the tank and a conventional viewpoint, and the impression of
the aquarium was evaluated using the SD method. Then, “novelty factor,” “dynamism
factor,” and “Unity factor” were extracted by factor analysis, and created a graph based
on the mean and significant difference of the factor scores for each viewpoint (Figs. 2,
3, 4 and 5).
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Fig. 2. Examples from each of the perspectives taken.

Fig. 3. Results of evaluation of Factor 1 “Novelty”.
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Fig. 4. Results of evaluation of Factor 2 “dynamism”.

Fig. 5. Results of evaluation of Factor 3 “Unity”.

The results of the previous study showed that “Novelty” perceived by the viewer
was significantly higher when observed from an angle different from the conventional
observation viewpoint, and “Dynamism” was significantly higher when observed inside
the aquarium (Fig. 6).
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Fig. 6. Factor Rating Distribution Chart

2 Purpose of the Study

Through previous studies, we have visualized the effects of new viewing methods on
viewers’ impressions. However, installing a camera inside the aquarium to change the
viewpoint of observation is complicated. In other words, it is not easy for a home aquar-
iumviewer to experience a newviewingmethod under general circumstances. Therefore,
this study aims to devise an interaction and create a device for the new viewing method,
which has been proven effective through previous studies. Therefore, it can be easily
applied to aquariums in general situations.

3 Device Proposal

3.1 Concept of the Device

We established the device concept based on the evaluation experiments conducted in the
previous study. The two main concepts of the device were “changing the observation
viewpoint inside the tank” and “changing the angle of the observation viewpoint. The
device should not be shaped to harm the fish to minimize the impact on the organisms,
nor should it significantly change the water flow.
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3.2 Prototype Proposal

The basic structure is a cylindrical transparent tube in which a camera is installed, which
can be moved to observe the inside of the water tank. The camera is controlled manually
at the present stage, and video recording is assumed. However, we have checked some
problems and improved the problems, and added some functions as the better prototype
(Fig. 7).

Fig. 7. Conceptual image of prototype

3.3 Prototype Creation

The prototype was made of transparent acrylic and aluminum pipes, and other necessary
parts were printed by a 3D printer and the acrylic was cut by a laser cutting machine.
The diameter of the acrylic pipe, which determines the size of the device, is 70 mm.

4 Evaluation of Prototypes

4.1 Prototype 1

The camera can be moved up and down by turning the handle on the upper section
to adjust its position. However, since the camera had only one fixed axis, there was a
problem that the screen was not stable because it swayed from side to side in the process
of moving up and down.

4.2 Prototype 2

The camera was fixed on two axes, and the process of moving up and down made it
possible to take a stable picture of the screen without shaking. In addition, a function
to fix the vertical movement of the camera was applied to make it easier for the user to
view the image, but it was not smooth and needed to be improved (Fig. 8).
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Fig. 8. Prototype 1, 2

4.3 Prototype 3

During the creation of the prototype, adding a function to feed the fish would induce the
fish’s behavior and draw the user’s interest. Therefore, we added a baiting function to
the upper section. Since the structure of the upper section became more complex with
the addition of the function, we used gears to change the direction of the handles so that
the user could easily control them (Fig. 9).

Fig. 9. Prototype 3, Feeding device.
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5 Consideration

While working on the prototype, we 5 were able to implement some of the interaction
features proposed in the previous study. However, at this stage, the function to change
the angle of the observation viewpoint has yet to be implemented. Also, since we are
still concentrating on implementing functions, we have yet to assume that the system
will work underwater. Therefore, waterproofing the device so that it can be used in an
aquarium and positioning it stably inside the aquarium in consideration of buoyancy
remain issues to be addressed.

6 Future Study

We plan to improve the prototype by implementing a function to change the angle of the
observation viewpoint, making it possible to use the system in an aquarium.We also plan
to implement appropriate functions when deemed necessary, as in the case of the feeding
function in Prototype 3. Furthermore, although it is currently intended to be operated
manually, remote control using an Arduino or similar device is also being considered.
Finally, once the prototype is completed, we plan to conduct evaluation experiments to
clarify the effect of the new interaction on the viewer’s impression.
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Abstract. Interactivity is the key to enhancing audience engagement and immer-
sion during the live-streaming process. Viewer-streamer interaction is a research
field worth exploring in live streaming. The live-streaming audience participation
games break down the boundaries between viewers and streamers, allowing view-
ers to participate in live streaming using their virtual avatars, which effectively
expands the existing ways of interaction in live streaming. To explore the inter-
active relationships in live streaming, we designed a quiz game that viewers can
play by sending comments as answers to questions during live streaming. The
game has two different modes. In competitive mode, viewers who answer any
question incorrectly will lose the game, and only the last viewer left will win. In
collaborative mode, viewers who answer any question correctly will get points,
and all viewers will win when their total points reach the target set by stream-
ers in advance. We also incorporated some entertaining elements into the game.
We conducted a comparative experiment to investigate how the different modes
affected viewers’ experiences. We utilized a mixed-methods approach including
semi-structured interviews (N= 7) and questionnaires (N= 30). The results indi-
cated that in the competitive mode, viewers were more focused on answering
questions. They also had a stronger sense of participation and were more easily
influenced by other viewers and the streamer. In the collaborative mode, viewers
were more relaxed and less influenced by other viewers, and the streamer played
a smaller role. The findings provide guidelines for the design and further research
of games in which viewers participate.

Keywords: Live streaming · Audience Participation Game · Audience
experience
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1 Introduction

Live streaming has gained tremendous popularity with the rise of live-streaming plat-
forms, attracting a large number of viewers. Interactivity plays a crucial role in enhancing
audience engagement and immersion during the live-streaming process. Among various
forms of viewer-streamer interaction, the most common is sending comments that are
visible to both viewers and streamers. Additionally, many live-streaming platforms offer
interactive features such as likes and donations to streamers [1]. However, these existing
forms of interaction have limited impacts on enhancing audience engagement.

Live-streaming Audience Participation Games (APGs) allow viewers to directly
participate in the streamer’s gameplay, blurring the boundaries between viewers and
players. APGs introduce a fresh form of interaction within the live-streaming context
[2]. For example, “Twitch Plays Pokémon” allows viewers to control the game character
in real-time by sending comments [3], while “HedgewarsSGC” is an APG version of
“Hedgewars” that explores sharing game control in a live-streaming context [4]. Another
example is “CowardChess”, which enables viewers to play chess against anAI and inves-
tigates the impact of live-streamingAPGs on viewers’ experiences [5]. TheseAPGs have
expanded the existing ways of interaction in live streaming. However, there is limited
research on how different relationships among viewers, such as competitive and collab-
orative relationships, influence the audience experience. Therefore, we have designed
a game system that incorporates a different way of interaction, aiming to investigate
the impact of competition and collaboration among viewers on their engagement and
experience within the live-streaming context.

In this research, we have developed a live-streaming quiz game where viewers can
engage by sending likes and comments. The game offers two modes: competitive mode
and collaborative mode. By setting different game objectives, we aim to investigate how
these modes affect viewers’ engagement and experience in live streams.

2 Quiz Game Design

In this research, we have developed amultiplayer quiz game that runs on a live-streaming
platform. Viewers participate by sending comments as their answers during the live
stream, aiming to correctly answer as many questions as possible. Upon joining the
game, viewers’ virtual avatars are displayed on the screen, standing on a platform, and
are visible to both viewers and the streamer.

During the game, the streamer announces questions that are displayed on the screen.
The streamer determines the content of these questions. To select their answers, viewers
simply send comments containing options A, B, C, or D. Once an answer is chosen,
the platform on which the viewer’s virtual avatar stands changes color, indicating that
the selected answer is visible to all viewers in the live stream. The streamer sets a time
limit for each question and can choose to reveal the correct answer once the time is up.
Viewers who answer correctly will have their corresponding virtual avatars remain on
the platform. However, viewers who answer incorrectly will fall off the platform. The
streamer has the discretion to decide whether viewers who answer incorrectly can rejoin
the game. In addition to answering questions, the game also incorporates entertaining
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elements where viewers can send comments to change the appearance and actions of
their virtual avatars.

In this research, the quiz game offers twomodes to investigate the different impacts of
competition and collaboration on audience engagement in live-streaming APGs (Fig. 1).
In the competitive mode, viewers who answer questions incorrectly are eliminated from
the game and cannot rejoin. Only the last remaining viewer will emerge as the winner.
In the collaborative mode, viewers who answer questions incorrectly and fall off the
platform have the opportunity to rejoin the game. Viewers accumulate points for each
correct answer, and the total points are displayed as a progress bar visible to both viewers
and the streamer. The game concludes when the total points reach the target, and all
viewers achieve victory together.

a)                                                           b)

Fig. 1. a) Competitive mode of the quiz game, b) Collaborative mode of the quiz game

The quiz game is played on Douyin, a popular live-streaming platform in China. The
streamer initiates the live stream on Douyin and serves as the game host. Viewers who
access the live channel can see the streamer’s avatar and the game interface. They can
participate in the game by sending likes and real-time comments (Fig. 2).
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Fig. 2. The game interface on Douyin

3 Experimental Details

To conduct the experiment, we recruited 30 participants through online platforms and
social media channels. Among the participants, 53% were male and 47% were female,
with ages ranging from 20 to 26 (M = 22.50, SD = 1.74). To ensure participants’
familiaritywith the live-streaming platform,we specifically selected individualswho had
aminimum of onemonth’s experience in watching live streams. Among the participants,
71.4% had three or more years of experience, 10.7% had one to two years of experience,
and 17.9% had less than one year of experience.

The experiment was conducted on the Douyin live-streaming platform, with par-
ticipants accessing the platform through their mobile phones. Before the experiment,
participants received a brief introduction to the gameplay mechanics of the quiz game.
They were then randomly assigned to two experimental groups: Group A and Group
B. Each group experienced both the competitive mode and the collaborative mode,
but in different orders. Both modes of the game consisted of 15 questions. During the
experiment, participants had to select answers within a limited time frame and submit
them by sending comments. The streamer was responsible for announcing the questions,
monitoring the answers, and providing timely feedback to facilitate the progress of the
game. Participants were free to use the entertainment elements of the game at any time,
including sending commands to change their virtual avatars’ appearance and actions.
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Each game session lasted approximately one hour. After the completion of each game
session, participants were given 20 min to complete a questionnaire. The questionnaire
included the Audience Experience Questionnaire (AEQ) [6] and the Social Presence
GamingQuestionnaire (SPGQ) [7] to assess participants’ gameexperience.Additionally,
qualitative questions were included in the questionnaire to investigate the impact of
the entertainment elements in the game on the participants. Within one week after the
experiment, seven participants were randomly selected for semi-structured interviews,
which were recorded and transcribed for further analysis.

4 Results and Analysis

4.1 Questionnaire Results and Analysis

Figure 3 presents the statistical results of the questionnaire, demonstrating that scores
across various dimensions were generally similar in bothmodes. The collaborativemode
exhibited slightly highermedian scores in the dimensions ofEnjoyment,Mood,Empathy,
and Change Dance. This suggests that participants experienced more delight, were more
attentive to others, andweremore engagedwith entertaining elements.On the other hand,
the competitive mode had a slightly higher median score in the Participation dimension,
indicating that participants experienced higher levels of tension and primarily focused
on answering questions.

Fig. 3. The statistical results of the questionnaire

To examine the differences in game experience between the two modes, the Mann-
Whitney test was conducted, and the results are presented in Table 1. The results show
no significant differences across the seven dimensions. This absence of significant dif-
ferences may be attributed to the relatively small sample size and limitations of the
experimental conditions, such as potential network latency.
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Table 1. The results of the Mann-Whitney test

Dimensions Game Mode – Median (P25, P75) U Z p

Competitive Collaborative

Enjoyment 5.667 (5.0, 6.2) 6.000 (5.3, 6.3) 265.500 −.469 .639

Mood 5.667 (4.7, 6.3) 5.833 (5.3, 6.3) 262.000 −.542 .588

Game
Engagement

5.667 (5.1, 6.0) 5.667 (4.8, 6.2) 286.000 −.042 .967

Participation 6.000 (5.5, 6.4) 5.500 (5.5, 6.5) 279.000 −.190 .849

Empathy 2.900 (2.4, 3.4) 3.000 (2.5, 3.4) 250.500 −.778 .437

Changing
Models

4.333 (3.4, 4.6) 4.333 (4.0, 4.7) 241.000 −.985 .325

Changing
Animations

4.000 (3.3, 4.7) 4.333 (4.0, 4.7) 240.500 −.992 .321

4.2 Interview Results and Analysis

The semi-structured interviews focused primarily on the differences in participants’
experiences between the competitive mode and the collaborative mode. The interview
questions explored various aspects, including (1) positive and negative experiences in
different modes, (2) perception of other participants’ behavior, (3) perception of the
streamer’s behavior, and (4) usage of entertaining elements.

We randomly selected seven participants for online interviews, which were recorded
in audio format.

R1) In terms of game experience, compared to the collaborative mode, partici-
pants had a stronger sense of objectives and engagement in the competitive mode.
In the competitive mode, the experience was more exciting and intense due to the pres-
ence of a single winner. In contrast, the collaborative mode was more relaxing, as all
participants accumulated points together and eliminated viewers had the opportunity to
rejoin the game. In the competitive mode, most participants displayed a stronger moti-
vation to win, along with a heightened sense of objectives and engagement. They also
tended to be more cautious in answering questions and were more influenced by others’
responses. Some intervieweesmentioned that in the competitivemode, theywanted to be
the only one answering correctly while others answered incorrectly, in order to maintain
their position in the game and sustain high levels of focus throughout. Another intervie-
wee mentioned being more afraid of answering incorrectly in the competitive mode and
would modify their answers based on others’ responses. In the collaborative mode, most
participants were more relaxed and had less motivation to achieve the goal, and their
answers were less influenced by others. Some interviewees mentioned that since they
could rejoin the game after being eliminated and others were also accumulating points,
they didn’t worry about choosing the wrong answer and didn’t mind if their answers
matched others. Some interviewees also mentioned that in the collaborative mode, they
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were less concerned about completing objectives and were more curious about what
kind of questions would come next.

R2)Regarding the usage of entertaining elements, participants in the collabora-
tivemodeweremore likely to explore these elements. In bothmodes,most participants
frequently used these elements during the preparation phase but rarely during the game
process. However, participants in the collaborative mode utilized the entertaining ele-
ments more frequently. Some interviewees mentioned using the entertaining elements
more in the collaborative mode due to the more relaxing atmosphere. One interviewee
mentioned paying more attention to other participants’ virtual avatars on the platform
in the collaborative mode, so she was influenced and had a greater incentive to change
her appearance and actions.

R3) In terms of the relationship between participants and the streamer, partic-
ipants in the competitive mode were more likely to be influenced by the streamer.
Participants in the competitive mode exhibited a stronger susceptibility to the streamer’s
influence. Timely feedback from the streamer was deemed crucial to the game experi-
ence. In the competitivemode, the streamer seemed to havemore control and participants
were more likely to pay attention to the streamer’s behavior. Some interviewees men-
tioned that in the competitive mode, they wanted to stay in the game to gain recognition
from the streamer and receive more feedback. Conversely, one interviewee mentioned
that, in the collaborative mode, her contributions were less likely to attract the streamer’s
attention, resulting in a sense of disappointment.

5 Discussion and Conclusion

In this research, we developed a live-streaming quiz game with two modes to enhance
viewers’ engagement within the live-streaming context. Through a comparative exper-
iment, we investigated the impact of the competitive mode and the collaborative mode
on viewers’ engagement and experience. The results showed that the competitive mode
fostered focused participation, susceptibility to viewer influence, and strong respon-
siveness to the streamer’s feedback. On the other hand, the collaborative mode created
a relaxed environment with less influence from other viewers and reduced emphasis
on the streamer’s role. Strengthening streamer-viewer interaction and highlighting the
streamer’s presence ismore suitable for competitivemodes,while the collaborativemode
promotes independent thinking and knowledge learning in educational scenarios.

This research has some limitations. The distinction between the competitive and
collaborativemodes in gamedesignmaynot havebeen clear enough, potentially resulting
in minimal differences between the modes. Additionally, the sample size and collected
questionnaire data were limited. Future work should focus on refining gamemechanisms
to better differentiate the two modes and conducting larger-scale experiments to further
explore viewers’ engagement and experience in live-streaming APGs.
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Abstract. Social stories represent a rich resource to support the treat-
ment of autistic people, aiming to minimize their stereotyped behaviors
and also improve social interaction. However, most of these stories are
based on common everyday situations, such as washing hands, taking
a shower, among others, that is, they are composed of predefined sto-
ries always with the same figures. In this context, this work presents the
prototyping of a repository to support the creation of social stories not
only statically (predefined stories), but mainly dynamically (customized
stories). The user will be able to consult the existing pictures and stories
in the repository, as well as include new pictures, including photos of the
autistic person and the environments with which he interacts. For this,
ProAut was used as a prototyping process, and for which we made an
evaluation of its use.

Keywords: Autism · Social Story · ProAut

1 Introduction

Delay in communication, difficulty in social interaction and repetitive behavior
are the main characteristics of an autistic individual [12] The individual is called
low-functioning autistic if he has many of these characteristics, otherwise he is
called high-functioning. Because it exists in various intensities, autism is defined
using the term Autistic Spectrum Disorder (ASD).

There are several tools to support autistic people therapies. Among them are
social stories, used for education in specific situations, especially in the social
skills development [4]. Social stories are excellent for help improve the behavior
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and social interaction of autistic people. Generally, social stories are predefined
to teach you how to deal with everyday situations, such as washing your hands,
bathing, brushing your teeth, getting ready to sleep, among others. In addition,
most stories is presented to the autistic person in print.

Currently, the use of computer technologies in autistic treatments is common,
especially in applications form [13,16]. However, few of them address social sto-
ries dynamically. Thus, the development of a repository to support the creation
of social stories, either for everyday situations or for unexpected, seems a very
promising idea. ProAut [8], is a process focused on low-functioning autistic. The
objective of ProAut is to support development teams in interface design activity,
whether these lay teams are in the process of software construction or the theme
of autism. In this context, this work presents the use of ProAut by a lay team
both in software development processes and autism themes. The scope of the
work is the prototyping of a repository to support the creation of dynamic social
stories.

2 Context and Related Works

2.1 Autism and Social Stories

American Psychiatric Association [12] characterizes ASD from two aspects: (a)
deficits in communication and social interaction; and (b) behaviors or inter-
ests stereotyped or repetitive. The deficit in social interaction implies difficulty
in interacting with other people, resulting in restrictions in understanding the
social rules properly. Thus, teaching programs for autistic people must focus on
improving and adapting their social skills.

Social skills are developed and learned throughout life through interaction
between individuals, but some people do not develop these skills spontaneously.
For these cases, it is necessary to perform systematic teaching and structure,
using specific mechanisms and according to individual particularities. Social
story [3] is a mechanism that consists of the use of images and written words to
describe social situations in which an individual may have difficulty identifying
relevant social signs or expected behaviors. Additionally, Social Story addresses
understanding the consequences of behaving appropriately or inappropriately.

Authors such as [5,6] used social stories describing behavioral contingencies
to support adjustment to everyday changes, provide insight into what others feel
or think, and teach specific social skills that are alternative or incompatible with
inappropriate behavior. Thus, social stories are used because they are easy to
produce without wasting time on apply [5]. They constitute a social learning tool
that supports the safe and meaningful exchange of information between parents
and/or professionals and people with ASD of all ages and. In addition, social
stories are very useful in teaching process and in the therapies of autistic people.

2.2 ProAut

The use of software for therapeutic purposes became a frequent reality. In the
context of autism, there are several applications developed [2,11]. However, many



Social Story Repository for Autistic People 177

of these applications have been developed following traditional or own methods
without considering the particularity of autistic people concerning the software
construction process and its interfaces. Considering this, there is the ProAut,
which is a process based on Design Thinking [1] with a focus on the prototyping
of interfaces but is also an inclusive process that counts on stages capable of
immersing those involved in the context of individuals with ASD. The ProAut
address at developers/designers who are laypeople both in Software Engineering
processes and in Autism topic.

ProAut has four stages: (i) Immersion - composed of activities that allow
obtaining relevant information for the understanding and knowledge of the char-
acteristics, limitations, and potential of people with ASD, the context of the
application to be developed as well as requirements gathering; (ii) Analysis -
includes activities of triangulation of the data obtained in the Immersion phase,
focusing on the generation of empathy between developers/designers and autis-
tic people; (iii) Ideation - consists in the specification of requirements and the
filling out of an artifact called Table of Requirements/Restrictions (TRR) [15],
The TRR allows each requirement to be detailed, drawing its representation in
the interface. (iv) prototyping - represents the construction of the prototype in
itself.

The most of the low-functioning autistic people present limited verbal com-
munication. For this reason, each step of ProAut generates a set of artifacts
that are filled in with data extracted from family members, caregivers, as well
as professionals who interact with them. Among these artifacts, the following
stand out: (i) Interview Script [7] - containing a set of questions to interview the
parents/caregivers/guardians, therapists, and the client (person or group of peo-
ple who have an interest in the software). The data obtained from the answers
to these interviews are consolidated in another artifact called CANVAS; (ii)
EmpthyAut [9] and PersonAut [10], representing Empathy Map and Personas
respectively, and are tools to support the generation of empathy between devel-
opers/designers and the autistic person; (iii) Autistic Characterization Form
(ACF) [14], a form containing characteristics about Social Interaction, commu-
nication, behavior and cognition of autistic people.

3 Methodology

The work was done by a team of five students of the Computer Engineering
Course, and scholarships of the STEM academy at the Escola Superior de Tec-
nologiada Universidde do Estado do Amazonas. These students neither had expe-
rience in developing systems aimed at the autistic public nor in software develop-
ment, and so they decided to adopt ProAut. The work was based on the action
research methodology, following the phases: (i) Interviews - consist of to inter-
view professionals specialized in therapies for autistic people, as well as parents
and anyone else who lives with them. These interviews aim to understand the
needs of low-functioning autistic people and gather requirements for application;
(ii) Scope Defining - we identified the need to create a repository to provide
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ready-made stories as well as elements to create new stories. The repository will
aim to help therapists, teachers, parents, caregivers, and anyone who has inter-
action and needs to develop social skills of autistic people. In this way, the user
will be able to create personalized, being able to adapt to any situation where
there is a need; (iii) Development - the prototyping of the application was
carried out using the ProAut process because of its applicability in the context
of low-functioning autistic people, moreover the support of ProAut in directing
inexperienced teams; and (iv) Evaluation - consists of analysis performance
of ProAut during the repository development.

4 Results

4.1 Interviews

In the Interviews stage, we interviewed two professional experts in autism, a
psychologist and a speech therapist. The experts reported the difficulties of find-
ing social stories in the regional context. In addition, stories are usually already
predefined in Apps and books, not allowing changes or customization for specific
situations of certain patients.

4.2 Scope Definition

From the analysis of the interviews with the psychologist and the speech thera-
pist, it was possible to identify the need for a repository to store both elements
that will compose a specific social story (for example, an explanation about sex-
uality), as well as predefined such as washing hands, bathing, brushing teeth,
among others. This way, the application will have functionalities to allow the
user to customize social stories, according to his/her needs, from the elements
contained in the repository, or insert real photos of environments and even of
the autistic individual himself.

4.3 Development

The results obtained from conducting the PROAUT are presented following: (i)
Immersion Phase - in this stage, we conducted research to gain knowledge
about social stories and their application in the treatment of autistic people.
Two people were interviewed: (a) a father of a 23 years old low-functioning
autistic girl, presenting echolalic language (repeats what she hears, out of con-
text), and with resistance in breaking routine; (b) a speech therapist who assists
autistic children in a specialized institute and who highlighted the importance
of creating personalized social stories. The speech therapist assumed the role
of client, passing on some application requirements. This ProAut step produces
three Canvases, but in this paper, we only present the customer’s canvas (1).
After completing the ACF, the Autistic Overview Graph (AOG) was generated
and used in the PersonAut (2); (iii) Analysis Phase - we performed an anal-
ysis through the triangulation of the data contained in the canvas, identified the
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main requirements of the application, and we also created the PersonAut (2)
and the EmpathyAut (which we do not show due to lack of space). In addition,
we generated the initial TRR, in which the requirements and restrictions of the
application. During the elaboration we identified of the TRR, twenty functional
requirements, four business rules, and two restriction; (iii) Ideation Phase
The result of this phase was the elaboration of the final TRR, in which we
detailed the application requirements. Each requirement (column 3) is associ-
ated with its respective specification (column 5) and a low-fidelity prototype
(column 6). For that, we consider the characteristics contained in PersonAut
and EmpathyAut. Figure 3 presents the TRR resulting from this phase, which
for lack of space, has only one requirement; (iii) Prototyping Phase - from
the TRR specifications, at last, the prototype is created (Figs. 1 and 2).

Fig. 1. Client canvas resulting from the immersion phase.

4.4 Evaluation

The team of five students evaluated ProAut through a focal group. Everyone
agreed that ProAut serves lay teams both in software development and autism
theme, directing the activities step by step. Thus, all team members evaluated
ProAut positively. However, the team suggested that the documentation of the
ProAut be done through self explanatory video to ensure that other lay teams
better understand how, when, and why to use each of the artifacts, making filling
them easier.
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Fig. 2. PersonAut.

Fig. 3. Final TRR.
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Fig. 4. Some screenshots of the prototype.

5 Conclusion

In this work, we concluded that ProAut achieved its objective of supporting
inexperienced teams in the interface design activity for applications addressed
for autistic people. After using ProAut became easy to conduct each project
phase and generate the artifacts correctly. The interview script was fundamental
in requirements gathering, considering lay developers do not feel secure about
what to ask. At each stage, as the project progressed, the team learned about
relevant aspects of an interface project, such as empathy with the end user and
the association of each requirement with its respective design. Therefore, process
ProAut is easy-to-apply, and supports the construction of interfaces through
its various phases, from requirements gathering to prototyping. Future work
includes development and its respective validation with the client (Fig. 4).

References

1. Brown, T., et al.: Design thinking. Harv. Bus. Rev. 86(6), 84 (2008)
2. Cena, F., et al.: A personalised interactive mobile app for people with autism spec-

trum disorder. In: Ardito, C., et al. (eds.) INTERACT 2021. LNCS, vol. 12936, pp.
313–317. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-85607-6 28

3. Gray, C.A., Garand, J.D.: Social stories: improving responses of students with
autism with accurate social information. Focus Autistic Behav. 8(1), 1–10 (1993)

4. Ivey, M.L., Juane Heflin, L., Alberto, P.: The use of social stories to promote
independent behaviors in novel events for children with PDD-NOS. Focus Autism
Dev. Disabil. 19(3), 164–176 (2004)

5. Kuoch, H., Mirenda, P.: Social story interventions for young children with autism
spectrum disorders. Focus Autism Dev. Disabil. 18(4), 219–227 (2003)

6. Lorimer, P.A., Simpson, R.L., Smith Myles, B., Ganz, J.B.: The use of social
stories as a preventative behavioral intervention in a home setting with a child
with autism. J. Posit. Behav. Interv. 4(1), 53–60 (2002)

https://doi.org/10.1007/978-3-030-85607-6_28


182 E. F. Nunes et al.

7. Melo, A., Oran, A., Santos, J., Rivero, L., Barreto, R.: Requirements elicitation in
the context of software for low-functioning autistic people: an initial proposal of
specific supporting artifacts. In: Proceedings of the XXXV Brazilian Symposium
on Software Engineering, pp. 291–296 (2021)

8. Melo, A., et al.: Desenvolvimento de uma aplicação educativa para o ensino deroti-
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Abstract. Voice-Enabled Blockly is a multi-modal block-based pro-
gramming environment that allows people with upper limb motor impair-
ments to create block-based programs using voice as an input modality,
while also retaining the mouse and keyboard as a form of input. In this
paper, a study was conducted to compare the performance of partici-
pants with upper limb motor impairments when creating a program in
Voice-Enabled Blockly using voice and when creating the same program
using a mouse. The results showed that although participants performed
tasks faster with a mouse and they rated it higher, they recommend voice
as the input modality for people with upper limb motor impairments.

Keywords: Block-based Programming · Accessibility · Speech
Recognition

1 Introduction

Block-based programming environments (BBPE) such as Scratch1, Blockly2, and
Pencil Code3 are visual programming interfaces where programs are constructed
by dragging blocks to a workspace and joining them [1,2]. Due to their simplicity,
BBPEs are often used to introduce programming concepts and computational
thinking to novices [3]. As advantageous as they are, they have some limitations
[1,4,5]. One drawback they have is their dependence on the use of a pointing
device to drag and drop elements on the screen. This has made them inaccessible
to people with upper limb motor impairments (ULMI) such as cerebral palsy,
multiple sclerosis, muscular dystrophy, etc. [5–8] (Fig. 1).

To address the challenges people with ULMI face in the BBPE Blockly, a
voice-enabled version of Blockly was created, that allows people with dexterity
impairments to perform actions using voice as a form of input. The goal was
not to replace the mouse or keyboard as a form of input, but to provide an

1 https://scratch.mit.edu/.
2 https://developers.google.com/blockly/.
3 https://pencilcode.net/.
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Fig. 1. User interface of Voice-enabled Blockly

alternative option for those who cannot use the mouse or keyboard. Hence, in
Voice-enabled Blockly, users can perform actions in Blockly using speech, as well
as with a mouse or keyboard.

Similar work exists where they attempted to make the BBPE Scratch, acces-
sible to people with ULMI, by creating a tool called Myna. Myna is an applica-
tion that runs parallel to Scratch to allow people with ULMI to create programs
in Scratch using their voice [6–8]. In contrast to Myna, speech was added as
an alternative input modality in Voice-enabled Blockly, and not as a separate
entity. The rationale behind doing this is to make the user experience seam-
less and to allow collaboration among people with and without dexterity skills.
Furthermore, Myna was only evaluated by 2 people with a ULMI. In the two
studies conducted with Voice-enabled Blockly so far [9], there has been a total
of 14 participants with ULMI.

Before implementing Voice-enabled Blockly, a preliminary study was con-
ducted [10,11]. The study aimed to confirm the feasibility of using voice as an
input modality, particularly for people with cerebral palsy who were the target
audience at the time, as they are known to sometimes have speech impedi-
ments [12,13]. The study also helped us test the appropriateness of the voice
commands. In the study, 5 people with cerebral palsy voiced 10 commands to
a speech recognition engine. The results of the preliminary study revealed the
need to expand the target population from people with cerebral palsy to anyone
with ULMI. Furthermore, the study showed the need to modify some voice com-
mands. After creating Voice-enabled Blockly, a usability study was performed.
In the study, 9 people with ULMI used Voice-enabled and gave feedback at the
end [9]. The results revealed that the system can be used by people with motor
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impairments. However, it also exposed some shortcomings of the tool and gave
some suggestions on how to fix them.

This paper presents the results of an experiment conducted on Voice-enabled
Blockly with 7 participants with ULMI. The study aimed to compare the perfor-
mance of participants when using two different input modalities in Voice-enabled
Blockly, mouse and voice. It also sought to understand the input preference of
people with ULMI, and what they recommend to other users with ULMI. The
results of the study showed that users recommend voice as an input modality for
people who cannot use their hands, despite the fact that they rated the mouse
higher than they rated voice, and took less time to perform the study task using
a mouse.

Fig. 2. System Overview

2 Voice-Enabled Blockly

The system is a voice-enabled version of the Blockly application, hence the
name. Blockly’s primary input method is a mouse or keyboard. In Voice-enabled
Blockly, speech was added as an alternative input modality for people with ULMI
while keeping the mouse as a form of input. This section presents the components
of Voice-enabled Blockly. Figure 2 gives an overview of Voice-enabled Blockly’s
components and how they work together.

Voice-enabled Blockly consists of four main components:

1. Blockly Application: Blockly is a browser-based block-based programming
environment. Originally, in Blockly, actions are performed using a mouse or
keyboard. Modifications were made to Blockly’s source code so that the same
actions can also be performed using speech. Blockly’s source code was made
available online via GitHub4, and therefore the code used in this research
project was downloaded from Blockly’s GitHub repository.

2. Speech Recognition API: Speech recognition API is a robust pre-built library
that records speech in real-time, converts it to text, and returns the text. As
with every API, it can be added to your website or application by adding

4 https://github.com/google/blockly.

https://github.com/google/blockly
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a few lines of code. The speech recognition API chosen was the Web speech
API5. This API was used in several research studies [14,15].

3. Voice Commands: The voice commands are the words uttered by users when
performing actions in the system. They are limited and predefined. This helps
prevent any ambiguity associated with more verbose speech recognition sys-
tems. A voice command consists of one or two words, e.g., “delete”, “edit
field”, etc. Each voice command has an action that they perform, e.g., select-
ing, deleting, etc. For example, to delete a block from the workspace, the user
will say “delete”.
Voice commands can be broken down into 5 categories:

– Navigation Commands: These are the commands used to navigate
through menus, dropdown menus, and between a stack of blocks in the
workspace. Using these commands, a user can control and move the cursor
from one point to another. e.g. “up”, “down”, etc.

– Placement Commands: These commands are used to select blocks in
the menu and place them in the workspace. They can also be used to
remove blocks from the workspace. These commands are synonymous with
dragging and dropping blocks using a mouse or keyboard. e.g. “select”,
“delete”, etc.

– Control Commands: These set of commands are responsible for controlling
elements in the interface, such as opening and closing menus, e.g. “menu”,
“close”, etc.

– Edit Commands: These commands are used to edit a block’s text value
or to add a comment to a block. It can also be used to change the option
selected from the dropdown menu, e.g. “edit field”, “save”, etc.

– Mode Commands: These commands are used to switch between the 3
modes in the system. The modes are navigation mode, connect mode,
and edit mode. e.g. “edit”, “connect”, etc.

4. Custom function: To perform actions in Blockly using speech, a function was
created that translates voice commands to actions. This function entails a
switch statement [16]. In the switch statement, each case is a voice command.
Each voice command is paired with a corresponding action function to be
executed. For instance, the voice command “delete” is paired with the delete
function.

3 Experiment

This experiment compares two modalities in the Voice-enabled Blockly environ-
ment, voice and mouse. The objective of this study was to find out the following:
(i) the preferred input modality for people with ULMI and (ii) the relative per-
formance of the participant when using voice versus when using the mouse.

5 https://developer.mozilla.org/en\discretionary-US/docs/Web/API/Web Speech
API.

https://developer.mozilla.org/endiscretionary {-}{}{}US/docs/Web/API/Web_Speech_API
https://developer.mozilla.org/endiscretionary {-}{}{}US/docs/Web/API/Web_Speech_API
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Table 1. Participant Information

Participant ID Age Gender Condition

P1 49 Male Cerebral Palsy

P2 52 Male Multiple Sclerosis

P3 51 Male Charcot Marie Tooth Disease

P4 25 Female Cerebral Palsy

P5 41 Male Cerebral Palsy

P6 26 Male Limb Pelvic Hypoplasia

P7 25 Male Muscular Dystrophy

3.1 Participants

There were a total of 7 participants. Table 1 shows information about each par-
ticipant, such as age, gender, and condition. There were 5 males and 2 females.
The mean age was 38.28 years (SD = 12.9). More than 40% of the participants
had Cerebral Palsy, 14% had Muscular Dystrophy, 14% had Amyotrophic Lat-
eral Sclerosis, 14% had Charcot Marie Tooth Disease, and 14% had Limb Pelvic
Hypoplasia. Although the participants selected could use the mouse to some
extent, they all had difficulty using the mouse, some more than others.

Fig. 3. Block-based program to be created using mouse and voice

3.2 Procedure

This study was conducted remotely. Participants were individually met on Zoom.
They used a prototype of Voice-enabled Blockly that was deployed online. They
shared their screen as they performed tasks and they were observed. Before
starting the tasks, each participant was told that they could stop or pause at
any time if the tasks became too cumbersome for them. They were also told that
they could ask questions during the study if they felt stuck.

At the start of each session, they were given a demo of Voice-enabled Blockly
and 3 tasks were assigned. The first was a training task to familiarize themselves
with the system. If they performed well in the training task, then they moved
on to the two main tasks; otherwise, more explanations were given. The two
main tasks were to create a program using voice and to create the same program
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using a mouse. Figure 3 shows the block-based program to be created. The order
in which the participant performed the tasks was changed for each participant.
Some started with a mouse, and others started with voice.

Participants answered survey questions as they went through the study tasks.
Before starting the training tasks, they answered 5 general questions asking them
their gender, age, condition, etc. After completing each of the main tasks, they
answered more survey questions relating to the input modality they used to
perform the task. At the end of the session, more questions were asked, such as
“Which modality do you prefer?” and “Which modality are you more likely to
recommend to a friend with upper-limb motor impairments?”.

Table 2. Results from the A/B test

Participant
ID

Voice
Rating
(1–5)

Mouse
Rating
(1–5)

Preferred
Input
method

Recommended
Input Method

P1 3 5 Mouse Voice

P2 2 5 Mouse Voice

P3 5 5 Voice Voice

P4 3 4 Mouse Voice

P5 4 4 Mouse Mouse

P6 4 5 Mouse Voice

P7 4 5 Mouse Voice

Average 3.571 4.714 - -

3.3 Results

The results of the experiment are presented in this section. The result is divided
into two categories, preferred and recommended input modality, and relative
performance. Table 2 shows a summary of the results.

Preferred and Recommended Input Modality. When asked “Which
modality do you prefer?”, approximately 86% of the participants stated that
they would prefer to use a mouse to perform actions in Voice-enabled Blockly.
One in seven participants stated that they preferred to use voice. A reason men-
tioned as to why the mouse was preferred to the voice was time. According to P4
‘I liked the voice system, but I found it to be more time consuming so, I prefer
the mouse’.

On the other hand, when asked “Which modality are you more likely to
recommend to a friend with upper-limb motor impairments?”, all participants
except one said that they recommend voice. However, verbally, they all agreed
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that for someone who is not able to use their hands at all, the voice will be a
better alternative. According to P7 “I personally like using the mouse because
that’s what I’m used to, and I have enough control to just use the mouse but I
think if you weren’t able to use your hands at all the voice thing would be very
easy”.

Fig. 4. Task completion time when using a mouse versus when using voice

Relative Performance. The performance of the participants were compared
when creating a program using both mouse and voice, based on the following
metrics: task completion time and overall experience rating. Figure 4 is a bar
chart showing the time each participant took to complete the task using a mouse
and voice.

Looking at Fig. 4, you can see that all participants took longer to perform
the task using a mouse compared to when using voice. The maximum time
spent performing the task using a mouse was 1052.56 s, while that for voice was
2137.79 s. The minimum time spent on the task by any participant using the
mouse was 74.4 s, while that for voice was 505.74 s. On average it took the par-
ticipants 344.4 s when using a mouse and 1066.2 s when using voice. This means
that on average, participants spent about three times as much time completing
the study task when using voice than they did when using a mouse. It is impor-
tant to note that some participants took longer using the mouse than others
did when using voice; e.g., P4’s voice task completion time was more than P5’s
mouse task completion time.

Regarding the overall experience rating of the mouse versus that of voice.
Table 2 shows how each participant rated their experience using the mouse and
voice. Most of the participants rated their experience when using a mouse higher
than their experience when using voice. However, P3 and P5 rated them the
same. On average, the user rated their experience with a mouse as 4.714 while
voice had an average rating of 3.571. The minimum voice experience rating was
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given as 2, while the mouse had a minimum rating of 4. Both the voice and the
mouse had a maximum rating of 5.

4 Discussion

The results of the experiment are promising. Although most participants said
that they preferred mouse, and they rated their experience using a mouse higher
than their experience using voice, they all concurred that the use of voice could
benefit people who are not able to use their hands at all. 6 out of 7 stated that
for someone who cannot use their hands at all, they will recommend the use of
voice over a mouse. This supports the main objective of this project. The use of
voice was not created to replace the mouse or keyboard, but rather to provide
an alternative for a user who has a severe motor impairment and cannot use the
mouse at all.

Some of the reasons participants gave for preferring the mouse were because
they are accustomed to a mouse and because it takes less time to perform tasks
using a mouse. Voice’s lengthier task completion time could be attributed to the
faulty speech recognition system. The speech recognition system did not always
accurately recognize the commands uttered, hence the participant sometimes
had to repeat a command several times. According to P1 ‘Voice recognition
needs work ’. Therefore, with more experience using voice and if the speech
recognition system is improved, then potentially more users may prefer the use
of voice.

5 Conclusion

In this paper, Voice-enabled Blockly was presented, a speech-driven BBPE for
people with ULMI. Additionally the result of an experiment comparing two input
modalities in Voice-enabled Blockly, mouse and voice, was given. The study
results showed that although most participants preferred the mouse and rated
their experience using a mouse higher than their experience using voice, they all
agreed that voice will be a better option for people with dexterity impairments.
The results also showed that on average the participants performed the task 3
times faster using the mouse than using voice; this time difference contributed
to why some of the participants preferred to use a mouse.

In future work, the speech recognition system will be replaced with a more
efficient one. Furthermore, another study will be conducted to compare the use
of voice to other modalities such as eye tracking.
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Abstract. In recent years, the style of travel in Japan has changed with the epi-
demic COVID19. As a result, the chances of making individual reservations for
hotels and planes have increased. Based on the background, online reservations
using reservation systems are the mainstream when purchasing airline tickets.
Therefore, the website’s usability for making reservations is one of the critical
factors for users. However, there needs to be more research on Japanese airlines’
websites and reservation systems. In our study, therefore, we conduct an evaluation
experiment using three reservation systems (= applications) of domestic Japan.
This research aims to visualize design and usability issues and points for system
improvement. The evaluation objects are JAL, ANA, and Peach, significant air-
lines in Japan. For the experiment, we created a system based on the existing ones.
At that time, we made the systemwith black and white color to avoid the influence
of the brand color and erased all the brand information like a logo. Then, partici-
pants conducted the task of reserving the determined domestic flight ticket. After
that, we analyzed the obtained responses using the Normalized Rank Method. As
a result, JAL’s application scored the highest in 5 evaluation items, followed by
ANA and PEACH. In addition, when participants selected flight fares and times,
he/she felt that the reservation system with various functions was easy to access.
In addition, the size and placement of letters and the use of icons on the system
are strongly connected with reservation behavior.

Keywords: Airlines Application · Reservation · Usability

1 Introduction

In recent years, the style of travel in Japan has changed with the epidemic COVID19.
In the past, the most popular tour style was a group tour. However, now many people
want to avoid contact with an unspecified number of people [1]. In addition, in 2021,
From a questionnaire regarding airlines’ use, about 50% of individual users answered
that they used the “official website of the airline” when reserving airline tickets. The
result meansmany people buy airline tickets online [2]. This way, small-group travel will
likely become established even after theCOVID-19 epidemic subsides, and opportunities
to arrange air tickets and accommodations on each own will increase. The reservation
system’s usability significantly influences the willingness to purchase when booking air
tickets and accommodation online [3].
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Therefore, the degree of satisfaction with airline ticket reservation sites also affects
the choice of airlines [4]. As a result, reservation systems such as websites and applica-
tions play an essential role in airline ticket reservations. In recent years, many airlines
have significantly improved their websites and newly introduced mobile applications as
a marketing strategy to make it easier for customers to book and manage their airline
tickets.

There are studies on web accessibility and Usability. For example, a study on the
web accessibility of Indian government websites using Google Lighthouse for analysis
found issues such as the difficulty of use for people with disabilities and broken links
[5]. Based on this background, we conducted a study on Japanese airline websites using
Google Lighthouse [6]. As a result, all Japanese airlines passed the criteria set by Google
Lighthouse in all categories. However, some airlines had issues such as insufficient color
contrast and long loading times.

According to a study on personal use of flight reservation applications, demand
for booking flights has been increasing yearly [7]. Thus, airlines need to provide users
with more interactive and attractive features. Furthermore, by conducting objective and
subjective evaluations of websites, it is possible to identify new issues and improve-
ment points. However, more research about Japanese airlines’ websites and reservation
systems needs to research more.

Therefore, in this study, we conduct experiments targeting the reservation system of
domestic airline applications as a subjective evaluation. Furthermore, this study aims to
visualize the issues and improvement points regarding the reservation system’s design
and usability based on the experiments’ results.

2 Method

2.1 Prototype of the Application

For this experiment, we created a prototype of an application that performs the same
functions as the reservation systems of three Japanese airlines. In our experiment using
Google Lighthouse, we targeted four airline companies, but one did not offer an appli-
cation. Therefore, for this experiment, we selected the applications of JAL, ANA, and

JAL ANA PEACH

Fig. 1. Prototype of the application
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PEACH, which are airlines that the experiment participants frequently use. To minimize
the influence of brand image and colors used by each airline, we created the prototype
using only black and white. We removed any text or logos that could reveal the identity
of each airline. The following is the prototype we created (Fig. 1).

2.2 List of Questions

This experiment targeted 27 participants aged 10 to 20 between November 20th and
November 22nd. First, we instructed the participants to book a round-trip ticket from
Sapporo to Tokyo for December 12th to December 15th. After that, we prompted them
to select the earliest flight from the available choices with the cheapest fare on the
specified dates. The participants completed the experiment by pressing the “finish” on
the application’s prototype when they accurately selected the date, location, and price,
among other options. Finally, we experimented with the same process with each of the
three application prototypes.

2.3 Experimental Method

After the experiment, the participants ranked and described the reasons for their rankings
of the three applications. The following are the five question items.

1. Ease of use
2. Easy operation until reservation
3. Easy selection of departure and arrival places
4. Easy selection of date
5. Easy selection of price/fare

3 Results and Discussion

Among the 27 participants, about 80% answered that they fly on planes about 1–3 times
a year. Regarding the essential point when reserving plane tickets, around 75% of the
participants indicated that price/fare is the most significant factor. Using the responses
obtained, we analyzed the normalized ranking method for each of the five question items
presented in 2.3 [8].

3.1 Ease of Use

In the first question, the participants used the applications and sorted them in the order
they felt they were easy to use. The results showed that the order was JAL, ANA,
and PEACH. We then conducted a t-test to examine the significance of the differences
between the rankings. The results showed that there were significant differences between
JAL and ANA (t0(JAL, ANA) = 3.118 < t (52, 0.01)) and between ANA and PEACH
(t0(ANA, PEACH) = 6.102 < t (52, 0.01)) (Fig. 2).

In the participants’ open-ended responses, many described that JAL’s application,
which received the highest evaluation, was intuitively easy to understand what to do
next. On the other hand, for PEACH, which received a low evaluation, some answers
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JALANAPEACH

Fig. 2. “Ease of Use” Score

indicated difficulty in comprehending the information and finding which button to press,
resulting in mistakes.

Regarding the difference between JAL and ANA’s application, some responses men-
tioned the font size and the icons displayed on the top page. For example, comparing
the top page of JAL and ANA, JAL’s page included icons suitable for each item, such
as departure point, arrival point, departure date, arrival date, and the number of people
(Fig. 3).

Therefore, usability is essential in achieving intuitive operations by using icons.
Moreover, users will realize it is difficult to use the application if they need help
determining which parts are tappable.

JAL ANA

Fig. 3. Top screens of JAL and ANA application.

3.2 Easy Operation Until Reservation

In the second question, the participants used the application and sorted in the order in
which they felt that the operation up to the reservation was easy. Again, the result was
in the order of JAL, ANA, and PEACH. Furthermore, we conducted a t-test to examine
the significance of the differences. As a result, t0(JAL, ANA) = 3.373 < t (52, 0.01)
and t0(ANA, PEACH)= 9.379< t (52, 0.01), and each pair had a significant difference
(Fig. 4).

Regarding usability, some participants mentioned that the buttons on JAL’s appli-
cation were easy to understand, and the perceived time for completing the operations
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JALANAPEACH

Fig. 4. “Easy Operation until Reservation” score

was shorter than others. On the other hand, some answers regarding PEACH stated that
it took more work to know where to tap and longer to proceed to the next operation.
When comparing the number of screens up to the fare and time selection between the
prototypes, JAL could proceed to the search with aminimum of 7 screens, while PEACH
had a minimum of 5 screens. However, the participants felt that JAL took less time than
Peach because there was less gap between the next operation they wanted to perform
and the actual screen. From this, the design of the screen is related to the ease of use that
users feel when they perform the next operation.

3.3 Easy Selection of Departure and Arrival Places

In the third question, participants used the application and sorted the order in which they
felt it was easy to select the departure and arrival locations using the application.

The result was in the order of JAL, ANA, and PEACH. Furthermore, we conducted
a t-test to examine the significance of the differences. The results showed that t0(JAL,
ANA) = 9.352 < t (52, 0.01) and t0(ANA, PEACH) = 4.800 < t (52, 0.01), and each
pair had a significant difference (Fig. 5).

JALANAPEACH

Fig. 5. “Easy Selection of Departure and Arrival Places” score

Participants indicated that JAL’s application was easy to understand as it had drop-
down menus for each region (Fig. 6). In contrast, some participants found locating their
targets onANA’s application difficult due to the need for lines and color coding. PEACH’s
application with the lowest rating answered that it is easy to make mistakes because the
list includes overseas airports. In addition, there was an answer for functionality that
the application could be more apparent because it is a single screen for selecting the
departure and arrival points.
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JAL ANA PEACH

Fig. 6. Location selection screen for each application

3.4 Easy Selection of Data

In the fourth question, subjects used the application to sort the dates in the order they felt
was easier to select. The result was in the order of JAL, ANA, and PEACH. Furthermore,
we conducted a t-test to examine the significance of the differences. The results showed
that t0(JAL, ANA)= 3.765< t (52, 0.01) and t0(ANA, PEACH)= 3.605< t (52, 0.01),
and each pair had a significant difference (Fig. 7).

JALANAPEACH

Fig. 7. “Easy Selection of Data” score

All applications included a feature to select dates using a calendar. However, partic-
ipants needed help finding Peach’s application for selecting dates. The reason was that
the calendar would slide up once a departure date was selected (Fig. 8). Thus, the large
amount of eye movement required by this approach may increase cognitive load.

3.5 Easy Selection of Price/Fare

In the fifth question, participants used the application and sorted the prices in the order
in which they felt that it was easier to select the price. The result was in the order of JAL,
ANA, and PEACH.We conducted a t-test to examine the significant differences between
the applications. The results showed that there was no significant difference between
JAL and ANA’s applications, with t0(JAL, ANA) = 2.009 < t (52, 0.05). On the other
hand, there was a significant difference between ANA and PEACH’s applications, with
t0(ANA, PEACH) = 2.678 < t (52, 0.01) (Fig. 9).
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Departure data Arrival data

Fig. 8. Date selection screen of PEACH application

JALANAPEACH

Fig. 9. “Easy Selection of Price/Fare” score

Many participants answered JAL andANA’s applications easy to understand in terms
of displaying prices. We think that the reason for this is that both display the lowest price
together with the departure time. On the other hand, PEACH’s application displays
multiple fare types on one screen, as different options have different prices, which
resulted in participants making more mistakes.

Therefore, we suggest that reducing the likelihood of user error in fare selection can
be achieved by adjusting the text size and displaying the lowest price near the fare type.
When there are multiple fare types, it would be easier for users if they are able to select
them on the first screen.

4 Conclusion

We studied the usability of reservation systems using the applications of three Japanese
airlines. Participants performed the same task using the three applications and answered
questions related to the task.As a result, JAL’s application received thehighest evaluation,
followed by ANA and then PEACH. In this regard, we summarize our analysis and
observations.

1. Users feel that an application that can be operated intuitively, even if the number of
operations is high, results in a shorter perceived time.

2. By minimizing the user’s eye movement, cognitive load can be reduced.
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3. When users must choose one option from multiple ones, it’s necessary to apply
Gestalt’s principles to font size and lines.

In addition, the amount of information included on one screen was also an important
factor. Specifically, many participants valued price when choosing a flight, displaying
the cheapest option was effective. In the future, we plan to investigate the error rate and
task completion time when using the application.
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Abstract. To comprehend a text readers can benefit from their capacity to bod-
ily interact with the environment to construct the meaning of a text. Specifically,
they use their perception, action, and emotion systems to gain a deeper under-
standing of the text. Readers’ mental simulations of perceptions, actions, and
emotions associated with a text can therefore facilitate reading comprehension,
motivation and learning. The digital augmentation of reading aims at the artifi-
cial enrichment of reading through digital media. This concept has the potential
to digitally synchronise the text with the surrounding environment and to pro-
mote an embodied reading experience, effectively fostering comprehension and
learning. To harness the potential, recent relevant work about digital augmenta-
tion of reading was reviewed and analysed in our ongoing research to construct
a design space. The resulting design space aims to support researchers, designers
or educators to systematically explore design parameters that enable the effective
creation of embodied reading experiences. The under-explored configurations of
the design space, as well as the most frequently used configuration patterns, are
also identified to reveal trends and opportunities for future applications. The paper
also exemplifies how the design space can be utilised.

Keywords: Augmented Reading · Digital media · Education

1 Introduction

When preparing to delve into a captivating romantic novel, we adapt the light settings,
brew a comforting cup of tea, perhaps play some serene piano music, and then we sit
down in our preferred armchair, legs up, take our book, and start reading. The interplay
between our body and environment is always present, influencing our reading expe-
rience. However, imagine if the lights and the music would automatically adapt to the
atmosphere of each chapter in our novel. Such enhancement could certainly intensify the
reading experience. Moreover, what if our beverage somehow could adaptively support
the reading experience? Is it conceivable that our TV set would display illustrations, in
synchrony to our reading? How can the environment support the reading experience?
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The embodied cognition perspective [1] emphasises that our comprehension of the
world and learning is deeply tied to our embodied experiences. When we read, we
mentally simulate realities and draw upon experiences and knowledge. Despite techno-
logical advancements in reading, most innovation focused on the text itself, neglecting
the potential for designing technologies that consider the holistic interactions between
the reader, text and environment. This oversight limits the exploration of the environ-
mental support of reading. With a systematic overview of all the possibilities to augment
reading via changes in the environment, we will be able to discover and study further
innovative opportunities. This is the leading question of the current research: considering
the emphasis of environmental factors what is the design space of Augmented Reading?

This paper focuses on options to modulate the reading environment to enhance the
reading experience. It involves adjusting various parameters to influence the reader’s
interaction with the text and the environment, including synchronising the text with
the surrounding environment. To effectively implement this approach, an understanding
of Augmented Reading is crucial. Augmented Reading entails enhancing the reading
experience through the integration of digital elements and technologies. However, the
current body of research does not fully covers all Augmented Reading dimensions.
Existing work [2–4] explored specific contexts and dimensions but does not address the
environmental support of reading holistically. There is a need for a systematic approach
to create meaningful and engaging reading experiences that promote effective learning.

As an endeavour to fulfil the need, this paper aims to complement prior work by
defining a design space that explores and analyses the underlying factors associated
with interactions in the reading environment. It provides a framework for designers
and researchers to understand and shape these interactions and create meaningful and
engaging learning experiences. The contributions of this paper include proposing a three-
dimensional design space and demonstrating its application.

2 Methodology

A literature review analysed 79 artefacts, including research papers, prototypes, and
projects, dated between 2000 and 2021 to examine the underlying concept of Aug-
mented Reading. While not exhaustive, the review identified trends and opportunities.
The process involved tagging the artefacts, identifying the dimensions involved, con-
structing the design space, evaluating contributions, and conducting multi-dimensional
analysis to identify trends and uncover potential opportunities.

3 Design Space Dimensions

Within the design space, this paper primarily focuses on exploring the dimensions of the
surrounding environment to enhance Augmented Reading experiences. However, it is
important to acknowledge the dimensions associated with the text itself. The text, as a
conveyor of a message, has an extensive list of relevant characteristics such as medium
(e.g., paper, electronic visual displays, and projection surfaces) or dynamism (static or
dynamic).
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Fig. 1. The proposed three-dimensional design space for Augmented Reading.

3.1 Reality

The reader’s perceived environment, known as reality, can exist along a continuum
[5] ranging from physical reality (composed of atoms) to virtual reality (composed of
digitally synthesized artefacts). Additionally, there is a mixed reality configuration that
combines both physical and virtual elements.Augmented Reading Reality, a specific sub-
configuration of mixed reality focuses on tracking and enhancing the reading activity
rather than simply augmenting physical objects like books.

3.2 Digital Media Enrichment (DME)

It can be described as reading digital media artefacts which manifest in the reading
environment with the purpose to support the reading activity. The following present
sub-dimensions that characterise the DMEs.

The stimulus modality distinguishes between the five human senses: visual, auditory,
haptic, olfactory and gustatory.

Media type refers to the concrete type of media that stimulates one or more human
senses. Different media types are organised based on their respective stimulus modality,
such as visual (text, pictures, motion pictures, light effects, shadow, fog), auditory (sound
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effects, speech, music, soundscape), haptic (wind, temperature, vibration), olfactory
(scent), gustatory (taste), and hybrid (combining multiple stimulus modalities).

The relative distance to text dimension describes the position of a DME in relation
to the location of the text. It can be classified as center (existing in the same medium and
area as the text, such as illustrations on a digital tablet, that also serves to read the text),
boundary (sharing borders with the text, such as an illustration on a tablet that extends
an illustration on a paper book [6]) or periphery (not sharing borders with the text, such
as triggering a light effect in a physical location that is not near the text).

Heterogeneity entails the notion of diversity of media types employed in an Aug-
mented Reading experience. The three possible categories are: homogeneous (only one
media type is used), single-sense heterogeneous (more than onemedia type from a single
stimulus modality is employed) and heterogeneous (if the media types used belong to
multiple stimulus modalities).

Congruency is the degree to which the DME is contextualised with the text’s mean-
ing. There are three possible categories: (1) congruous - DME has a strong and literal
connection, (2) incongruous -DMEhas no direct connectionwith the text being enriched,
or (3) might combine the usage of congruous and incongruous DMEs.

Control pertains to the reader’s ability to operateDigitalMediaEnrichments (DMEs).
This dimension can be characterised by four sub-dimensions: reading position track-
ing, reading position granularity, explicitness, and collaborativeness. Reading position
tracking involves determining the real-time reading position using various methods such
as touchscreens, cameras, or text-to-speech. Reading position granularity refers to the
precision of measuring the reading position, ranging from the entire book to specific
levels like paragraphs or words. Explicitness relates to whether control over the enrich-
ment is consciously expressed or implicit. Collaborativeness signifies the capacity for
multiple readers to collaboratively control the DMEs.

Authoring can be understood as the process of creating a DME and synchro-
nising it with a specific part of the text. An important subdimension of authoring
is collaborativeness which refers to the possibility to author DMEs individually or
collaboratively.

3.3 Device Ecosystem

The incorporation and adaptation of the Cross-Device taxonomy [7] into the design
space allow for the exploration of various configurations within the device ecosystem,
such as device coordination. In the following, we describe the related dimensions:

People-to-device relationship refers to the number of readers that is in a direct rela-
tionship with a specific amount of devices. Accordingly, there are four categories rep-
resented in Fig. 1: (1) single reader of a single device - one reader interacting with one
device, (2) single reader of multiple devices - one reader interacts with more than one
device, (3) multiple single readers of a single device - more than one reader can interact
with their own device and (4)multiple readers of multiple devices - more than one device
can be controlled by more than one reader in a collaborative setting.

Scale of a device ecosystem depends on the dimensions of the devices and how close
they are to the user. Accordingly, there are four categories represented in Fig. 1: (1) near
devices are in contact with the reader’s body, (2) personal limited by the reader’s reach,



204 P. Ribeiro et al.

(3) social comprises devices which are being collaboratively manipulated by a group
of readers, and (4) public represents the larger possible area in which the devices and
readers can occupy.

Space makes the distinction between ecosystems in which devices are co-located
and ecosystems of interconnected remote devices (see Fig. 1).

Dynamics is concerned with the mobility capacity of the devices that compose the
ecosystem. Accordingly, there are three categories represented in Fig. 1: (1) mobile,
where devices can easily change their location, (2) semi-fixed, where devices have limited
portability and (3) fixed, where the devices cannot be moved.

Configuration addresses the spatial and logical distribution of the interfaces across
devices. Three design approaches for designing multi-device experiences are considered
[8]: consistent (same content replicated on each device), continuous (spatial distribution
of content across multiple devices) and complementary (supplemental content on each
device). See Fig. 1 for reference.

4 Outcomes

The design space presented in the previous section serves as a tool for exploring Aug-
mented Reading. Through a preliminary exploration of the design space and a com-
prehensive analysis of existing literature, it becomes possible to provide an overview
of emerging trends and opportunities for further exploration. Our analysis also offers
insights into the prevailing directions of research and development. In this section, we
showcase applications that not only embody these trends and opportunities but also
provide tangible examples within the Augmented Reading design space.

4.1 Trends and Opportunities

Regarding the reality configuration dimension, around 30.4% focused on physical reality
(e.g. the interactive pop-up book Popables [9]), while 59.5% explored mixed reality
applications (e.g. SequenceBook [10]). Among these, 27.8% specifically investigated
Augmented Reading Reality (e.g. the Augmented HE-Book [11] or the LIT ROOM
[12]). A small portion (7.6%) delved into virtual reality, and 5.1% employed multiple
reality configurations. These findings underscore the underexplored nature of virtual
reality in the context of Augmented Reading and its innovation potential.

Regarding the digital media enrichment dimension and concretely the stimulus
modality, 48.10% of the studies explored multimodal stimulation, while 16.45% did
not focus on any specific modality. Visual stimulation was prominent in 73.41% of the
studies, with 26.58% exclusively exploring visual stimuli. Auditory stimulation was
examined in 53.16% of the studies, followed by haptic stimulation (11.39%) and olfac-
tory stimulation (2.53%). However, gustatory and other less emphasised senses were
neglected. Nevertheless, there is a growing trend towards exploring multimodal stimula-
tion, including visual, auditory, haptic, and olfactory combinations (e.g. the augmented
HE-Book [11] or theMultisensory book [13]). Popular multimodal approaches included
audio-visual (40.50%), visual-auditory-haptic (3.79%), visual-auditory-haptic-olfactory
(2.53%), and auditory-haptic (1.26%) combinations.
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Among the visual media types, still pictures were the most frequent (53.16%), pri-
marily consisting of 2D computer-generated images (34.17%, e.g. Flippin [14]) and 3D
computer-generated images (6.33%). Motion pictures (44.30%) included 3D animation-
based (e.g.MagicBook [2]), 2D animation-based (e.g. BridgingBook [6]), photographic,
and motion graphic formats (e.g. Lost Cosmonaut [15]). Text (21.52%) constituted the
third most frequent visual media type. Light (15.18%, e.g. LIT ROOM [12]), shadow
(1.26%, in LIT ROOM [12]), and robots (8.86%, e.g. the Robot tutor for children [16])
were utilized as visual media types in other studies. Regarding auditory media types,
four main types were extensively explored. Sound effects (30.37%, e.g. the Embodied
reading project [17]) were themost used type. The speechwas also recurrently employed
(16.45%), either through text-to-speech or pre-recorded methods. Music was the third
most used auditory media type (12.65%, e.g. the Listen Reader [18]), while soundscape
was the least explored (6.32% e.g. the Listen Reader [18]).

Haptic media types were rarely used. The vibration was employed in five studies
(6.32%, e.g. EmbodiedReading system [17]). Other haptic typeswere used once: friction
was used to emphasise scene features [19], thewindwas used to direct scent and intensify
embodiment [13], force conveyed emotions and physical events [11], and temperature
influenced identification and para-social relationship [20]. Finally, no study utilised
gustatory media types, while only one study incorporated limited olfactory effects [13].
The exploration of underutilised stimulus modalities (e.g. haptic, olfactory), and media
types (e.g. data visualisation), as well as its multimodal usage in Augmented Reading,
presents an opportunity for enhancing and enriching the reading experience.

Concerning the control sub-dimension, it is noteworthy that 46.83% of the analysed
papers lack a reading trackmechanism. Among those that do have amechanism, 22.78%
utilise a camera-based reading track. The remaining mechanisms, such as touchscreen,
electronically augmented paper, and brain sensor, each represents less than 8.86% of
the total. These underutilised mechanisms hold the potential to spur innovative advance-
ments when the appropriate conditions are met. The reading position granularity also
presents innovative potential, with only 3.79% of the papers offering word-level gran-
ularity. The most commonly offered granularity is page granularity (31.64%), followed
by paragraph granularity (16.45%). Regarding the control explicitness, 29.11% used an
implicit approach (e.g. the SequenceBook [10]) and 12.66% a combination of implicit
and explicit approaches (e.g. theListen reader [18]). 11.39%employed an explicit control
mechanism (e.g. e.g. the Robot tutor for children [16]). Implicit control is advantageous
as it requires less effort and attention but readers may lose control and become frustrated.
Finally, regarding the control sub-dimensions, only 7.59% of the studies incorporated
collaborative functionalities for controlling digital media enrichments (DMEs). This
aspect holds significant potential, particularly in application areas like education and
entertainment.

Concerning authoring, only 15.19% of the analysed material included authoring
functionalities, with a mere 5.06% offering collaborative ways. Surprisingly, this dimen-
sion remains vastly underexplored in the design space, despite the immense potential
it holds for promoting active engagement and embodied cognition, particularly in edu-
cational settings. Authoring, can empower individuals to create and personalise content
fostering comprehension and knowledge retention.
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Regarding the remaining digital media enrichment sub-dimensions, 48.10% offer
heterogeneity, using diverse media types from multiple stimulus modalities. 26.58%
employed a homogeneous configuration (only one media type was used) and 10.12%
explored a single-sense heterogeneous configuration. Congruent DMEs were used in
most studies (74.68%). Only 6.32% used incongruous DMEs for specific purposes,
such as refocusing readers [21]. Regarding the relative distance to text, the most fre-
quent position for DMEs was the center (35.44%), followed by the peripheral position
(31.64%). Locating the enrichments exclusively in the boundary position was the least
common option (7.59%). Some studies combined different positions: center and periph-
ery (3.79%), center and boundary (1.26%), boundary and periphery (1.26%), and center,
boundary, and periphery (1.26%). Opportunities also arise when exploring these sub-
dimensions. For instance, considering the exploration of incongruous DMEs such as
utilising the environment as a source of pleasure [22] rather than solely using it to
reinforce text interpretation, which is the more common approach.

Preliminary analysis of device ecosystem dimensions indicates a focus on personal
use, with limited exploration of the near and public scale configuration. Immersive
reading in virtual environments or Augmented Reading in public settings remain largely
untapped with great innovation potential. In terms of dynamics, there is a need to explore
Augmented Reading approaches that encourage mobile reading and effectively use the
reader position and associated surroundings as a way to improve the reading experience
such as synchronising the text with the environment.

4.2 Exemplary Applications

The design space facilitates the exploration of the Augmented Reading design dimen-
sions, enabling the identification of trends and opportunities to design innovative Aug-
mented Reading applications. Here, we present two applications that exemplify how the
design space serves as a valuable tool to understand design patterns and unlock new pos-
sibilities. For instance, the design space has been instrumental in the development of a
location-based story generator, showcased in Pranay Bhatia’s thesis [23]. This approach
enables the creation of interactive and engaging narratives tailored to tourists.

The design space analysis can also play a vital role in identifying the innovativeness
of systems and in driving their improvement. One such example is STREEN [24], an
augmented reading environment developed for primary school students to foster col-
laboration and active engagement during reading activities. STREEN offers a range of
innovative features, including collaborative authoring and control of DMEs, and the use
of not-so-conventional digital media types, such as data visualisation graphs. It seam-
lessly operates across diverse device ecosystem scales from personal to public scales
(e.g. reader’s theatre public performance). Furthermore, we can identify the potential
to extend STREEN to provide the usage of other media types e.g. haptic or to explore
the potential of STREEN in remote configurations. These applications demonstrate the
practical outcomes that emerge from utilising the design space as a framework to explore
innovative approaches and capitalise on emerging trends.
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5 Conclusion

The analysis and exploration of the Augmented Reading design space have revealed
promising insights and opportunities for enhancing the reading experience. Underex-
plored areas and potential avenues for innovation were identified, highlighting the poten-
tial of environmental support of reading. This approach promotes embodied cognition,
active engagement, and learning. Furthermore, exemplary applications showcased the
practical use of design trends and the translation of opportunities into meaningful read-
ing experiences. By leveraging the design space as a tool to analyse and shape the future
of Augmented Reading it is possible to pave the way for transformative advancements
not only in learning to read but also in the broad area of reading to learn.
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Abstract. Purpose to explore the demand preferences of innovative immigrants
towards cities, obtain demand priorities, and propose a framework for inclusive
design elements of innovative immigrants. Researchmethods from the perspective
of inclusive design, interviews were conducted on urban innovative immigrants,
and a detailed classification of their demand preferences was conducted. Eight
evaluation dimensions and 19 evaluation indicators were established. Quantita-
tive analysis of effectively recovered samples was conducted using the KANO
model and correlation analysis. Research results based on preliminary research,
KANO model, and correlation analysis, a framework for innovative immigrant
inclusive design elements is proposed. Conclusion Urban innovative immigrants
attach great importance to seeking innovative and diverse life experiences, as
well as the convenience of urban areas and the importance of community interac-
tion activities. At the same time, research has found that differences in marriage
and culture among urban innovative immigrants can also affect their demand for
the city. Limitations the limitation of this study is that the sample size is limited,
resulting in only a certain degree of local representativeness in the research results.
Value the value of this study lies in exploring the living needs of innovative urban
immigrants and providing effective references for designing and optimizing urban
inclusivity.

Keywords: KANO Model · Urban Innovative Immigrants · Inclusive Design ·
indicator Framework

1 Introduction

1.1 Research Background and Significance

With the acceleration of urbanization, immigration has become a new issue of concern.
As an important component of the urban population, the diverse cultural backgrounds
and lifestyles of immigrant groups have brought rich cultural and social resources to
the city, but they also face various difficulties and challenges, especially in terms of
social, cultural, and economic isolation and exclusion. Although there are many studies
on urban migration, most of them are quantitative studies based on the results of the
“population census”, mainly focusing on low-income migrant workers or social surveys
on marginalized life [1]. However, there is little research and analysis on the living needs
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of innovative immigrants. Urban innovative immigrants refer to immigrants who pos-
sess innovative spirit, strong abilities, and play an important role in urban areas. Their
characteristics include: (1) possessing rich experience and skills, bringing innovation
and creativity to the city; (2) Familiarity with different cultures and languages facili-
tates cross-cultural communication and cooperation; (3) Good at creating and seizing
opportunities, with strong inclusiveness and openness; (4) Have a profound understand-
ing and understanding of the social, cultural, economic, and political development of
cities. Faced with innovative immigration, cities need to be more inclusive to stimulate
their creativity [2]. In this context, inclusive design, as an important design concept
and practice, provides us with a more comprehensive approach to solving the problems
faced by urban innovative immigrants. By breaking the framework of people’s bottom
thinking and comfort zones, inclusive design can provide a more open and adaptable
urban environment, creating a more friendly and diverse life for innovative immigrants.

This study takes inclusive design as the starting point and combines the KANO
model to analyze the social phenomena and cultural background of urban innovative
immigrants. It deeply understands and analyzes the factors that affect the survival and
living conditions of today’s urban innovative immigrant groups, thereby providing more
comprehensive and effective strategic support for urban planning, social management,
and design practices.

1.2 Immigrants Needs List Evaluation

Currently, many studies have explored the research directions and methods of inclusive
design and urban innovative immigration.

Some studies focus on the meaning of urban infrastructure and public services, as
well as their positioning and construction in immigrant settlements. These studies explore
how to establish cultural diversity and inclusivity, strengthen inclusive and sustainable
human settlements planning [3] and management by exploring and evaluating urban site
selection strategies, and make cities more inclusive, safe, resilient, and sustainable [4].

Other research focuses on the role of inclusive design in integrating innovative immi-
grants into urban life as one of the stakeholders [5]. The focus of these studies is on the
spatial functional layout of cities [6], the attractiveness of social networks, transporta-
tion, and tourism facilities to immigrants, and the impact of these facilities on promoting
social communication among immigrants [7].

In addition, there are some studies based on community participation aimed at explor-
ing how direct community participation can better adapt to the design of immigrants
[8] and provide them with better living conditions and opportunities for interpersonal
interaction [9].

In summary, there are various attempts to study innovative immigrants, but due to
the different backgrounds and cultures involved in innovative immigrant groups, their
needs and interests are also more distant. Therefore, current research lacks more detailed
and in-depth research on the needs of innovative groups.
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2 Research Design and Implementation

2.1 Research Framework

In the research process, we first established evaluation dimensions and evaluation charac-
teristics based on literature research, in order to further analyze the needs and preferences
of the research objects. Then, we used the bidirectional KANO quality satisfaction sur-
vey to understand consumers’ satisfaction with products and services and the factors
that influence them, so as to provide a basis for improving their daily needs. Next, we
used the SII-DDI matrix analysis to classify the evaluation dimensions, understand the
relationship between the evaluation dimensions, and the importance of the evaluation
characteristics. Finally, we used correlation analysis to explore the correlation between
the evaluation characteristics, in order to gain a deeper understanding of consumers’
needs and preferences, and provide more powerful data support for product and service
optimization. The results of this research process will provide powerful data support for
the improvement and continuous optimization of products and services (Fig. 1).

Fig. 1. Research framework. Source: Author’s self drawing

2.2 Development of the Immigrants Needs List

The initial version of the innovative immigrants needs list was developed by literature
review and in-person interview with innovative immigrants.

The process of literature review. Firstly, a literature review was conducted to estab-
lish the evaluation dimensions and features based on perception. This involves extracting
the main dimensions and features that influence users’ perceived evaluation of prod-
ucts or services from relevant theoretical and empirical research, forming a preliminary
evaluation index system.

Collecting data from online social media. We used the social media platform Weibo
to collect geotagged information posted by users. We screened cities with a population
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greater than 1 million to ensure that the data we collected is sufficiently representative.
Then, we use natural language processing technology (such as keyword extraction and
part of speech tagging) to process the text to extract the crowd attribute and city attribute
we need. For crowd attributes, we extract and classify keywords such as personal infor-
mation, behavior, and interests involved in the text. For urban attributes, we extract and
classify vocabulary and expressions related to cities in the text.

Last, We conduct five one-on-one semi-structured interview with innovative immi-
grants. During the interview, every participants was invited to talk about the key reasons
brought them to living and working in the new city. Each interview last about 15 min.

Based on the result from literature review, online data analysis and in-person inter-
view. We created an initial version of the immigrants needs list. All co-authors run a
discuss session to refine the list. During the discussion, similar items was eliminate. A
final list include 8 categories and 19 needs was created (see Table 1).

Subsequently, multiple innovative immigrants were invited to rate each element
based on their own preferences, and Likert’s five-point scale was used to measure these
elements (see Table 2).

Table 1. Evaluation indicators established in this study.

Dimension Index Questions

Entrepreneurship support resources and
networks

A1
A2

Entrepreneurship opportunities
Employment opportunities

Language and Culture B1
B2
B3

Dialect penetration rate
Cultural Inclusion
Food Diversity

Settle C1
C2

Settlement conditions
Settlement benefits

Education and training D1
D2

Growth and promotion space
Children’s education

Social support E1
E2
E3
E4

Social net building
Peer Counseling
Looking for partners
Social activity

Cost of living F1
F2

Housing price
Consumption level

Natural environment G1
G2

Climate
Natural scenery

Basic equipment H1
H2
H3
H4

Transportation
Large supermarket
School
Medical treatment



Research on Inclusive Design Elements 213

Table 2. Comparison table of classification of evaluation results.

Function/Service Negative question Function/Service

Very
important

Generally
important

in-different not too
important

not
important

Positive
question

Very
important

Q A A A O Positive
question

Very
important

Generally
Important

R I I I M Generally
Important

Indifferent R I I I M Indifferent

not too
important

R I I I M not too
important

A: Attractive Quality O: One-dimensional Quality M: Must-be Quality I: Indifferent Quality R:
Reverse Quality

2.3 Immigrants Needs List Evaluation

In order to further investigate the needs of innovative immigrants, we conduct designed
a questionnaire to learn the opinion from the target audience in a boardly way.

Data Collection and Validation. This study has the following requirements for the
tested participants: they are innovative workers who have come to live in a new city,
such as designers, design students, etc. Throughout the entire questionnaire process,
the identity of the respondents is kept confidential, and only demographic data such as
gender, age, and marital status are required. All respondents need to click on the survey
link to view the research survey instructions. They voluntarily answer research questions
and can withdraw from the survey at any time. Therefore, all participants agreed to fill
out the questionnaire on the principle of full knowledge and voluntary participation. The
questionnaire consists of 19 evaluation characteristics, from the perspective of innovative
immigrants, to evaluate the multi-faceted attributes of innovative immigrant lifestyles
based on demand attributes and overall satisfaction (see Table 3). The questionnaire
contains a series of paired items to investigate the opinions of the respondents.

In this study, a total of 331 questionnaires were collected, and the answering time
of each questionnaire was not less than 120 s. To ensure the validity of the data, we
conducted multiple screening during the data cleaning stage. Firstly, we excluded all
questionnaires with answering time less than 120 s to ensure that the research objects
had enough time to answer the questions seriously. Secondly, we checked all the answers
to the questions and screened out all the questionnaires with the same selected options.
After the above screening, we finally obtained 201 valid questionnaires. In order to
verify the accuracy of the data analysis results, we also randomly selected 55 research
objects for questionnaire survey to observe the consistency of the results. Through the
above data cleaning process, we obtained a reliable data foundation, which provided
strong support for subsequent data analysis. The specific demographic data are shown
in Table 3.
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Table 3. Sample basic data statistics.

Category Option Frequency Percentage%

Gender Male 93 46.27%

Female 108 53.73%

Age group 18–25 53 26.37%

26–30 68 33.83%

31–40 44 21.89%

41–50 36 17.91%

The highest education Undergraduate 133 66.17%

Master 43 21.39%

Doctor 25 12.44%

Other 0 0%

Duration of settlement Less than 1 year 30 14.93%

1–3 years 42 20.9%

4–6 years 39 19.4%

7–10 years 37 18.41%

Over 10 years 23 11.44%

There are plans to work in cities
other than home, but have not been
implemented yet

30 14.93%

Annual income Currently unemployed 27 13.43%

below 100000 90 44.78%

100000 to 300000, 48 23.88%

300000–500000 18 8.96%

Over 500000 18 8.96%

Marital status Single (no potential spouse) 24 11.94%

In Love 32 15.92%

Married 52 25.87%

Married and childbearing 86 42.79%

Single (but with potential partners) 7 3.48%

Development of the immigrants needs list. A Bi-directional KANO quality satis-
faction determination was implemented to the study. The KANO model was proposed
by Noriaki Kano [10]. This method was mainly inspired by Frederick Herzberg’s two-
factor theory. Compared to the traditional method of determining satisfaction through
one-dimensional quality, it has wider applicability and is a tool for classifying and pri-
oritizing consumer preference factors [11]. Based on the analysis of the impact of needs
on satisfaction, the KANO model reflects the non-linear relationship between product
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service function, quality and user satisfaction. The KANOmodel is shown in Fig. 2, with
the abscissa representing the degree of quality attributes and the ordinate representing
the degree of satisfaction. These five attributes are determined based on the relationship
between the degree of quality possession and satisfaction [12]. Using the KANO model
to define quality categories helps designers determine the real needs of the research
object, enabling them to more accurately control quality and satisfaction in the pattern
design and development process.

Fig. 2. KANO model. Source: Gorelova et al. 2021

Based on the KANO model, when collecting questionnaire data, the respondent’s
opinions or views need to be divided into five dimensions: “important”, “generally
important”, “indifferent”, “not very important”, and “unimportant” [13]. The KANO
evaluation result classification reference table is used to determine the final classification
of each demand feature (see Table 4).

For the bi-directional KANO model analysis, respondents are required to perceive
their satisfaction with 19 evaluation characteristics in two hypothetical scenarios (pos-
itive or negative) [14]. The satisfaction indicator uses the Likert 5-point scale, and the
higher the score, the higher the perceived satisfaction.

3 Results

3.1 Attribute of the Indicators

The results of the questionnaire analysis are used to attribute the KANO evaluation
dimensions and features to attribute categories [15]. Among the 19 design evalua-
tion characteristics, 9 are classified as attractive attributes (A), 0 as One-dimensional
attributes (O), 6 as must- be attributes (M), 4 as indifferent attributes (I), and 0 as reverse
attributes (Q) (see Table 5).
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Table 4. Sample questionnaire for this study.

Questions Very important Generally
important

indifferent not too
important

not important

If the city can
provide more
entrepreneurial
opportunities,
your evaluation
is:

If there are few
or no cities that
can provide
entrepreneurial
opportunities,
your assessment
is:

Table 5. KANO evaluation results table.

Function KANO Attributes Better-words Worse-words

Number of educational facilities Must-be Quality 42.19% −45.83%

Urban Climate Must-be Quality 42.02% −45.21%

Conditions for urban settlement Must-be Quality 41.49% −45.21%

Urban consumption level Must-be Quality 40.64% −40.64%

Cities to provide personal growth and
promotion space

Must-be Quality 39.89% −45.21%

Urban transportation facilities Attractive Quality 49.21% −36.65%

The city provides peer support Attractive Quality 49.21% −39.78%

Urban housing price level Attractive Quality 48.92% −41.88%

Urban cultural tolerance Attractive Quality 48.69% −40.11%

Urban hospitals Attractive Quality 47.06% −41.67%

Cities provide entrepreneurial
opportunities

Attractive Quality 46.35% −43.37%

Diversity and urban cuisine Attractive Quality 44.79% −43.75%

Urban large-scale commercial
supermarkets

Attractive Quality 43.98% −43.46%

(continued)
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Table 5. (continued)

Function KANO Attributes Better-words Worse-words

Cities help establish local social
networks

Attractive Quality 42.47% −41.4%

Urban settlement benefits Indifferent Quality 41.54% −40%

Employment opportunities provided by
cities

Indifferent Quality 41.36% −40.31%

Prevalence of urban dialects Indifferent Quality 39.06% −40.63%

Providing children’s education in cities Indifferent Quality 38.17% −38.71%

3.2 SII-DDI Matrix Analysis

According toKANO’s two-dimensional quality concept, changing attribute performance
has different benefits for increasing customer satisfaction and decreasing customer dis-
satisfaction [16]. To improve customer satisfaction, both the increase in satisfaction and
the decrease in dissatisfaction need to be considered simultaneously. Berger et al. pro-
posed the Satisfaction Increment Index (SII) and the Dissatisfaction Decrement Index
(DDI) to measure the improvement performance of satisfaction and dissatisfaction,
respectively [17], which have been cited or modified in most subsequent studies. The
absolute values of SII and DDI range from 0 to 1, and the larger the value, the greater
the improvement benefit; conversely, the smaller the value, the smaller the improvement
benefit (see Error! Reference source not found.).

The formulas for calculating these two coefficients are as follows:

SII = (A + O)/(A + O + M + I) (1)

DDI = (O + M)/(A + O + M + I)(−1) (2)

Furthermore, a two-dimensional quadrant can be established using SII andDDI, with
the X-axis at the average SII value and the Y-axis at the average DDI value, to determine
the priority of attributes that can be improved. These four quadrants are as follows [18]:

Quadrant 1: High SII and high DDI, which represent quality expectations attributes
that can eliminate user dissatisfaction and increase consumer/user satisfaction. The
functions/services in this quadrant should be prioritized.

Quadrant 2: High SII but low DDI, which represent quality attractive attributes that
cannot eliminate user dissatisfaction but can increase consumer/user satisfaction. These
are attributes that consumers/users do not have excessive expectations for.

Quadrant 3: Low SII and low DDI, which represent quality indifferent attributes that
neither eliminate user dissatisfaction nor increase consumer/user satisfaction. These are
attributes that users do not care about.

Quadrant 4: Low SII but high DDI, which represent necessary attributes that can
eliminate user dissatisfaction but do not increase consumer/user satisfaction. These are
demands that users feel obligated to be met, and the functions/services in this quadrant
must be satisfied.
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According to the sensitivity ranking of the attractive attributes of urban innovation
immigrants, urban transportation, urban peer support, and urban housing prices are the
three important factors affecting the selection of cities by innovation immigrants. Among
them, urban transportation ranks first, whichmeans that innovation immigrants value the
convenience of urban transportation more. Urban peer support ranks second, indicating
that innovation immigrants also value the support of their peers in the same industry.
The ranking of urban housing prices is third, which shows that innovation immigrants
also consider the level of housing prices when selecting a city (Fig. 3).

Fig. 3. SII-DDI two dimensional quadrant results. Source: Author’s self drawing

3.3 Correlation Analysis

Based on the analysis above, we studied the correlation between six demographic
attributes and 19 city attributes. We found that although all the factors showed weak
or negative correlation with each other, the differences in their correlations still reflected
certain patterns. Firstly, marital status was somewhat related to the popularity of local
dialects and peer support in the city; time of settlement was correlated with the city’s
entrepreneurial opportunities, cultural inclusiveness, and housing prices, indicating that
innovative immigrants need to strengthen language integration and career links while
considering the cost of living for long-term stability. Education backgroundwas strongly
associated with the city’s employment opportunities, the popularity of local dialects,
and the welfare benefits of the city’s household registration, indicating that people with
higher education tend to value the advantages of employment and settlement. Gender
was related to the diversity of food, the conditions for settling down, and the city’s
provision of personal growth and promotion opportunities, indicating that there are still
differences between men and women in these aspects. Annual income and age group
were related to the welfare benefits of settling down and the provision of educational
facilities in the city, indicating that innovative immigrants increasingly value long-term
welfare of the city with age and income growth (Fig. 4).
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Fig. 4. Heat map of the correlation between the attributes and needs of innovative immigrants.
Source: Author’s self drawing

The KDE distribution graphs of the factors show that the grouping of demographic
attributes often corresponds to the differentiation of their preference options. Taking the
two groups of factors with the highest correlation, gender-city food diversity and edu-
cation background-city household welfare, for example, the KDE graph of the former
shows that males (group 1) tend to choose cities with high food diversity over females
(group 2), and the KDE graph of the latter shows that innovative immigrants with a
bachelor’s degree are insensitive to household welfare benefits, those with a master’s
degree are divided on this issue, while those with a doctoral degree tend to value house-
hold welfare benefits. Overall, different groups of demographic attributes will choose
suitable cities to settle in according to their specific needs and preferences when facing
various city attributes (Fig. 5).

3.4 Framework for Innovative Immigration Inclusive Design Elements

The Framework for Innovative Immigration Inclusive Design Elements is a framework
aimed at helping designers and planners create a more inclusive and friendly urban envi-
ronment for new immigrants. The frameworkmainly includes the following contents(see
Fig. 6):

1. Community integration: Provide opportunities and support for new immigrants to
join the community.

2. Employment opportunities: Provide employment opportunities for new immigrants
while ensuring fair wages and benefits.

3. Public services: Provide appropriate public services, including education, healthcare,
and social services.
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Fig. 5. The KDE diagram of the attributes and needs of innovative immigrant. Source: Author’s
self drawing

4. Cultural adaptation: Respect and support the cultural background and values of new
immigrants.

5. Participation and governance: Ensure that new immigrants have the opportunity and
right to participate in urban governance.

6. Urban environment: It should be open and inclusive, so that immigrants can find a
sense of belonging and social support within it.

These elements aim to provide support and encouragement for new immigrants to
integrate into the urban environment, and provide a guiding framework for designers to
develop more inclusive and friendly urban design solutions.
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Fig. 6. The KDE diagram of the attributes and needs of innovative immigrant. Source: Author’s
self drawing

4 Discussion

In this study, the authors aimed to explore the demand preferences of innovative immi-
grants towards cities, identify their demand priorities, and propose a framework for
inclusive design elements to meet their needs. The research employed interviews with
urban innovative immigrants and conducted a detailed classification of their demand
preferences. Through the use of the KANO model and correlation analysis, the study
established eight evaluation dimensions and 19 evaluation indicators.The results of the
research, based on the analysis using the KANO model and correlation analysis, led to
the proposal of a framework for inclusive design elements targeting innovative immi-
grants. This framework takes into account the importance placed by urban innovative
immigrants on seeking innovative and diverse life experiences, the convenience of urban
areas, and the significance of community interaction activities. The study also identi-
fied that differences in marriage and culture among urban innovative immigrants can
influence their demand for the city.

However, it is important to acknowledge the limitations of this study. One notable
limitation is the relatively small sample size, which may limit the generalizability of the
research findings to a broader population. The study primarily represents the preferences
and perspectives of the local context in which the research was conducted. Despite the
limitations, this study holds significant value in its exploration of the living needs of
innovative urban immigrants. The proposed framework for inclusive design elements
can serve as a valuable reference for urban planning and design professionals seeking to
create more inclusive and accommodating cities. By understanding the demand prefer-
ences and priorities of innovative immigrants, urban environments can be optimized to
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provide the necessary resources, opportunities, and experiences that contribute to their
successful integration and overall satisfaction.
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Abstract.
Purpose - Portraitmode refers to a particular setting in smartphone cameras,which
mimics the effect of professional cameras with specialized lenses, larger sensors,
and high focal lengths. The mode is popular as it can remove the distractions in the
backgroundwhilemaking themain figure - usually a personmore outstanding. The
function is so powerful if correctly used, as users can enjoy the professional effect
of photos as well as the portability of smartphones. However, as the mode relies
on the smartphone’s processor, camera hardware, and computational algorithm,
different smartphones have different specific functional features and results.

Research Methodology and Approach - This study intends to compare the por-
trait mode of six smartphones based on iOS and Android systems. Twelve user
interviews were conducted first to investigate users’ evaluation, needs, and expec-
tations of smartphone portrait mode. Based on this, we develop a survey with
current problems, expected functional features of portrait mode, and suggestions
for smartphone companies.

Finding - After data analysis, we found that users are not satisfied with the cur-
rent offering of portrait mode on the market. Smartphone companies have great
potential for innovation in this area. Portrait modes from different brands have
similar problems: poor interaction logic, hard-to-access shooting assistants, lack
of notice information in the shooting process, and hard to customize according to
users’ needs. We also found that users expected four functions related to the auto-
matic justification of photo composition (75%), better lighting angle (69.44%),
parameter setting (63.89%), and figure angle (52.78%). All four functions require
the algorithm to recognize the ‘aesthetics’ of a human being from a personal
perspective. Design implications of portrait mode were provided based on the
results.

Contribution - The study analyzed the current problems and expected functional
features of portrait mode with a comparative case study method. The research can
be valuable for the design and development team to discover innovative oppor-
tunities, create meaningful functions, and provide a better user experience for a
smartphone camera.

Keywords: Portrait mode · user interface · user experience · smartphone

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Stephanidis et al. (Eds.): HCII 2023, CCIS 1957, pp. 224–238, 2024.
https://doi.org/10.1007/978-3-031-49212-9_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49212-9_29&domain=pdf
https://doi.org/10.1007/978-3-031-49212-9_29


User Experience of the Portrait Mode of Smartphone 225

1 Introduction

Since 2016, Apple has introduced a new camera mode called Portrait Mode, which has
gained significant popularity due to its ability to create a depth-of-field effect that allows
users to capture photos with a sharp focus on the subject and a blurred background
(Apple, 2021). By leveraging advanced algorithms and camera lenses, Portrait Mode
enables users to capture photos with a sharp focus on the subject and a blurred back-
ground, creating a depth-of-field effect. This feature has become increasingly significant
in today’s digital age, as more people take and share photos online. By mastering Por-
trait Mode, even users without a background in photography can consistently capture
high-quality images. However, despite its powerful visual performance, Portrait Mode
can be challenging for novice users to understand and operate. Typically, mobile phone
cameras default to standard photo mode, and users must select Portrait Mode manually.
Additionally, different smartphone models have varying Portrait Mode settings, requir-
ing users to have a basic knowledge of photography to adjust relevant parameters. As a
result, beginners face a learning and technical barrier when attempting to learn and use
Portrait Mode. In conclusion, while Portrait Mode is a valuable feature for capturing
stunning photographs, its complexity can hinder user adoption and may require some
level of prior knowledge and practice to master.

The purpose of this study is to compare the portrait mode features of six mobile
phone models available in the market, with a focus on exploring users’ experiences. The
study aims to propose an interface design for portrait mode that aligns with users’ habits
and preferences and provides a wireframe and user interface for mobile phones’ portrait
mode. The research analyzes the portrait mode on six mobile phone models that operate
on Android, IOS, and HarmonyOS systems. The paper begins with an analysis of the six
cases, followed by conducting a user interview and a questionnaire to better understand
users’ needs. The study is centered on the users to develop an interface for portrait mode
that accommodates their preferences and habits.

The concept of User Interface Design (UID) has been discussed by Marcus (2002)
who suggested that UID plays a significant role in enabling effective communication
betweenhumanbeings or betweenhumans and an artifact.UID is concernedwith both the
physical and communicative aspects of input and output, which are essential components
of interactive activity. Therefore, an efficient user interface design should aim to enhance
the communication and usability of an artifact by considering the user’s needs and
preferences. This can be achieved through a comprehensive understanding of the user’s
cognitive, emotional, and behavioral characteristics, which should be considered during
the design process to create a user interface that is intuitive and user-friendly.

Shneiderman (1998) proposed The Eight Golden Rules of Interface Design includ-
ing strive for consistency; seek universal usability; offer informative feedback; design
dialogs to yield closure; prevent errors. Permit easy reversal of actions; keep users in
control; reduce short-term memory load.

Based on Shneiderman’s research, Gong and Tarasewich (2004) proposed fifteen
principles for mobile device interface design, including to enable frequent users to use
shortcuts; offer informative feedback; design dialogs to yield closure; support internal
locus of control; consistency; reversal of actions; error prevention and simple error han-
dling; reduce short-termmemory load; design for multiple and dynamic contexts; design
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for small devices; design for limited and split attention; design for speed and recovery;
design for “top-down” interaction; allow for personalization; design for enjoyment.

Nielsen’s Ten Heuristics are also used to evaluate user interfaces to find their usabil-
ity problems (Nielsen, 2005). Ten principles were discussed, including visibility of
system status; match between system and the real world; user control and freedom; con-
sistency and standards; error prevention; recognition rather than recall; flexibility and
efficiency of use; aesthetic and minimalist design; help users recognize, diagnose, and
recover from errors; help and documentation. In Don Norman’s book “The Design of
Everyday Things”, seven basic design principles are presented including discovery, feed-
back, conceptual models, affordance, signifiers, mapping, constraints (Norman, 2013)
(Table 1).

Table 1. Comparison of design principles

Shneiderman
(1998)

Gong and
Tarasewich (2004)

Nielsen (2005) Norman (2013)

1.Consistency
√ √ √

2.Shortcuts
√ √

3.Feedback
√ √ √ √

4.Dialog
√ √ √ √

5.Error Prevention
√ √ √

6.Reversal
√ √ √

7.Control and
freedom

√ √ √

8.Reduce memory
load

√ √ √ √

9.Personalization
√

10.“Top-Down”
Interaction

√

11.Enjoyment
√ √

12.Constraints
√

13.Flexibility and
Efficiency

√ √

14.Help
√

After comparison, we summarized the fourteen principles that could guide the inter-
face design, including consistency, shortcuts, feedback, dialog, error prevention, reversal,
control and freedom, reducing memory load, personalization, “Top-Down” Interaction,
enjoyment, constraints, flexibility and efficiency, and help. The aforementioned prin-
ciples hold considerable significance in the realm of mobile device interface design.
The present study focuses on the design of the portrait mode interface and seeks to
incorporate and analyze the aforementioned principles.
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2 Research Methodology and Approach

The present study employed a mixed-methods approach to collect and analyze data,
which incorporated a case study, questionnaire, and user interview.

2.1 Case Study

We select portrait mode on six mobile phones based on Android, IOS, and HarmonyOS
Six popular and representative mobile phones, namely iPhone 13 Pro, Huawei P50 Pro,
Vivo X70 Pro+, Xiaomi 11 Ultra, OnePlus 9, and OPPO Reno7 Pro (Table 2), were
selected for the study. These mobile phones are widely used and have a significant user
base. The portrait mode of these devices was analyzed and compared in terms of their
information structure, function, and user experience.

Table 2. Systems and Models of mobile phones selected.

Native System Mobile Phone System Mobile Phone Model

iOS IOS 15 iPhone13 pro

HarmonyOS HarmonyOS 2.0 Huawei P50 pro

Android OriginOS 1.0 Vivo X70 pro+

MIUI 12 Xiaomi 11 Ultra

Color OS 11.2 OnePlus 9

Color OS 12 OPPO Reno7 pro

2.2 Questionnaire

We conducted an onlinequestionnaire with 100 valid questionnaires that were collected
and analyzed (Table 2). From the demographic analysis, we found that 48% of the
respondents are male, while 52% are female. 9% are under twenty years old. 91%
are between twenty to thirty-one years old. 11% of respondents are with professional
experience in photography. 44%arewithout professional experience in photography. The
Demographic Analysis shows that most respondents are between twenty to thirty-one
years old, the main group that uses the phone camera portrait mode.

2.3 User Interview

We interviewed twelve users, including eight iPhone users, two Huawei users, and two
Android system phone users (Table 3). The 12 interviewees were: X2, L7, C3, S4, C5,
C6, Y9, Y12, W1, T11, Z10, Z8. Respondents were between twenty-three and twenty-
five years old, seven females and five males. The interview time ranged from between
twenty and forty-fiveminutes andwas conducted offline face-to-face and online via video
chat. Interview questions included their habits, experiences of using portrait mode, and
preference (Table 4).
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Table 3. Demographic Analysis by the authors.

Demographic characteristic Category N %

Gender Male 48 48

Female 52 52

Age Under 20 9 9

20–30 Years 91 91

Experience With professional experience in
photography

11 11

Without professional experience in
photography

89 89

Table 4. Information of interviewees.

Demographic characteristic Category N %

Gender Male 5 41.67

Female 7 58.33

Age 21–25 12 100

Phone System IOS 8 66.67

HarmonyOS 2 16.67

Android 2 16.67

Frequency of use Frequent 7 58.33

General 5 41.67

Time of use 0–2 years 3 25

3–4 years 9 75

3 Result

3.1 Functional Features of Portrait Mode

In the ensuing section, we scrutinize and juxtapose the functional characteristics of the
portraitmode across sixmobile phonemodels, highlighting their differences, similarities,
strengths, and weaknesses. Upon transitioning from the standard photo mode to portrait
mode, all six devices exhibit a comparable interface featuring a circular shutter icon
centered at the bottom, an album icon situated at the left side at the bottom, and a Flip
Lens icon positioned at the right side at the bottom (as illustrated in Fig. 1). These three
functions are frequently utilized and are presented for user convenience, facilitating
one-handed operation.

After a thorough analysis and comparison of the first level of the portrait mode
interface, we proceeded to evaluate the second level, which includes seven functional
features such as buttons, zoomfunctions, composition assistance, beautification, lighting,
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Fig. 1. First level of portrait mode interface.

depth, and other functions (Fig. 2, Table 5). It is worth noting that the number of function
buttons plays a crucial role in determining the user’s experience in the interface, as it
can significantly affect the simplicity, flexibility, and efficiency of use. Based on our
research, most of the portrait modes have four to five functional features (e.g., iPhone
13 Pro, Xiaomi 11 Ultra, Huawei P50 Pro, OnePlus 9, and OPPO), whereas the Vivo
X70 Pro + offers eight functional features.

Fig. 2. Second Level of portrait mode interface comparison.

The zoom function enables users to adjust the captured image’s magnification level
and varies in its presentation across different mobile phones. By selecting a focal length,
users can adjust the level of out-of-focus blurring at the tele end to emphasize the
main subject and create separation from the foreground or background. As the zoom
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is increased towards the tele end, the out-of-focus area’s blurriness becomes more pro-
nounced. In contrast, the wide-angle end is suitable for pan-focus shots and offers a dis-
tinct representation. When framing the image with a focus on a middle or long-distance
view, the tele end delivers sharp results across the entire range, much like the wide-angle.
The zoom function allows for more personalized representations. After comparing the
zoom function of six models, we found that the iPhone 13 Pro, Huawei P50 Pro, Vivo
X70 Pro+, and OnePlus 9 offer zoom functions ranging from 1× to 5×, whereas the
Xiaomi 11 Ultra and OPPO Reno7 Pro lack this feature.

The present portrait mode incorporates various fundamental composition assistance
functions, which enable users to discern if they are too close or too far from the subject.
Certain portrait modes also offer composition tips, a nine-pane grid, and horizontal lines
that facilitate better composition. The Huawei P50 Pro’s rear-facing camera can detect a
person’s face to capture a portrait mode photo. Among all of the six mobile phones, the
VivoX70 pro+ provides a “pose” function, which provides users with posing inspiration.

Beautification is a recent and widespread functional feature that appeals to young
users. The primary objective of this function is to improve the appearance of the photo-
graph and create a more impressive and dazzling image by enlarging the eyes, enhancing
the lips, and smoothing the skin to create a more radiant look. One-click beautification
is provided by four of the models (namely, Huawei P50 Pro, Xiaomi 11 Ultra, OnePlus
9, and OPPO Reno7 Pro), while the iPhone 13 Pro lacks this function. Additionally, the
Vivo X70 Pro+ offers tailored beautification features, allowing users to experiment with
various beautification filters to discover the optimal one for their needs.

The lighting effect is an important feature in portrait mode photography, allowing
users to capture high-quality images with various lighting effects to enhance the atmo-
sphere and ambiance of the scene. IPhone users can take a portrait mode photo with a
real-time preview of the lighting effect on their screen. Then they can swipe to choose
between the different lighting effects that appear in the bottom part of the viewfinder,
such as studio light, to brighten facial features; contour light, for more dramatic direc-
tional lighting; stage light, to isolate the subject in the spotlight; stage light mono, for
stage light in a classic black and white, and high-key light mono, for a grayscale subject
on a white background. Additionally, some models offer customized lighting effects,
such as style lighting for the Vivo X70 pro+ and neon lighting effects for the Xiaomi 11
Ultra.

The depth control function enables users to adjust the level of background blur and
the intensity of portrait lighting effects. On the iPhone, users can activate the Depth
Control by tapping the corresponding button on the top of the screen. A slider is then
displayed below the photo, allowing users to adjust the effect by dragging the slider left
or right. The original value of the photo is marked by a gray dot above the slider. Notably,
three of the six mobile phones in the study offer depth control functions, including the
iPhone 13 Pro, Vivo X70 Pro+, and Xiaomi 11 Ultra.

In addition to the functional features mentioned above, there are four features pro-
vided by various models, such as foreground effect, AI depth control filter, shooting
prompts, and portrait introduction. Two of the mobile phones have foreground effects
(Huawei P50 Pro and Vivo X70 pro+). Visual elements are positioned between the cam-
era and the subject. The AI-assisted depth control of Xiaomi 11 Ultra allows users to
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apply different types of depth filters, such as for humans, animals, and food, etc. The
shooting condition prompts remind users to stay near or far to trigger the portrait mode.
iPhone displays terms like “Stay away”, or “Place the subject within a distance of 2.5m”,
which sounds like orders. While OnePlus 9 does not use words for alert, a green box is a
signal for a successful trigger of portrait mode, which is clearer and more user-friendly.
Only the Huawei P50 Pro has an introduction function for beginners on the upper right
side of the interface. It explains the difference between portrait mode and standard mode
with cases.

Table 5. Comparison of portrait mode interface of six mobile phones.

iPhone
13pro

Huawei P50
pro

Vivo X70
pro+

Xiaomi 11
Ultra

OnePlus 9 OPPO
Reno7 pro

Number of
buttons

5 4 8 5 4 4

Zoom “1×”
“3×”

“1×”
“2×”
“3×”

“1×”
“2×”
“5×”

None “1×”
“2×”

None

Composition
Assistance

Basic
assistance

Basic
assistance

Basic
assistance,
Pose
composition
assistance

Basic
assistance

Basic
assistance

Basic
assistance

Beautification No beauty One-click
beauty

Custom
Beauty

One-click
beauty

One-click
beauty

One-click
beauty

Lighting Studio
Light,
Contour
Light,
Stage
Light,
Stage
Light
Mono,
High-Key
Light
Mono

None Style
Lighting

Neon
Lighting

None None

Depth Have None Have Have None None

Other
Functions

Shooting
prompts

Foreground
Effect,
Introduction

Foreground
Effect

AI
assistance

shooting
prompts

None
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3.2 Analysis of Portrait Mode with Design Principles

In the following section, the portrait modes of sixmobile phones are examined according
to the interface design principles examined in a literature review. After analysis, the first
level of portrait mode functions is designed and developed reasonably and user-friendly
considering user interaction, behaviors, and habits. While the second level of functional
features has its strength and weakness (Table 6).

Table 6. Matching portrait mode with design principles

iPhone
13pro

Huawei
P50 pro

Vivo
X70
pro+

Xiaomi 11
Ultra

OnePlus 9 OPPO
Reno7 pro

1.Consistency
√ √ √ √ √ √

2.Shortcuts

3.Feedback
√ √ √

4.Dialog

5.Error Prevention
√ √ √ √ √ √

6.Reversal

7.Control and
freedom

√ √ √ √ √ √

8.Reduce memory
load

9.Personalization

10.”Top-Down”
Interaction

√ √ √ √ √ √

11.Enjoyment

12.Constraints
√ √

13.Flexibility and
Efficiency

√

14.Help
√ √

Consistency of Portrait Mode. Consistent sequences of actions should be required
in similar situations; identical terminology should be used in prompts, menus, and help
screens; and consistent color, layout, capitalization, fonts, and so on, should be employed
throughout (Shneiderman, 1998). Consistency takes on an additional dimension with
mobile applications: the consistency across multiple platforms and devices for the same
application (Gong and Tarasewich, 2004). Users should not have to wonder whether
different words, situations, or actions mean the same thing. Follow platform conventions
(Nielsen, 2005).

According to the questionnaire responses, 47.2%of users haveperceived the interface
design of the portrait mode across various models as similar and consistent. Moreover,
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from level one to level two, the interface is consistent. Based on the interview results,
some users have found it relatively easy to comprehend and familiarize themselves with
the fundamental portrait mode functions among different models. Nevertheless, users
may encounter difficulties in learning and understanding new, model-specific features
when switching between different mobile phone models.

Within the portrait mode category, inconsistency in page jumping can impede user
operations and cause confusion. For instance, in the iPhone series, the depth of field
setting button located in the upper right corner of the interface can jump to the depth
of field setting page. However, clicking on the depth of field setting button situated in
the lower left corner of the interface can result in jumping to a different page. Such
inconsistency in page jumping can lead to a logical conundrum for some unfamiliar
users.

Dialog and Feedback of Portrait Mode. For every user action, there should be inter-
face feedback. Sequences of actions should be organized into groups with a beginning,
middle, and end (Shneiderman, 1998). For every operator action, there should be some
system feedback, such as a beep when pressing a key or an error message for an invalid
input value. Sequences of actions should be organized into groups with a beginning,
middle, and end (Gong & Tarasewich, 2004). The system should always keep users
informed about what is going on, through appropriate feedback within reasonable time
(Nielsen, 2005). The term signifier refers to anymark or sound, any perceivable indicator
that communicates appropriate behavior to a person. Some way of letting you know that
the system is working on your request (Norman, 2013).

Approximately 66.67% of the survey respondents acknowledged the usefulness of
the feedback provided by portraitmode.Nonetheless, someof the interviewees expressed
divergent views. Specifically, some interviewees reported that the shooting prompt fea-
ture can be a hindrance when users need to capture a photo quickly. They felt that
portrait mode requires users to invest more time and effort to adjust the settings, and
in an emergency situation where the camera fails to recognize the user, the user has
to quickly swipe back to standard mode. To enhance the user experience, the interface
should be refined to enable automatic swiping to standard mode if portrait mode cannot
be triggered. Some interviewees opined that the interactive prompts do not aid users, but
instead create confusion and even engender resentment towards the function.

Regarding the intelligent assistant function, the survey results indicate that 63.89%
of respondents are interested in adjusting parameter settings. In addition, 52.78% of
respondents believed that camera angle tips are necessary, while 75% considered photo
composition tips to be useful. A majority of 75% of respondents also acknowledged the
importance of photo lighting tips (Fig. 3).

Error Prevention of Portrait Mode. As much as possible, design the interface so
that users cannot make serious errors (Shneiderman, 1998). Preventing and handling
errors on mobile interfaces are similar to those for desktop interfaces, although the need
becomes more critical due to the more rapid pace of events in the mobile environment
(Gong & Tarasewich, 2004). Even better than good error messages is a careful design
that prevents a problem from occurring in the first place either eliminating error-prone
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Fig. 3. Portrait mode photo assistance function.

conditions or checking for them and presenting users with a confirmation option before
they commit to the action (Nielsen, 2005).

The shooting condition prompts serve as an aid to assist users in achieving their
desired bokeh effects, while also providing consistent feedback without a mandatory
format. To best suit user preferences, shooting conditions should not impose strict orders
but rather adapt to their desired photographic outcomes. Instead of the current phrase
“Stay away”, suggested language such as “To meet the bokeh conditions” and “0.5–2.0
m to achieve better bokeh” could be used.

It is important to clearly display reminder information regarding whether or not the
portrait mode shooting conditions aremet. Some users may use portrait mode despite not
meeting the necessary conditions, resulting in photos without the desired portrait mode
effects. This can cause confusion and a negative experience for the user. To address this
issue, shooting condition prompts can be used to inform users of the current situation
through a dialog box that indicates whether the bokeh effect is enabled or not. This
approach, similar to the shooting condition prompt used in the portrait mode interface
of OnePlus series phones, should avoid any misleading prompts and be tailored to the
user’s needs.

Control of Portrait Mode. Experienced users strongly desire the sense that they are
in charge of the interface and that the interface responds to their actions (Shneiderman,
1998). Users want to be in charge of the system and have the system respond to their
actions, rather than feeling that the system is controlling them (Gong & Tarasewich,
2004). The system should speak the users’ language, with words, phrases, and concepts
familiar to the user, rather than system-oriented terms. Follow real-world conventions,
making information appear in a natural and logical order. Users often choose system
functions by mistake and will need a clearly marked “emergency exit” to leave the
unwanted state without having to go through an extended dialogue. Support undo and
redo (Nielsen, 2005). It is possible to determine what actions are possible and the current
state of the device. The design projects all the information needed to create a good
conceptual model of the system, leading to an understanding and a feeling of control
(Norman, 2013).
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Based on the results of the questionnaire, a majority of 57.3% of users found the
information presented on the interface to be easy to comprehend. However, certain inter-
viewees held the view that a considerable number of functional features were conveyed
through mere icons, lacking sufficient accompanying prompts to enhance their under-
standability. In particular, some distinctive functions of specific mobile phone models
were difficult to grasp without prior experience, thus adding to the learning curve and
leaving an unfavorable impression on users.

Moreover, based on the interview findings, certain camera features can pose chal-
lenges to users. For instance, users may struggle to differentiate among the five available
lighting effects on the iPhone. X2 interviewee expect that “the lighting function seems
advanced, but I do not know how to use it. It is better that the phone can adjust lighting
effect automatically for me”. This suggests that some users may require further guidance
or assistance in utilizing certain camera features effectively.

Personalization of Portrait Mode. Allow users to configure the output to their needs
and preferences (e.g., text size, brightness). Allow for single or no-handed operation.
Have the application adapt itself automatically to the user’s current environment. Provide
users the ability to change settings to their needs or liking (Gong and Tarasewich, 2004).

According to the survey results, 30.56% of participants expressed a desire to cus-
tomize the interface using the options button. However, the portrait mode interfaces are
currently fixed and do not allow for personalization. Some users have reported that the
fixed frame provided by the current portrait mode is too restrictive and inconvenient.
In response to this, the Xiaomi 11 Ultra has implemented various presets for different
shooting themes to cater to the needs of subgroups of users. W1 suggested, “providing
more intelligent, one-touch settings and environmental self-adaptation”.

The design of function keys aims to maintain simplicity andminimalism by avoiding
an excessive number of buttons. In addition, customizable settings may be provided to
empower users to select which function keys to display and their location, thereby
tailoring the interface to individual preferences.

To optimize shooting settings, it is recommended to provide a diverse range of
presets in addition to custom settings. To prevent overly complicated parameter settings
that may impede some users, the Xiaomi 11 Ultra presets for people, pets, still life,
and other categories can be used as a reference to offer a one-click mode selection to
most users. This approach enables users to select functions and interface subdivisions
based on their preferences and needs, thus providing amore personalized and convenient
experience.

“Top-Down” Interaction of Portrait Mode. Present high levels of information and
let users decide whether or not to retrieve details (Gong & Tarasewich, 2004).

In the design of the portrait mode interface, the function keys’ logic should aim
for maximum convenience without an excessive number of jumping pathways. The
number of interface levels should be minimized, with the second-level interface capable
ofmeetingmost needs, except for a few that require the third-level interface. For instance,
the depth-of-field adjustment function key located in the upper right corner of the iPhone
13Pro interface can be usedwithout reappearing in the secondary interface of the idle part
of the top setting function button. The interface for depth-of-field setting does not need to
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jump to the interface of the setting function to prevent users from making jumping logic
errors, mistakenly regarding the setting function interface as the third-level interface.

Enjoyment of Portrait Mode. Applications should be visually pleasing and fun as well
as usable (Gong and Tarasewich, 2004). Dialogues should not contain information that
is irrelevant or rarely needed. Every extra unit of information in a dialogue competes
with the relevant units of information and diminishes their relative visibility (Nielsen,
2005).

From the questionnaire result, 58.33% of the respondents prefer a simple and elegant
interface style. 59.9% of users are satisfied with the aesthetics of the interface design
of portrait mode. However, from the interviewee, we found that some problems that
need to be addressed. The portrait mode interface is not designed with delicate details.
Take iPhone as an example, its visual aesthetics are not well managed. For instance, the
Chinese version of “a little farther away” has a period of “.” in the middle, which is not
inconsistent with the Chinese writing style and is not necessary. And the rectangle for
the prompt is not delicately de-signed and inconsistent with the overall style of interface
design.

Flexibility and Efficiency of Portrait Mode. Accelerators – unseen by the novice
user – may often speed up the interaction for the expert user such that the system can
cater to both inexperienced and experienced users. Allow users to tailor frequent actions
(Nielsen, 2005).

Some interviewee reflects that the overall functional features are too complicated for
general users and not professional enough for professional users. For general users, the
portrait mode provides more intelligent assistance and automatic parameter settings. For
professional users, the portrait mode should allow maximum manual parameter settings
and control like a professional camera. Therefore, it can provide different interfaces
for different types of users. C6 said “I have always felt that the iPhone portrait mode
settings are not easy to use. Some beauty cameras do a better job and they also disclose
the parameters for taking better photos. iPhone can learn from beauty cameras to set
the presetting parameters for users to take a beautiful photo.” The interface should be
designed and developed as convenient as possible.

Help. Error messages should be expressed in plain language (no codes), precisely indi-
cate the problem, and constructively suggest a solution. Even though it is better if the
system can be used without documentation, it may be necessary to provide help and
documentation. Any such information should be easy to search, focused on the user’s
task, list concrete steps to be carried out, and not be too large (Norman, 2013).

The majority of prior studies have focused on user assistance, without addressing
intelligent assistance, which is likely to become an essential principle as technological
advancements continue to evolve. The technology of shooting posture assistance (Amir,
2022) enables the device to offer usersmore efficient and sensible aid. It can recognize the
images uploaded by the user to provide shooting assistance through analysis. Moreover,
it offers interactive forms of assistance, such as voice prompts and indicator lights,
instead of imposing restrictive constraints on the user.
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Providing clear information cues is crucial, particularly for primary or infrequent
functions that require explanation and instruction. In the case of iPhone 13 Pro’s portrait
mode, the lighting effects feature could be included in a help button that, when clicked,
displays a comparison chart and concise textual guidance to aid the user in understanding
the feature’s purpose and usage. A similar approach is seen in Huawei P50 Pro’s portrait
mode interface, which includes an introduction to the portrait mode feature in the help
button.

3.3 Proposed Wireframe and Prototype of Portrait Mode

Based on the principles of interaction interface design that have been researched, and
studying the existing portrait model of cell phones, the following interface wireframe
and prototype diagram (Fig. 4) are proposed to improve on this basis. The interface
framework comprises two major components.

(1) Main interface: Zoom, Beautification, Depth, Flash, Shooting Assistance, Other
Settings, Intelligent Assistance, Information Description.

(2) Bottom interface: Shutter, Album, and Lens Conversion, which are basically the
same as those of the six phones.

Fig. 4. Wireframe and Level 1 Interface of Proposed Portrait Mode.
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Abstract. Against an accelerating aging population, China bears a heavy burden
of old age. Many older people face a poverty crisis due to a lack of social security.
Therefore, focusing on the resources of older people and using the old clothes
recycling project as a breakthrough point, this paper designs an online and offline
process to help older people find employment in the community. This paper first
uses literature research to propose that clothing recycling projects can re-employ
older people in the community. Then User Requirements Analysis was conducted
using the interview method based on Maslow’s Hierarchy of Needs to improve
the user experience. Afterward, a specific design framework was proposed for the
innovative transformation of clothing for commercializing community clothing
recycling and disposal. At the same time, the online process APP was developed
with a gamified interaction design to motivate users to participate. This research
aims to drive community employment for the low-aged elderly, to allow older peo-
ple to train in relevant activity participation skills, improve their living conditions,
build new interpersonal networks with community activities, and enhance older
people’s sense of community integration. Based on previous research, this paper
proposes a community-led recycling process for clothes to help older people find
employment. Also, it provides a reference for subsequent community employment
designs for the lower-aged elderly.

Keywords: Older people · Employment · Community clothing recycling
process · UX

1 Introduction

1.1 Aging in China

Population aging has become a universal social issue worldwide. China is entering an
aging society at a catch-up stage, facing enormous pension pressures and insufficient
financial resources to provide more social benefits for older people [1]. China’s elderly
are at risk of poverty without adequate pension protection, and there are many obstacles
to re-employment.

At the same time, we cannot ignore the massive potential of elderly resources. As
of November 2020, the number of lower-aged older people (aged 60–74) in China will
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exceed 147 million, accounting for 55.83%, the highest number of older people [2].
Suppose thatwe include this low-age elderly population in human resource development.
In that case, it will play an essential role in promoting the construction and development
of the social economy and effectively alleviate the burden and pressure of the aging
population.

1.2 Current Status of Clothing Recycling in China

As the ecological environment deteriorates, a global awareness of environmental pro-
tection is beginning to emerge. Sustainable development is now the theme of national
and even global development. People are concerned that improper methods of disposing
of used clothes, such as landfill or incineration, cause serious environmental pollution
and waste the earth’s resources. The recycling of old clothes has become a hot topic of
social concern, as the project is developed with the issues of environmental protection,
energy conservation and social welfare in mind.

However, clothing recycling in China is in the exploratory stage. The overall recy-
cling rate of old clothes cannot meet the expected standards. The recycling system has
not yet reached scale, and no effective operating mechanism is truly government-led,
market-driven and public-led [3].

2 Related Work

Through literature research, this paper reviews keywords related to employment for the
low-age elderly and clothing recycling, summarizing cases andmethods in the literature.

Galkin, KA [4] mentioned that employment strategies in developed economies are
characterized by tax incentives for employers and retraining for older people. Cho et al.
[5] referred to improvements to promote the employment of older people. For example,
making the best use of short-time work, expanding the range of social service jobs in
social enterprises, and then there are more employment opportunities for older people.

Richard J. Wirth et al. [6] organized participatory design community events with
public interactive displays. Their design promoted social interaction and community
engagement, facilitate co-production among older people in the community.

Guo Yan et al. [7] studied GRACER Ltd, the largest used clothing sorting enterprise
and second-hand clothing exporter in China, and analyzed its recycling model of inte-
grated used clothing treatment. GRACER regularly organizes used clothing recycling
activities in the community, and the integrated back-end processing of used clothing
also provides many jobs for the community. Sun Rui [8] proposed organically com-
bining used clothing recycling services with urban community management to build a
comprehensive community-used clothing recycling system.

Based on these studies, the paper changes the direction of thinking. For the first
time, the paper proposes to provide jobs for older people in the less complex processes
of used goods recycling. The community committee can act as an intermediary between
the company and older people. Using clothing recycling as an example to develop a com-
munity employment user experience design. User Requirements Analysis is conducted
on the potential elderly employed in the community.



User Experience Centred Design 241

3 User Requirements Analysis

A user interview form based on Maslow’s Hierarchy of Needs (see Table 1) was devel-
oped to gain insight into the needs of older people regarding the employment process
and workshop activities.

A small sample size was chosen for this interview, and interviews were conducted
one-on-one with older people. The interviews took 6 days to interview 10 older people
in different situations. The interviews were conducted in Suishi Village, Zengcheng
Xiangjiang Gifted Community, Guangzhou Book Buying Centre and Dongshankou.
The transcripts were collated from the interviews to obtain a record sheet of relevant
views and keywords.

Table 1. User Interview Form.

Physiological need 1. Please introduce your basic information?
For example, age, education, income (pension), etc

Safety need 2. What is your present occupation?

3. Would you like to be re-employed in the community?

If you are re-employed, how long can you physically support
your current work schedule?(Half an hour as a work unit)

Have you previously developed skills and experience in the
workplace?

Belongingness and love need Are you a native of the community or did you come to the city
with your children?

Do you know your neighbors well?

Would you like to participate in a community clothes
workshop to meet new friends?

Esteem need Do you need care for grandchildren?

Would you want time for yourself if you had to take care of
your grandchildren?

Do you want to try to express your will and show yourself?

Self -actualization need Would you like to learn about new ideas such as clothing
recycling?

Would you like to learn new skills about clothing recycling?

Based on the ten older people recorded, three types of User Persona were drawn up
(see Fig. 1. User persona.): illiterate migrant people (brought to the city by their children
and living away from their native villages), indigenous people with a skills base, and
indigenous people with low income or no pension. They will provide a user reference
for the subsequent design of the solution.
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Fig. 1. User persona

4 Solution

4.1 A Design Framework for the Innovative Transformation of Used Clothing
for Community Employment

This paper conceptualizes a design framework for the innovative transformation of used
clothing for community employment (see Fig. 2) to guide the development of the design
practice. The design framework clarifies the functional roles of the various departments.

The framework is community-led, with government departments and social enter-
prises working together to recover and recycle clothing. The community is the initiator,
and community managers are matched with public benefit enterprises and low-income
seniors. Public benefit enterprises provide jobs and technical training to obtain low-
cost employees provided by the community. Seniors apply to obtain jobs and achieve
employment within the community. Government departments are indirectly involved
through regulation or legislative and planning guidance to protect personnel’s labor
rights, encourage enterprises’ active participation, and ensure an orderly process [9].

4.2 Process Design of Clothing Recycling for Seniors’ Community Employment

Thepublic recycling business separates two low-technologyprocesses from the assembly
line: sorting andpacking.Theyoffer these positions tomatch the community.Community
managers post job openings on the app. The managers assign suitable jobs based on the
health status and interests of the applicants.
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Fig. 2. A design framework for the innovative transformation of used clothing for community
employment.

The clothes are sorted according to the 70% newness standard. Unusable scraps
less than 70% new are recycled into fiber material at a partner recycling company’s
fabrication facility. A small portion of the scrap can be used to hold community clothing
transformation workshops. The community clothing transformation workshop invites
professionals from companies to popularize the knowledge of recycling, environmental
protection concepts and provide professional tutorials on transformation so that seniors
can learn to transform old clothes at low cost. Most available shredded materials are
shipped to Cooperating companies, which clean and disinfect the materials and then
process materials into products or clean clothes. If there are relevant demands from
public welfare organizations, company and workshop products will be donated to needy
people. Remaining products are sold at low prices in the community’s idle space. This
puts the clothing into the recycling process. Older people can redeem work credits for
new clothing at a low price, as well as for needed coupons, as shown in Fig. 3

Fig. 3. Process design of clothing recycling for seniors’ community employment.

5 Prototype Interface Design

An app is designed to assist in the flow of this UX design online process.
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5.1 Interface Structure

See Fig. 4.

Fig. 4. Interface structure.

5.2 Gamified Interaction Design

User Sensory Experience. In the visual aspect, the design is based on the visual habits
of older people in order to allow them to receive messages better. The font size is larger
than 18dp/pt, and the line spacing is 1.5 times and above. At the same time, warm and
bright colors improve the contrast between the text and the interface. Haptic interaction
during use gives the user a more engaged sense of reality, and the slight vibration when
completing tasks creates an immediate feedback experience, as shown in Fig. 5.

Fig. 5. Design based on user sensory experience.

Login Process and Guidelines. Illiterate older people who do not know most of the
words will retreat if they do not understand the interface after logging in, so this design
provides detailed guidelines after logging in, using visual expressions, mostly in every-
day language, and adding a slow voice reading to assist older people in understanding.
Considering the poor memory of older people, the guidelines exist as a hover button for
a long time in case of emergency.
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Wayfinding Design. The app automatically locates the current location and displays
the situation of nearby community work sites, providing navigation services for older
people unfamiliar with the location of work sites. At the same time, to avoid the problem
that older people do not trust the product enough and older people get lost, the app will
synchronize the elderly location information to their children’s cell phones in real time
(see Fig. 6).

Fig. 6. Login interface and wayfinding design.

User Emotional Incentives. The app helps record the hours older people work and
their remuneration. The seniors can check the amount of payment at any time. The points
earned from older people’s work can be exchanged for products from the community’s
unmanned clothing store, as well as for older people’s favorite vouchers for supermar-
ket consumption, household goods, phone bill recharge and laundry consumption (see
Fig. 7).

Fig. 7. Emotionally motivating interface design.
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6 Conclusion

Based on the background of China’s severe aging and the fact that clothing recycling
is at an exploratory stage, this paper explores how lower-aged older people engage in
the clothing recycling process for employment in the community. This paper summa-
rizes previous views through literature research, conceives the innovation point of this
paper for design, finds the user pain points through the interview method of Maslow’s
Hierarchy of Needs, conceives the design framework of waste clothing transformation
for community employment, constitutes the economic industry chain of old things recy-
cling, designs the community clothing recycling processing experience process with the
breakthrough point of low-aged elderly users, and designs the app to assist the process
Conduct.

The design innovatively proposes a community-led design framework for the inno-
vative transformation of old stuff recycling, allowing older people to participate in the
community-used clothing recycling for re-employment. Which on the one hand, can
meet the needs of the elderly of low age, allowing them to recognize their self-worth and
gain a sense of belonging in the community by participating in community employment
and clothing transformation workshops, and reducing the social pressure brought by
aging. On the other hand, it can provide a reference for the subsequent design of a com-
prehensive user experience for older people and attract more attention to the direction
of community employment for older people.
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Abstract. AR-enabled applications have the potential to contextualize math con-
cepts within a concrete situation, like rotating an aircraft, where students can
physically manipulate objects and develop their spatial skills. The AR-Classroom
application utilizes AR to make 2D and 3D rotations underlying matrix algebra
visible and interactive, enabling embodied learning. Previous usability tests on
the AR-Classroom assessed user-app interactions, the functionality of app fea-
tures, and overall ease of use. The findings from the previous studies led to several
modifications and improvements to the app. The present study uses a mixed-
method approach to assess the usability of the latest version of the AR-Classroom.
Results indicate that the latest version is associated with improved user experi-
ence, increased ease of use, and an overall increase in users’ understanding of
the app’s functionality. Findings are discussed in the context of previous user
studies with earlier AR-Classroom versions. Implications for conducting iterative
usability studies and recommendations for developing educational technologies
are provided.

Keywords: Augmented Reality · Educational Technology · User Interaction ·
Spatial Rotations ·Matrices

1 Introduction

The importance of spatial skills as an essential element of mathematical thinking is
well documented in the literature [1, 2]. Research has demonstrated that spatial skills,
specifically performing spatial rotations, can be improved with targeted interventions
[3] and that certain types of technology may aid in strengthening these skills. Spatial
visualization is the skill of imagining an object in one’smind andmanipulating ormoving
the object; whereas spatial rotation is a skill that only involves rotations. Interactive
technology such as augmented reality (AR) can enhance learning experiences for math
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by visualizing the theoretical and abstract concepts underlying rotations in a real-world
environment [4, 5]. Utilizing AR-enabled applications can contextualize math concepts
in a concrete situation, like rotating an aircraft, where students can manipulate physical
objects and build spatial skills. The present study uses a mixed-method approach to
assess the usability of two of the latest workshops in the AR-Classroom application.

1.1 BRICKxAR/T

The present usability study of the AR-Classroom app was informed by the authors’
previous research on theAR-enabled educational app, BRICKxAR/T [6]. BRICKxAR/T
uses AR to display the mathematical concepts behind geometric transformations by
visualizing the entries within transformation matrices (for more about BRICKxAR/T
development see [7]). A benchmark usability study was conducted to investigate the
usability of theBRICKxAR/Tapp’sARandnon-ARworkshops in its standard condition.
Then an updated usability study was done to investigate the impact of changes made
based on the benchmark study’s findings. Guided by the BRICKxAR/T usability studies,
the present study used a usability test format to evaluate the usability and efficacy of the
AR-Classroom.

1.2 AR-Classroom

TheAR-Classroomassists in learning two-dimensional (2D) and three-dimensional (3D)
geometric rotations and their mathematics through a virtual and physical interactive
environment. The AR-Classroom application utilizes AR to make 2D and 3D rotations
underlying matrix algebra visible and manipulative, enabling embodied learning (for
more about AR-Classroom development, see [8]). Previous usability tests on the AR-
Classroom assessed user-app interactions, the functionality of app features, and overall
ease of use (for review, see [9]). The findings from the previous studies led to several
implemented modifications and improvements to the app.

The current version of the AR-Classroom consists of a model registration tutorial
and virtual and physical workshops. Users can perform rotations using a physical LEGO
model (i.e., physical workshop) or by manipulating the application’s x, y, and z axes
sliders to rotate a virtual model (i.e., virtual workshop). Both workshops share similar
features, such as a green wireframe model superimposed onto the LEGO model to
represent rotation transformations, color-coded x, y, and z axes lines, degree or radian
units, z-axis direction (up versus down), multiple types of model views, and 2D or 3D
matrices (Fig. 1 and Fig. 2). Building on previous usability studies [6, 9] the present study
focused on assessing the usability of the AR-Classroom in its most recent version, and
reflecting on changes in discoverability, usability, and quantitative measures compared
to the last two versions of the app.

2 Method

Participants were fifteen undergraduate psychology students recruited via a large public
university’s Department of Psychological and Brain Sciences’ research sign-up system.
The experiment took 1 h, and participants received research credits for participation.
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Fig. 1. AR-Classroom Virtual Workshop: 3D y-axis rotation with z-axis down

Fig. 2. AR-Classroom Physical Workshop: 3D y-axis rotation with z-axis up

Participants were randomly assigned to interact with the app’s virtual (N= 7) or physical
(N = 8) workshop. All participants completed a pre-test consisting of demographic
information, previous experience with matrix algebra, and a sixteen-question multiple-
choice matrix algebra test developed by the research team, including a mathematics
professor. After each question, participants rated their confidence in their answer (1 =
“not at all confident” to 5 = “very confident”). After the pre-test, participants watched
a brief introductory video on matrix algebra, then a second video showing how to set
up and register the space shuttle LEGO model. Then participants interacted with the
AR-Classroom using a computer with a webcam.
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While interacting with one of the workshops, participants completed tasks related to
the app’s functionality. Tasks consisted of discoverability (i.e., five minutes of free play),
registering the LEGO model, utilizing in-app features such as rotations around the x-,
y-, or z-axis (either using the model or rotation sliders), reporting the degree or radian
of rotation, changing model views, and changing the z-axis direction. While interacting
with the app, participants thought out loud by explaining what they were trying to do and
any thoughts about interacting with the app. After each task, participants rated how easy
or difficult the task was to complete on a 7-point scale using the Single Ease Question
rating scale (SEQ). Higher SEQ scores indicate that a task was easy to complete, with
lower scores indicating the inverse. Finally, participants completed a post-test with the
same matrix algebra test with confidence ratings and the System Usability Scale (SUS)
to assess the overall usability.

3 Results

Due to the small sample size, we used descriptive statistics to review the pre- to post-test
matrix algebra accuracy and confidence rating changes, along with SEQ scores and SUS
ratings. Additionally, a thematic analysis was conducted using participants’ commentary
and researcher observations to investigate the reactions, thoughts, and user experience
while interacting with the AR-Classroom.

3.1 Virtual Workshop

The eight participants were majority freshmen males with all but one reporting experi-
ence with 2Dmatrix algebra and varied experience with 3D. Virtual participants’ matrix
algebra test score accuracy appeared consistent as pre-test accuracy ranged between 25
to 75% and changed to 50 to 75% at post-test. However, participants reported low con-
fidence at the pre-test (ranging from 1.75 to 2.75), moderately increased at the post-test
(ranging from 2.5 to 3.75).

When interactingwith the app, virtual participants reportedmoderate discoverability,
with SEQ scores between four and five. Themes of participants experiencing challenges
when initially registering or keeping the model registered were prevalent. Participants
needed an adjustment period to correctly line up the physical model with the wireframe
once they realized the camera was inverted. Moreover, participants reported struggling
with aligning the physical model within the wireframe initially (n = 3), and some par-
ticipants also had difficulty maintaining registration (n = 4), participants further stated
that “seems a little harder to register this time” and “I’m having more trouble this time.”
However, participants were ultimately able to effectively utilize the app’s functions
after the initial learning curve. Observations highlighted participants’ ability to find and
switch between the 2D/3D and degrees/radians buttons. They exhibited curiosity about
how the 2D, and 3D visuals differed by clicking the button to see what would change;
one participant even stated, “Visually, there seems to be nothing different between 2D
and 3D besides the equations”. Though it was unclear if the participants’ understood
the theoretical differences between 2D and 3D matrix algebra, their 5 min of free play
introduced them to differences in the size of the matrix and length of the equation.
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After discoverability, participants rated registering the LEGOmodel favorably, with
most participants (n = 4) rating it a seven. Additionally, participants found rotating the
virtual model about the 3 axes particularly easy, rating these three separate tasks a seven,
with the minimum reported rating being a five. Salient themes further emphasized the
ease of performing rotations using the virtual workshop. Themes such as an immediate
understanding of the dropdown axis selection function and the ability to accurately rotate
the virtual model using the in-app sliders highlight the virtual workshop’s intuitiveness
and accessibility. In addition to the favorable SEQ scores, the thematic analysis of partic-
ipant feedback and researcher observations provided insight into participants’ intuitive
knowledge of the app. Participants recognized how to bring up the desired axis using
the dropdown and correctly reported the model rotation in degrees or radians. Moreover,
participants could quickly change the z-axis direction, with six participants rating it a
seven and one rating it a six. Finally, regarding changing the model view, SEQ scores
ranged between scores of five (n = 2), six (n = 2), and seven (n = 3) as they could
find and use the function to change the view of the model without guidance or hints.
Preference of the model view varied; some participants preferred the axis-only type,
citing the “clutter” brought forth by the green wireframe model, while others preferred
the model and axis together, claiming the type “gave better visuals” for understanding
the underlying matrix algebra.

3.2 Physical Workshop

The seven participants were freshmen with equal distribution across participants who
identify as male (n = 4) and female (n = 4). All but one physical workshop participant
had experience with 2D matrix algebra with reported mixed experience with 3D. At the
pre-test, confidence level (ranging from 0.5 to 3.25) and accuracy in math answers were
relatively low (ranging from 25 to 75%), with confidence level (ranging from 1.75 to
3.5) and accuracy increased slightly at the post-test (ranging from 50 to 75%).

During the five minutes of discoverability, participants reported a range of SEQ
scores from two to seven. Participants reported that the app’s features were inviting and
could easily be used once found; However, registration could have been easier for some
participants. When participants tried moving the model (i.e., not necessarily performing
rotations), they lost registration, which was frustrating (n= 4). These issues diminished
as participants became more familiar with the app and were given more direct tasks to
complete (e.g., “Rotate the LEGO model on the x-axis”).

After discoverability, the physical workshop participants also quickly registered the
model, with five participants rating registration a seven. Participants appeared to have
trouble performing an x-axis rotation as they would attempt to rotate on x without
clicking the dropdown menu; some required a hint to click the dropdown menu (n= 4).
However, SEQ scores for these tasks were relatively high, as five participants rated it
a six. The difficulties performing an x-axis rotation may have been an initial period of
orienting oneself to using the app, as the later tasks of rotating the model about the y- and
z-axis were performed with greater ease. Participants showed intuitive knowledge of the
app as they could use the dropdown functionality to rotate the LEGO model properly
and complete the tasks. The y-axis task SEQ scores ranged from five to seven, with
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over half of the participants reporting a six or higher, and the z-axis task scores of most
participants (n = 7) reporting a six or higher.

For the features of changing the z-axis direction and the model view, participants
appeared capable of finding these features, effectively using them, and describing their
preferences. Participants knew the function of the z-axis direction change button when
given the task with half of the participants (n = 4) rating the task a six. Participants
also reported a preference for the z-axis direction being up; one participant stated that
“… [the up direction] makes it easier to picture in my head for rotating”, while some
participants did not provide or know their reason for this preference. Next, changing the
model view seemed particularly easy for participants as all rated the task a five or higher.
Additionally, like the virtual workshop, participants preferred the axis visualization (n
= 6), citing the “cleaner” view with “lack of clutter.” Finally, participants could change
between 2D/3D and degree/radians while discerning the differences in the app when
switching between dimensions.

4 Discussion and Conclusion

Prior to the present study, two usability tests of the AR-Classroom were performed to
assess the app’s usability and functionality under various versions (see Aguilar et al.,
2023b). In its starting version (i.e., benchmark usability test), participants found the
AR-Classroom challenging to use, and its features needed to be more intuitive. Results
indicated that users needed additional guidance on model set-up and registration, could
utilize most of the app’s functions effectively, and could quickly complete most tasks
using the app with instructions. Based on these findings, recommendations were formu-
lated to address issues and enhance users’ experience. Changes to AR-Classroom app
included enhancingAR tracking, reformatting the in-app instructions, creating a video to
guide setting up and registering the LEGOmodel, restructuring app functions to increase
accessibility and enhance utilization, and adding additional functionality (e.g., false rota-
tion error message). After implementing these changes, another usability test (i.e., an
updated usability test) was conducted to investigate how changes to the app impacted its
discoverability and usability. The updated usability study revealed that users could effec-
tively use the app’s features, perform correct rotations about the x, y, or z axis, and found
interacting with the app relatively easy. The changes made to the virtual and physical
workshops of AR-Classroom improved usability and enhanced user-app interactions.
However, based on the results of the updated usability test, there were still salient issues
in user-app interactions. Thus, additional recommendations were formulated to address
concerns and enhance users’ experience with AR-Classroom further.

In its current version (i.e., the present usability study), the AR-Classroom includes
a reformatted video for setting up and registering the app’s companion LEGO model to
give more precise step-by-step instructions, a button to switch between 2D/3D matrices,
a button to present degrees/radians, a toggle to change z-axis direction, and an updated
model view button with additional model views. This usability study examined the
impact of these incremental changes. Participants in both workshops reported higher
confidence in their answers, increased math test accuracy, and rated the app’s usability
moderately high. Additionally, qualitative findings from the thematic analysis showed
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that the instructional video for model set-up and registration greatly improved users’
ability to start using the app and that users could navigate the app’s functions effectively.
These findings were further supported by users’ reported SEQ scores for each task. For
example, after completing the first task of registering the model, most participants rated
all sequential tasks more favorably.

These results highlight the impact of data-informed insights based on iterative usabil-
ity testing and the changes made to the AR-Classroom based on those insights. After
three usability tests and respective updates to the app, the latest version of the AR-
Classroom is associated with improved user experience, increased ease of use, and an
overall increase in users’ understanding of the app’s functionality.

5 Limitations and Future Work

A significant strength of the present work is its use of thematic analysis of observations
with quantitative measures (i.e., SEQ and SUS, and math test accuracy and confidence).
By using this mixed-method approach, we holistically investigated undergraduate stu-
dents’ experience interacting with and usability of previous versions (i.e., benchmark
and updated), and the current version of the AR-Classroom. Another strength is using
a five-minute discoverability period (i.e., free play) for users to become familiar with
the AR-Classroom before executing specific functions. By allowing users to explore the
app’s features, they became familiar with how to interact with the app and, during later
tasks, effectively used those features.

Though these noted strengths add to the study’s efficacy, several limitations must be
addressed to contextualize the present findings’ impact. First, the study’s sample size
of fifteen participants limits the ability to determine any statistical significance of the
quantitative measures. The smaller sample size allowed for a deeper analysis of users’
experiences through qualitative and observation data analysis; however, if statistical
significance or measure validity is important to researchers, then a quantitative usability
test with a large sample size should be run (n < 30). Next, the AR-Classroom was
created to be implemented in STEM education settings where students typically have
higher spatial and math skills. However, the current study’s participants were recruited
through convenience sampling. Though our participants varied in strength of these skills,
participantswith lowermath or spatial abilitiesmay have feltmore significant frustration,
impacting user-app interaction.

In conclusion, this paper reviewed the most recent usability test run on the AR-
Classroom and reflected on changes in discoverability, usability, and quantitative mea-
sures compared to two previous usability tests. In the development of the AR-Classroom
and its predecessor, BRICKxAR/T [6], our research team, and tech development team
have been very collaborative. The tech team will develop new versions of the app, the
research team will test those versions in a usability test and provide recommendations
based on user insights, then the tech team will implement these recommendations along
with adding new features and upgrades as they see fit. Then the cycle continues with
more research, recommendations, and app changes. This research process has produced
observable improvements across all usability testmeasures. These improvements demon-
strate the effectiveness of taking a data-informed and iterative approach to developing
educational technologies.
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Abstract. Online users are confronted with many privacy and security
decisions every day. However, users often fail to understand online pri-
vacy, security risks and the importance of security solutions. Instead of
using a “one-size-fits-all” approach in educating people about the secu-
rity and privacy implications of their technology use to stay safe online
as they often vary widely in their level of IT knowledge, personality
traits etc., we developed an Android application that provides person-
alized cybersecurity training using a machine learning algorithm. The
app recommends a variety of cybersecurity materials (e.g., videos, arti-
cles, tips) for each individual based on their personality traits and IT
expertise. The project is a proof of concept, but has the potential to be
extended for use by schools, government organizations, and businesses
to personalize their cybersecurity training programs.

Keywords: Personalized cybersecurity education · Security · Privacy

1 Introduction

The rapid shift to digitization and remote operations has led to an increase in
internet and device usage, exposing users to privacy and security risks. Educat-
ing users about cybersecurity is becoming increasingly important to keep them
safe online. Existing cybersecurity training materials are based on a “one-size-
fits-all” assumption and their effectiveness is limited due to the diversity of users’
characteristics such as demographics, mental model, personality traits and and
IT knowledge etc. We believe that effectiveness of cybersecurity education can be
amplified by providing users materials that are tailored to their demographics,
personality traits and decision making styles. While recent studies have shown
promising results about the effectiveness of personalizing nudges in the context
of security (e.g., improve password strength) [7,11,12], to the best of our knowl-
edge, there is no study investigating the effectiveness of a personalized cyber-
security education for users to improve their security and privacy awareness.
Towards that, we developed an Android application that provides personalized
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Stephanidis et al. (Eds.): HCII 2023, CCIS 1957, pp. 257–263, 2024.
https://doi.org/10.1007/978-3-031-49212-9_32
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cybersecurity training using a machine learning algorithm. The app recommends
a variety of cybersecurity materials (e.g. videos, articles, tips) for each individ-
ual based on their personality traits and IT expertise. The project is a proof of
concept, but can be expanded to be used by schools, government, and business
employees to personalize their cybersecurity training.

2 High Level Overview

We developed an Android application that provides personalized cybersecurity
training using a machine learning algorithm that takes into account a set of
attributes, features, and information obtained from users to personally recom-
mend various cybersecurity materials (e.g., videos, articles). Figure 1 shows sev-
eral screenshots from the app.

(a) A section from the
training

(b) Article (c) Quiz

Fig. 1. Screenshots showing a sample of course content.

The app uses Firebase (i.e., a cloud based database) to persist any data
necessary, such as user profile and personalized cybersecurity training materials.
After account creation, the app directs the user to take a survey to determine
their personality traits and their level of IT knowledge. The data collected in
the survey will then be consumed by a recommender algorithm for presenting a
personalized training curriculum and content (e.g., articles and videos) for the
user to improve their security and privacy awareness. Figure 2 depicts the system
architecture and main components. We describe each of these components in
details in the following sections.
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Fig. 2. System architecture and components.

2.1 Survey/Data Collected by Users

The survey serves as a starting point of the application, and the survey data col-
lected from the user is used to capture their personality traits (i.e., personality
profile), and classify them based on their levels of knowledge of digital security
topics (i.e., knowledge profile). For personality traits, we used BFI-10 scale [13]
measuring the Big Five personality traits: Extraversion, Agreeableness, Consci-
entiousness, Neuroticism, and Openness. For knowledge profile, users are asked
about their level of computer proficiency, IT experience, quiz questions measur-
ing their digital knowledge on security and privacy topics (adopted from PEW
Research’s Digital Knowledge Quiz [8]). This is used to classify the user into three
levels: Beginner/Novice, Intermediate/Competent and Advanced/Proficient.

To create a personalized training for each user, the app requires the user to
complete the survey after the signup process. The survey questions are asked
to users only once when they start using the app for the first time. Once the
survey is completed by the user, the collected information is sent to the backend
server for processing by the Recommender Algorithm. To render the survey ques-
tions, we used SurveyKit1 library, which allows us to generate a user interface
dynamically.

2.2 User Learning Progression

Upon the user’s initial login and completion of the survey, they can begin their
personalized cybersecurity training course in our app. The course is structured
into sections and subsections, each containing various content options such as
videos or articles for a user to watch or read. To maintain a linear learning expe-
rience, users can only progress through the course sequentially. They are unable

1 https://github.com/QuickBirdEng/SurveyKit.

https://github.com/QuickBirdEng/SurveyKit
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to view contents from later sections until they have successfully completed the
earlier ones. Each section or subsection typically includes a quiz, serving as an
assessment of the user’s understanding. To advance to the next section, users
must pass the quiz associated with the current section or subsection. This app-
roach provides users with a systematic and comprehensive learning experience,
ensuring a thorough understanding of the material before moving on to the next
section.

2.3 Cybersecurity Training Content/Materials

As cybersecurity training content in the app, we determined five key topics:
1) multifactor authentication, 2) software updates, 3) passwords and password
management, 4) phishing awareness, and 5) privacy protection. These topics were
carefully selected based on recommendations from security experts as enabling
multifactor authentication, using strong and unique passwords with the assis-
tance of password managers, promptly updating software, and adopting privacy-
enhancing technologies are essential security and privacy behaviors that users
should incorporate into their online practices [5,6,9,10,14,15].

We identified awareness materials in the form of articles, videos and quizzes
from multiple non-profit web sites such as government, non-profit organization
promoting security behaviors (e.g., National Cyber Security Alliance (NCSA)
[2], National Cyber Security Centre (NCSC) [4], Surveillance Self-Defense [3],
Cyber.org [1], YouTube channels (e.g., All Things Secured2, Techlore3 and
CyberNews4) owned by security professionals/experts.

2.4 Algorithm for Personalizing Content

We used Content-Based Filtering for narrowing down a group of videos and
articles to a select few to recommend to the user. As part of the recommendation
algorithm, the app uses the Cosine Similarity formula for comparing a content’s
feature (e.g., duration of the video) scores with the user’s feature scores. When
recommending contents for the user, the app compares these feature scores with
the user feature scores to predict which contents the user would like to view
or should be shown. More specifically, the cosine can be calculated as the dot
product of the two vectors divided by the product of their magnitudes. Contents
that strongly exhibit a feature the user likes but also exhibit more features
the user does not like will almost never be recommended. We chose the Cosine
Similarity because it is simple to implement, and only dependent on how large
or small the feature scores are relative to each other within the same vector and
not on how they compare with corresponding scores from other vectors. In other
words, only the direction the vectors point in matters while how long or short

2 https://www.youtube.com/@AllThingsSecured.
3 https://www.youtube.com/@techlore.
4 https://www.youtube.com/@cybernews.

https://www.youtube.com/@AllThingsSecured
https://www.youtube.com/@techlore
https://www.youtube.com/@cybernews
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they are does not. A mathematical formula for calculating the Cosine similarity
between two vectors A and B is shown below:

cos(θ) =
A · B

‖A‖‖B‖ =
∑n

i=1 AiBi
√∑n

i=1 A2
i

√∑n
i=1 B2

i

2.5 Automatic Content Curation and Feature Collection

In order to provide personalized cybersecurity education, a key factor is the
proper curation of a wide range of content. This includes selecting various videos
that cover different aspects such as personality traits and IT experience. Ide-
ally, the process of identifying materials/content (e.g. videos, articles) to be
made available to users should be automated. As a proof of concept in our sys-
tem, we manually identified several videos and articles for each proficiency level
(i.e., beginner, intermediate, and advance), as described in Sect. 2.3. To reduce
and potentially eliminate manual curation in the future, we developed an auto
curation and feature collection application that automatically classifies videos
based on their content’s proficiency level and extracts features from the video’s
metadata.

To recommend personalized videos to users, our system utilizes a video train-
ing list to build and train a classifier model. We leverage the Natural Language
Toolkit (NLTK) to preprocess the transcript of each video, applying techniques
like stemming and removing stopwords to optimize the transcript’s size for faster
and more efficient machine learning (ML) processing. Using Scikit-Learn ML,
the system then trains the classifier model based on the preprocessed transcripts
and their corresponding labels. This enables the model to classify content into
categories such as Beginner, Intermediate, or Advanced.

3 Implications and Future Work

The application we have developed holds significant implications for the future of
cybersecurity training. It addresses the growing need for effective and engaging
training methods to enhance users’ awareness of security and privacy in today’s
digital landscape where cyber threats increase and users increasingly rely on the
internet for work and personal activities.

Traditional cybersecurity training materials are often based on a “one-size-
fits-all” assumption, which can be perceived as complex, tedious, and lacking
engagement. However, by leveraging the concept of personalized cybersecurity
training such as the one we proposed, we can reduce complexity and make the
training process more engaging by tailoring it to individual users’ needs. By con-
sidering factors such as their knowledge level, skillset, and learning preferences,
we can customize the training content and delivery to better resonate with each
user. This not only makes the material more accessible and relevant but also
encourages active participation and deeper understanding, which, in turn, can
result in higher adoption rates of essential security and privacy behaviors such
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as enabling 2FA, using password manager, and privacy-enhancing tools etc. Our
personalized training application, has the potential to revolutionize cybersecu-
rity awareness. It can be employed in various settings, such as classrooms, to
educate students from an early age. Additionally, businesses and government
organizations can utilize apps like ours to keep their employees well-trained and
engaged in cybersecurity practices.

Moving forward, there are several areas for improvement and expansion of
the proposed application. One potential avenue is to incorporate user feedback
mechanisms to enhance the fitness of the training material for each individual.
Allowing users to provide feedback on the personalized content can enable the
application to continuously improve and refine its training recommendations,
resulting in an increasingly tailored and effective learning experience. Addition-
ally, the Curation application could curate and process videos, websites, and
articles automatically to generate more content automatically. Finally, contin-
ued development and research in such personalized cybersecurity training appli-
cations can pave the way for more effective cybersecurity training experiences,
ultimately bolstering the overall security posture of individuals, organizations,
and society as a whole.
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Abstract. While the popularity of 3D printers and open-sourcedmaterials and the
subsequent demand for makers have increased at numerous educational facilities
and fabrication laboratories in recent years, there are still many who have yet to
utilize 3D printers, laser cutters, and other similar resources within the context of
prototyping. This lack of skill and knowledge prevents the resources in suchmaker
spaces from being used effectively. Our proposed project, “Lemon,” aims to fix
this issue by providing an educational kit to standardize introductory education for
modeling, mechanics, electronics, and programming. Thus, users can engage with
all these concepts while enhancing their computational and design thinking skills,
providing a solid introduction to prototyping and similar designprocesses.With the
kit, the users can build three robots that each represent a level of learning and a stage
of complexity by introducing consecutive bio-inspired robots that incorporate
newer and more complex mechanical, electronic, and programming systems as
opposed to their predecessors. This way, the user’s abilities naturally improve as
they interact with the kit, reflecting a sense of evolution. The most straightforward
stage is the Lime (a fish robot), the next is Satsuma (a turtle robot), and the third is
Lemon (a dog robot). The kit includes inexpensive materials such as Raspberry Pi
Zeros, MG90S servo motors, and PCA9685 servo boards to increase accessibility.
Lemon has a gamification element that encourages students to design their ideal
pets. This feature aims to flourish the creativity of children by encouraging them
to use the skills that they acquired through Lemon and adopt these skills to the
pet robots that they design and build from scratch. Additionally, the kit has a
platform where individuals can find documentation about the equipment, step-
by-step instructions on the building process, a custom library, and related built-in
features while interacting with the platform and the robot they build, amending
its attributes in creative manners urged by the guidance of our platform. Lemon
stands out as a kit not only for prototyping but also for STEAM education in
general, with various applications within schools and maker spaces.

Keywords: STEAM · Gamification · HCI · Prototyping · Robot · Design ·
Creativity
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1 Introduction

1.1 Learning and Creativity

Creativity is one of the most vital skills of contemporary society [1] and proves its appli-
cability and importance in a diverse range of areas, from the arts to STEAM. It garners
increasing importance when paired with digital technologies. Therefore, emphasizing
creativity within educational systems is increasingly essential, especially with techno-
logical education [2]. However, such modes of instruction that integrate creativity into
curricula are still in development [2]. Additionally, recent years suggest an increase
in the development of educational resources in both technology and creativity, such as
Lego Mindstorms, which only strengthened the idea that efforts in this area need to be
furthered [3]. Moreover, it is also evident that educational styles that focus on devel-
oping intrinsic motivation as one of the primary motivators behind creativity [3]. Our
project, Lemon, emphasizing this aspect of teaching, focuses on a more open learning
environment with minimum extrinsic control to the point that our users could complete,
customize, and fabricate with the Lemon Kit without teacher assistance as such an open
environment is more suitable to nurturing a sense of creativity [3].

An attribute of child education gamification is defined as a process of enhancing
a service with affordances for gameful experiences in order to support users’ overall
value creation [4]. Children like coming up with play-like storified games where they
assign roles to themselves and game companions [5]. These games thrive on children’s
creativity and imagination.Game companions are suitable for supporting these “pretend”
games of children. On this note, Lemon stands out as after the fabrication process of
robots, they get to create their own ideal companions or pets as Lemon encourages
children to customize the robots (Lime, Satsuma, and Lemon) that they assemble guided
by our kit resources. As a result, the process of fabrication with Lemon begins to assume
aspects of gamification. In the context of the body of research that connects creativity
and gamification to learning or education, Lemon can assert its strengths in prototyping
education when compared to the large body of works already present in prototyping or
technological education.

2 Related Works

There are different tangible and interactive educational systems developed to enhance the
programming and computational thinking skills of children. CodeNotes is an affordable,
accessible, tangible tool for supporting the programming education of children. It uses
basic code function cardboards that children can form simple sequences with. These
sequences are executed through anAndroid application utilizing the device’s camera [6].
Another programming and logical reasoning education proposal is Roboquedo, which
is a turtle robot that can be navigated by using arrows and buttons on either a mobile
or a tangible device to complete logical tasks on a map [7]. Pomelo is a friendly robot
dog that focuses on teaching children basic algorithmic skills and enhances classroom
collaboration through games. Pomelo is programmed utilizing the patterns on tangible
code blocks. It also has a question-answering system using natural language processing
which helps the students to understand the simpler parts of the lecture they did not
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comprehend without waiting for the teacher in the classroom to answer [8]. Lemon’s
proposal is unique in the sense that it pushes students to the more active role of creators
as opposed to passive users. They program the robots that they build however they like
with the guidance of our videos and booklets within our open-sourced website. Plus,
they can implement these skills in another project that they created and observe new
implementations there.

Anopen-source robotic dog similar toLemon is theStanfordPupper. It is a quadruped
robot to get K-12 and undergraduate students more involved in robotics research. It
uses Raspberry Pi 4 for the robot’s brain. Building Pupper takes around 8 h to build,
and it costs 900$, electronic and mechanical parts included [9]. We were inspired by
Stanford Pupper while designing the Lemon kit. We wanted Lemon to go step by step
for learning assembly, electronics, and programming rather than trying to teach it in one
go so that every essential topic is fully embraced by the children. We tried to achieve
this by adopting three different robots in our kit that each focus on these main areas. In
addition, we wanted the Lemon kit to be accessible to everyone everywhere. Thus, both
the electronics and mechanical components that we utilize cost cheaper than Pupper,
which makes Lemon more accessible. Also, if the student has access to 3D printers or
laser cutters, they can provide their own parts using our open-sourced models featured
on our website (Fig. 1).

Fig. 1. Satsuma the robot turtle (left), Lime the robot fish (center), Lemon the robot dog (right)

3 The Lemon Kit and Discussion

Lemon is a prototyping educational kit that is comprised of three levels of increasing
difficulty inspired by biological complexity. The first level, Lime, teaches the basics
of assembly, electronics, and coding. In Lime, the users learn how to integrate servo
motors into a design, to connect servos to and move them through Raspberry Pi pico
microcontrollers by integrating adafruit circuit python libraries (as it is both simple and
compatible with parts used in our kit) in the coding process to teach a coding foundation
for prototyping in a mechanical fabrication process. Afterward, however, the kit starting
with Lime pushes its users to express themselves creatively. For example, with Lime,
after the user creates a fish that can move through the educational instructions, then they
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canmodify, color, or customize the fish to reflect their own identity and culture. Building
on this foundation, Satsuma further develops these skills by adding to the curriculum
by integrating electronic breadboards, voltage regulators, and servo boards into its fab-
rication process to allow more complicated movements, as well as improving the model
thematically by adding ultrasonic sensors. Finally, Lemon, the final model, adds inverse
kinematics principles to the coding process to significantly further the foundational skills
of users in prototyping in mathematics, electronics, design, and coding. Paired with the
utilization of ultrasonic sensors and speaker systems, the final model stands out as a
prototype that can replicate specific actions of a dog, such as following individuals and
barking. These features notably develop the thematic component and engage the users
further.

Lemon stands out in education due to its direct focus on gamification and its tangibil-
ity to further engage users. It is important to note that robotics is a significantly helpful
tool in education as it facilitates stimulation and engagement as an instructive aid due
to the tangible quality of robotics [10]. In the case of using a simple and guided mech-
anism for education in prototyping methods, Fortunati et al. compared arts and crafts
robots and Lego Mindstorms robots. They found that building robots from scratch using
recycled materials increased students’ skills and knowledge. On the other hand, making
a LEGO Mindstorms robot using structured materials increased their awareness of the
robotization of machines [11]. The kit, Lemon, while structured in a fashion similar to
LEGOMindstorms robots, also invites users to customize the end products and develop
original models to be shared on our website. This practice creates an environment that
promotes not only the growth of cerebral skills and an understanding of robotization but
also of creativity, which is essential to individuals’ skills and knowledge, as mentioned
above. This feature also functions as a mode of gamification for our users, as they get
to create their ideal pet, whether it be an incredibly unique fish, a dog that follows the
user, or another fabrication of their imagination (Fig. 2).

Fig. 2. The main menu of our online platform
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Lemon, however, is also unique in its mode of Human-Computer interaction. Firstly,
with our online platform, users continuously engage with the kit itself may it be through
informative content such as tutorials or the opportunity to customize and request changes
to amodel.Moreover, our kit also functions as an intermediary between the computer and
the individual, as it encourages a direct dialogue through changes to models and codes
regarding optimizations or customizations in the context of our gamification system.
And the user also interacts directly with the end product, the robot that they have built.
Being directly involved in its manufacturing and assembly process also functions in a
way, as a manner of interaction between the user and their creation.

We introduced the Lemon kit to the newcomermiddle and high school students in our
lab. As they built the robots with no prior experience, they provided extensive feedback
on what was difficult to implement and what should be improved (Figs. 3 and 4). After
completing the Lemon kit successfully, we challenged the students to design their own
pet robots. One of the students, combining the creativity they gained through the Lemon
kit, is now working on building a snake robot (Fig. 5).

Fig. 3. Lime models built by newcomers to our lab. The one on the bottom is designed with the
inspiration of shiny fishes.
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Fig. 4. Lime creative design inspired by a fish on a Victorian wall tile

Fig. 5. The 3D model of the snake robot a middle school student from our lab designed

4 Conclusion

Education is heavily influenced by creativity and gamification, as both dramatically
increase the benefits of educational resources. When applied to education in technology,
creativity, and gamification can be increasingly important as creative thinking is an
integral part of contemporary skills in technology. Thus, by integrating such principles
into prototyping education, Lemon stands out as an effective kit that can introduce its
users to the fabrication process while developing them creatively. Lemon works as an
interacting mode of human-computer interaction as Lemon, through optimization and
customization of robotsmade using the kit, simulate direct communication betweenusers
and computer systems.Moreover, the utilization of Lemon in an educational context have
shows great promise as it not only allowed users to significantly improve their skills in
fabrication, but also it has pushed its users to create further, utilizing their creativity and
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knowledge strengthened by Lemon to design and build new robot companions, showing
the potential of the Lemon Kit’s gamified education for K-12.
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Abstract. Computer-supported collaborative learning (CSCL) is a growing trend
in education, emphasizing the importance of social interdependence for effec-
tive collaboration. Conversely, the absence of social interdependence can result in
negative group dynamics. To address this, we propose an approach called asym-
metrical game design, which aims to provide players with distinct abilities, infor-
mation, and tasks, fostering interdependencies that require close cooperation to
achieve game objectives. To examine the impact of asymmetrical game design on
social interdependence in collaborative learning, we developed “It Takes Sperm
and Egg,” an augmented reality game for two players, designed to educate players
about human sexuality. The game utilizes physical Lego blocks and foam models
to construct interactive scenes. The “sperm player” engages in a first-person per-
spective augmented reality (AR) game, controlling a Lego block car through the
physical scene using a controller. The car’s camera captures live footage relayed
to a monitor, enabling the “sperm player” to view both the physical scene and
augmented reality content. In contrast, the “egg player” observes the physical
scene from a top-down perspective and has the sole responsibility of guiding the
sperm and manipulating the AR world through actions such as removing Lego
bricks, pressing buttons, and solving puzzles. The game presents unique clues to
each player, necessitating effective communication and understanding to acquire
knowledge and complete the game. Based on preliminary experiments and inter-
views, it can be concluded that this game has a positive impact on enhancing social
interdependence. In summary, this study introduces the integration of asymmet-
rical game design into collaborative learning, providing comprehensive design
guidance for cooperative educational games that can inspire further innovation
and exploration in this field.

Keywords: CSCL · Asymmetrical game design · Augmented Reality

1 Introduction

Collaborative Learning (CL) [1] is an important educational approach aimed at encour-
aging students to learn togetherwith shared task goals.However, the current development
of collaborative learning theory faces a major issue – inequality [5]. As collaborative
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learning considers group goals as individual goals, students inevitably encounter issues
of unequal resource allocation and task distribution during group cooperation. This
inequality is primarily reflected in the uneven abilities of group members and the uneven
assignment of group tasks. Such unequal distribution puts students in an “asymmetric”
situation, making it easy for problems like free-riding and unwillingness to cooperate to
arise [3].

Asymmetric game design holds promise for addressing the issue of inequality in
collaborative learning. In the context of rapid technological advancement, Computer-
supported Collaborative Learning (CSCL) [4] has emerged as a new trend in collabo-
rative learning. Among the various approaches, game-based learning has proven to be
highly effective [6]. Recently, the concept of asymmetric games [2] has been introduced,
cleverly utilizing differences in abilities and actions among individuals in team games
to create “asymmetric” scenarios and gameplay that foster mutual cooperation among
players.

Building upon existing research, we have designed a non-symmetric Augmented
Reality (AR) game titled “It Takes Sperm and Egg”, with a focus on sexual education.
The game incorporates the design framework of asymmetric games, including settings
of information asymmetry and ability asymmetry, to foster interdependence and close
cooperation between players. By utilizing AR image recognition technology, the game
creates a combinationof virtual and real-world asymmetric scenarios. Players collaborate
and communicate to solve puzzles at each level, achieving common goals and learning
relevant sexual education knowledge. Additionally, a pre-experiment was conducted to
test the game, and the preliminary effectiveness was verified through interviews. This
represents a new attempt and exploration in the field of collaborative learning.

2 Method

2.1 Design Guide

Based on the MDA framework, Harris [2] innovatively proposed the theory of
asymmetric game design. Including the following aspects.

Mechanics of Asymmetry: In gamemechanics design, the following actions in Table 1
can be employed to create an asymmetric gaming experience for players.

Interdependence and the Dynamics of Asymmetry: During the dynamic process of
the game, players’ actions will influence the game’s development. Especially in coop-
erative game environments, the interplay between players and the correlation between
players’ actions and timing will both impact the progress of the game. The main design
points are outlined in Table 2.
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Table 1. Types of asymmetry in mechanics.

Mechanics of Asymmetry Description

Asymmetry of Ability Players with different abilities

Asymmetry of Challenge Players face different challenges

Asymmetry of Interface Players engage in the game using different forms

Asymmetry of Information Players receive different information

Asymmetry of Investment Players invest different amounts of time in the game

Asymmetry of Goal Players have different objectives in the game

Table 2. Types of asymmetry in interdependence and the dynamics.

Interdependence and the Dynamics of
Asymmetry

Type

Directional Dependence Mirrored Dependence

Unidirectional Dependence

Bidirectional Dependence (AKA Symbiosis)

Synchronicity and Timing Asynchronous Timing

Sequential (Disjoint) Timing

Expectant Timing

Concurrent Timing

Coincident Timing

2.2 Game Design

We have designed an asymmetric collaborative AR game with a sexual education theme
called “It Takes Sperm and Egg”. The game requires two players, with one player
assuming the role of a sperm and the other player assuming the role of an egg. As shown
in Fig. 1(d), the game scene is constructed using physical LEGOblocks and foammodels,
simulating the first part of the sperm’s adventurous journey—from the vaginal opening
to the cervical opening.

The “sperm player” experiences a first-person augmented reality (AR) game, con-
trolling a Lego-block car through the physical environment using a controller (Fig. 1(a),
(b)). The car is equipped with aWiFi camera that captures real-time footage and streams
it to amonitor. The scene includes various recognizable stickers, and if the spermplayer’s
camera detects the relevant images, the monitor displays text information, puzzles, and
more (Fig. 1(c)). However, the sperm player has a limited field of view and cannot see
the entire map.
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In contrast, the “egg player” has a broader perspective and can overlook the entire
physical scene (Fig. 1(d)). The “egg player” assist in guiding the sperm player’s actions
and solving puzzles through activities such as assembling LEGO blocks and pressing
buttons, fostering cooperation between the two players.

)b()a(

)d()c(

Fig. 1. Game scene introduction

The entire game consists of two main stages. In the first stage, the sperm player
constantly faces the corrosive effects of the acidic environment andmust find a protective
shieldwithin the scene before the 5-min countdown ends. The egg player is providedwith
information about several potential locations where the shield might be present. They
need to guide the sperm player to the relevant spots, allowing the sperm player to use
their AR scanning capabilities to identify and obtain relevant clues. Through cooperation
and puzzle-solving, they ultimately secure the shield and deactivate the countdown.

In the second stage, the egg player encounters a crisis and must solve a puzzle to
progress towards the fallopian tube. Failure to do so will lead to a negative outcome for
both players. The puzzle is related to the hormonal regulation of the female menstrual
cycle. The sperm player can utilize the AR recognition feature to search for clues and
assist the egg player in solving the puzzle. Ultimately, the egg player obtains crucial
information and completes the related task through LEGO assembly, signifying the
successful completion of the game—where the sperm reaches the cervical opening and
the egg reaches the fallopian tube.
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Throughout the entire game process, the two players must collaborate closely and
work together to solve puzzles in order to complete the game. In the entire game design
process, we adhered to the key principles of asymmetric game design and incorporated
the following asymmetric elements.

Mechanics of Asymmetry

• Asymmetry of Ability.The spermand egg players possess different abilities. The sperm
player can control the movement of the “sperm car” and engage in AR image recog-
nition. The egg player, on the other hand, has a broader observation perspective, more
background knowledge clues, and the ability to modify the physical environment.

• Asymmetry of Challenge. The sperm player needs to maneuver the car to identify and
obtain the correct clues, while also assisting the egg player. The egg player relies on
the terrain map to guide the sperm player’s movements and cooperates with them to
solve puzzles.

• Asymmetry of Interface. The sperm player can only view the virtual scene’s visuals,
while the egg player can only observe the visuals of the real-world scene.

• Asymmetry of Information. The sperm player’s information is derived from AR scan-
ning and recognition, while the egg player’s information is provided through textual
descriptions specific to their role. The information available to the sperm player pri-
marily relates to sperm biological characteristics, while the information accessible
to the egg player predominantly pertains to the vaginal environment and menstrual
cycle of the female reproductive system.

Interdependence and the Dynamics of Asymmetry

• Directional Dependence. Based on the level and puzzle design, the relationship
between players in this game can be described as bidirectional dependence. In the
first stage of the game, the egg player has a better understanding of the overall terrain,
and the sperm player relies on the guidance of the egg player to navigate the envi-
ronment. In the second stage, the sperm player utilizes their AR recognition abilities
to gather more information, which the egg player depends on to solve puzzles and
achieve success in the game. This interdependence between the players provides them
with more cooperative opportunities, encourages mutual collaboration, and enhances
positive social interdependence among them.

• Expectant Timing. When player B completes their preparation action, player A can
trigger a specific discrete action. This creates a one-way dependency between the
players, leading to a closer cooperative relationship. In the game, the egg player
guides the sperm player to reach specific locations, allowing the sperm player to
perform AR recognition on relevant images. Similarly, when the egg player needs to
solve a puzzle, the sperm player must answer questions to obtain relevant clues and
inform the egg player, enabling them to solve the puzzle together.

• Concurrent Timing.Both players perform continuous actions simultaneously. The egg
player and the sperm player need to jointly control the movement of the sperm car,
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with the egg player responsible for giving directions and the sperm player responsible
for maneuvering the car.

3 Pilot Study

To examine the cooperative and knowledge learning effects of the game players, we
conducted a pilot study. Firstly, we recruited 8 participants through a friend community,
aged between 22 and 35 years (mean = 25.6, SD = 3.99), with an equal gender distri-
bution (50% male, 50% female). Among them, 1 person reported having no knowledge
of sexual education, 2 people considered themselves highly knowledgeable, and the rest
had some level of knowledge but not extensive.

Prior to the start of the experiment, we divided the participants into groups of two,
resulting in a total of 4 groups, with three groups consisting of members who were
already acquainted with each other. Once the players selected their respective roles, the
experiment began. The duration of the experiment ranged from 10 to 25 min, depending
on the completion time of each group. After all the group members completed the game,
we randomly selected 5 individuals for semi-structured interviews. With their consent,
the interviews were recorded, with each interview lasting approximately 25 min.

4 Result and Analysis

After the completion of all the experiments, we transcribed the 5 interviewers’ content
into written form. The interviews mainly focused on two aspects: game experience and
knowledge acquisition.After conducting qualitative analysis on the interview transcripts,
we categorized the players’ gameplay process into the following aspects:

• Role Identification. This is the preparation phase of the game, where players famil-
iarize themselves with the background introductions of their respective characters.
During this phase, P4 said, “I found the role-playing aspect quite interesting.”

• Ability Limitations. During the early stages of the game, many sperm players
expressed a sense of limitation in their abilities. As P2 pointed, “It’s challenging
to control, and from my perspective, I can’t judge the distance between the left and
right doors accurately, so I often collide with the edges of those doors.” On the other
hand, egg players rarely experienced such feelings in the initial stages. These feelings
often appeared when they also needed assistance in the second phase. “Now it’s like
we’ve switched roles, and I have to rely on the other person” (P4).

• Clear Objectives. After realizing the limitations in their abilities, players became
aware that they could only complete the game by helping each other. “I think the goal
is quite clear” (P2).

• Collaborative Gameplay. During the collaborative gameplay, two main behavior pat-
terns emerged--information sharing and puzzle solving. In the information sharing
phase, players could directly access their own information or acquire the other player’s
information through communication. For example, a playermentioned, “I don’t know
the pH value here, so I have to ask him” (P2). Additionally, during the puzzle-solving
phase, both players could operate the car simultaneously or wait for one player to
explore and provide assistance to the other player in solving the puzzle.



It Takes Sperm and Egg: Improving Social Interdependence 277

• Knowledge Acquisition.Through the interviews, threemainways of acquiring knowl-
edgewere identified: passive acquisition, active acquisition, and active dissemination.
Passive acquisition refers to information obtained from the environment itself, includ-
ing AR-recognized images and highlighted information in the text. For example, a
player mentioned, “I remember the appearance of those sperm very clearly. Maybe
because the visual impact is stronger than text, the impression is more profound”
(P2). Active acquisition refers to knowledge obtained through communication with
the partner when encountering challenges during the game. For instance, “I remem-
ber the answer to that pH value” (P3). Active dissemination indicates voluntarily
providing assistance to the partner when they encounter difficulties and reviewing
related knowledge. As mentioned by P3, “He needed the answer to that hormone, so
I carefully examined the image and memorized it” (P3).

Based on the above analysis, we have come to two conclusions:
R1) Among all the design elements, the Asymmetry of Ability and Expectant Timing

stand out as the most effective in promoting mutual dependence and enhancing player
experience.

These twodesign aspects are primarilymanifestedduring the information sharing and
puzzle solving stages of collaborative gameplay. Through the interviews, we discovered
that the design of Asymmetry of Ability necessitates players to rely on information com-
munication, thereby strengthening their interdependence.Many spermplayers found that
jointly operating the car compensated for their own limitations. One player expressed,
“I’m not very accurate in fine adjustments. So, I have to completely rely on Miss Egg’s
instructions, yes. But when the two are combined, I feel that my operation becomes more
precise and accurate” (P3). Similarly, during the puzzle-solving stage, we found that it
was the most enjoyable phase for players. The design of Expectant Timing, as a form of
asymmetrical gameplay, was mentioned multiple times by players. For example, “There
was a 30-s countdown question, and there were three or four consecutive questions that
created a sense of tension. I was reading the problem on my side while waiting for Miss
Egg to help me with the answer. It felt both tense and enjoyable” (P3). It is evident
that the Asymmetry of Ability and Expectant Timing, as two key asymmetrical design
elements, effectively promote player interdependence and enhance the overall gaming
experience.

R2) Players acquired sexual education-related knowledge during the game, and
among the three ways of obtaining knowledge, interacting with interdependent peers
resulted in the most profound impressions of the learned knowledge.

Through analysis, it was found that all players reported gaining new knowledge
after completing the game. Regarding the “most memorable knowledge,” 56% of the
responses were related to actively acquired knowledge, 35%were related to actively dis-
seminated knowledge, and only 9% were related to passively obtained knowledge. This
indicates that the probability of acquiring knowledge is higher when there is interac-
tive interdependence between the players throughout the game. As P5 mentioned, “The
knowledge wasn’t given to me directly, but rather encountered during puzzle-solving
moments where the other player told me or I had to remember to tell the other player”
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(P5). Because of the collaborative relationship based on mutual interdependence, play-
ers faced and solved difficulties together. In this interactive process, the incorporated
knowledge was more easily learned and understood.

5 Conclusion

In this study, we developed a dual-player asymmetric AR game with a theme of sexual
education, aiming to explore new approaches in collaborative learning. We designed
seven forms of asymmetric gameplay and incorporated sexual education-related knowl-
edge points. Through experiments, we examined the cooperative effects and learning
outcomes of players. The results showed that the design elements of Asymmetry of
Ability and Expectant Timing had the greatest impact on fostering mutual dependence
among players and enhancing their game experience. Moreover, in terms of knowledge
acquisition, interactions with interdependent partners had a more profound impact on
knowledge retention.

However, our study also had certain limitations. Firstly, in the puzzle-solving aspect
of game design, many players pointed out that the hints were not clear, leading to
situations where they were unsure of what to do. In future iterations, we will refine
the coherence of clues and game prompts in this part. In terms of experimentation, this
study only conducted a preliminary experiment with a relatively small sample size. In
future research, we plan to expand the scale of experiments to further explore the role
of asymmetric games in cooperative learning.
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Abstract. This research presents the objective of proposing digital administra-
tion in the improvement of information quality processes in teachers. Case, Unit of
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information collected by the collaborators who work in the local educational man-
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1 Introduction

1.1 Problematic Reality

Information is the most precious treasure we have, through it we can solve problems
and make the right decisions for personal or collective benefit. It is necessary to digitize
information in all public entities, to optimize and speed up information processes. For
this reason, digital administration (AD) is the strategy that helps all users who participate
in the processes of said processes.

The Ministry of Education (MINEDU) requires that each Regional Directorate of
Education (DRE) and each Local Educational Management Unit (UGEL) comply with
the current requirements given in the regulations and at the times indicated, in order to
make decisions that improve, correct on time and guarantee the quality of teaching in
educational institutions (IIEE) in the country.

In the different administrative activities of a UGEL in Peru, critical problems were
identified in the execution of their processes, which affected their work carried out by
various officials and collaborators, as well as the pedagogical work of teachers and
students. Among the common problems that follow the information processes (PI) in
some areas we have that:

Procedures for receiving massive information were found through physical paper
documents and digital files sent by IIEE professors, this information must be processed,
studied and informed in due time to the officials of UGEL, DRE and MINEDU. The
information received is enormous, in different formats, without structures and without
automation, making it very difficult to prepare timely, truthful and quality reports for
those who require it; In addition, they present difficulties to supervise the attendance of
the teachers in 730 IIEE, how to know, if in an educational institution (IE) their teachers
attend and fulfill their responsibilities? How to know immediately, when teachers do not
attend due to health problems or resignations and replace their places on time and not
affect students? Another difficulty is the existing delay in updating the rank information
of teachers who move up the ranks, unfortunately it can take months and the information
is never updated. Finally, another common problem is the requirements for educational
materials that are requested from the supply area, which, due to lack of knowledge of
the regulations and inaccuracies in the information, delay the delivery of educational
materials for months, affecting students.

For these reasons, it was essential to examine the information quality processes (PCI)
in teachers of a UGEL in Peru, and according to the problems expressed, an attempt is
made to answer the question: How to improve the PCI in teachers? of a UGEL from
Peru?

The intention was to examine the PCI in the teachers of a UGEL in Peru, following
the route of the PI in all areas of this UGEL and how the satisfaction of teachers and
UGEL workers is affected. as well as understand the requirement of proposing the
implementation of digital administration.
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1.2 Literature Review

Theory of Digital Goverment. The United Nations Educational Scientific and Cul-
tural Organization (UNESCO 2018) in its agenda for 2030 projects that the diffusion
and implementation of information and communication technologies (TIC) and global
communication are factors that accelerate the development of the humanity and closing
digital gaps. Many governments around the world have implemented digital adminis-
tration policies and recognize the great influence of TIC and e-government (GE) in
transforming improvements in public management (GP).

The United Nations (2020), points out that the GE improves the links between the
state and the citizen, reflecting on the services provided by the public administration.
Likewise, the International Telecommunications Union (2022), strengthens social inclu-
sion through the electronic services provided by the government, considering that by
2030 citizens will improve their quality of life by applying TIC towards a digital state
(ITU 2020).

The Economic Commission for Latin America and the Caribbean (CEPAL 2021)
points out that the digital transformation (TD), in addition to including TIC in the GP,
should also be considered in its context the 4.0 revolution, which considers democratiza-
tion, the study of public policies, techniques and government tools to better understand
the challenges of GP.

To implement digital administration, one must consider the fast pace of technology
and communications. Digital administration implements TIC in governments to bring
benefits to citizens, access them, improve the services they receive and be more socially
connected (World Bank 2018).

Toro-García et al. (2020), Digital administration is based on the use of digital tech-
nologies applied to the GP, this allows very quickly to attend to the efforts made by
citizens, helping them to make the right decisions and improve their quality of life. It is
also an environment made up of people who want to improve public management and
who participate by building digital services (SD) to guarantee the best service to the
citizen in the use of technology in public management (Carlos, 2021).

Theory of Quality of the Information. Sauvageot (2017), in his article before
UNESCO, states that quality has types of patterns to refer to the productions made
by people with the capacity, intelligence and power to build them.

According to Richard (2017), details that the information is linked to procedures
such as accepting the lack of information, accessing, building and receiving the informa-
tion, as well as developing digital systems, using and publishing the information. These
open systems processes demarcate the idea indicating that organizations work convert-
ing information into knowledge, processes and structures to generate other results and
services (Choo 1996).

Ohly (2011), indicates that the information is of quality as long as it helps in decision
making and solves questioned problems. On the contrary, if there is a process that leads
to the quality of information failing, this will affect decision-making and therefore the
problem in question will not be resolved. Furthermore, Van Birge-len et al. (2001),
consider quality information if, during the process and at the end of an investigation,
users express their satisfaction.



282 E. M. Lau-Hoyos et al.

Lee et al. (2002), indicate that CI presents the following dimensions: intrinsic, con-
textual, representation and accessibility (see Fig. 1). Strong et al. (1997) coincides in
the same, pointing out that these categories provide higher quality information. These
researchers point out that information is intrinsically inherent to quality. They also point
out that the contextual dimension requires that the information be prominent, accurate,
complete and adequate to determine its quality. Lastly, the representation and accessi-
bility dimensions highlight the importance of information systems and their access to
them.

Fig. 1. Information Quality Dimensions

Lee et al. (2002) consider that CI is based on four dimensions. Likewise, it studies
the environment where the information circulates, for example: database, information
systems, social networks or website, considering the people who generate and use infor-
mation (Strong et al. 1997). This also implies that the information is punctual and
concise, allowing correct decisions to be made, combined with other information, in
accordance and remarkable to the requirements of the users. In addition, CI means that
the information must be specific and allow you to decide correctly.

Objectives. Propose the digital government in the improvement of information quality
processes in teachers. Case, local educational management unit Peru. In addition, it
includes specific objectives: i) Diagnose the current situation of PCI in teachers. Case,
local educational management unit Peru. ii) Design the digital administration proposal
to improve PCI in teachers. Case, local educational management unit Peru. iii) Validate
the digital administration proposal to improve PCI in teachers. Case, local educational
management unit Peru.

2 Method

This research approached the quantitative approach (Sánchez 2015), using numerical
data, systematically analyzed, organized and structured. It is a non-experimental inves-
tigation, because only the variables are measured and not manipulated, cross-sectional
with data collected at a singlemoment and descriptive depth, revealing the characteristics
of the study population using an instrument validated and reliable (Hernández 2018).
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Sierra (2001), determines that the sample is a correctly selected part of the population
group; presenting common characteristics to optimize the total study of the population
group, in order to collect true and reliable data. On the contrary, when the population is
small, like that of this UGEL in Peru, which has 78 workers, it was decided to work with
68 for the census population and 10 for the pilot test. Thus, clarifying that sampling was
not applied.

3 Results

3.1 Results by Dimensions and Variable

(See Tables 1, 2 and 3).

Table 1. Intrinsic dimension of PCI

Frequency Valid Percentage

Valid 1 None 6 8.8

2 Little 26 38.2

3 Median 28 41.2

4 High 6 8.8

5 Very High 2 2.9

Total 68 100.0

Table 2. Context dimension of PCI

Frequency Valid Percentage

Valid 1 None 1 1.5

2 Little 9 13.2

3 Median 31 45.6

4 High 24 35.3

5 Very High 3 4.4

Total 68 100.0

Observing the results of Table 3, we identified that the PCI variable presents unfa-
vorable results, because if we add the percentages of the Medium, High and Very High
levels they reach 83.83% (57). Therefore, we understand that the dimensions: intrinsic,
context, representation and accessibility are at a high-risk level and in a state of alert,
continuously generating problems in PCIs.
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Table 3. Variable information quality processes

Frequency Valid Percentage

Valid 1 None 5 7.4

2 Little 6 8.8

3 Median 29 42.6

4 High 16 23.5

5 Very High 12 17.6

Total 68 100.0

3.2 Digital Administration Model for a UGEL Peru

(See Fig. 2).

Fig. 2. Digital government proposal for a Peru Ugel

3.3 Digital Administration Proposal for a UGEL Peru

The digital administration proposal is based on Law 1412, called the digital government
law, determines the format to apply the digital government strategy in the state, making
the correct use of digital technologies in public administration; also, in Law 29158, in
charge of the decentralization process and modernizing public management by coordi-
nating the country’s multisectoral policies; and Law 27658, focused on building a state
with democracy and decentralized to serve the citizen.
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The purpose of the proposal is to optimize the PCI in the teachers of a UGEL in
Peru, this also leads to improving the services provided in the public administration. Its
activity beginswith a socio-technological reality, which iswhy the state, with its different
government entities and digital transformation, create public management policies to
include them in the implementation of digital administration, to improve services using
technologies and digital systems designed with clear and simple methodologies so that
all public servants can access, integrate and process the required quality information.

Digital governance integrates the processes of directing, evaluating and supervising;
necessary for the construction of the digital government plan, requiring any public entity
to implement digital administration with clear strategies, with activities, techniques and
tools focused on improving and consolidating public management through digital sys-
tems at the service of the citizen in any possible situation; facilitating and promoting
TD.

The benefit of this digital administration proposal contributes to improve the PCI
in teachers. In recent years, teachers have been neglected, due to poorly recorded and
outdated information, the information they present is not yet digitized or automated,
therefore, there are no databases that help to organize the information for when reporting
is required. And make accurate decisions. Added to this the time and money lost, there
are also complaints from them. For these reasons, it is necessary to propose proposals
that help improve results.

The digital administration proposal is developed considering the results of the study,
the requirements of the teachers and the difficulties of the PCI that both teachers and
workers of a UGEL in Peru have; andmost importantly, the need to strengthen the digital
skills of the staff working in a UGEL in Peru.

4 Conclusions

The current situation of the dimensions of the PCI of a UGEL in Peru was diagnosed,
we found very adverse results, considering that the Medium level presents 42.65% (29),
then the High level with 23.53% (16) and Very High with 17.65% (12). Percentages
that when added reach 83.83% (57) of 100% (68); Which means that it presents a very
high percentage of difficulties and continuous deficiencies that do not allow reaching
the level of quality information.

The digital administration proposal was built to improve the PCI in teachers of a
UGEL in Peru, based on the most outstanding elements that affect the PCI, such as:
abundant information without digitizing or automated, information with errors, unorga-
nized and unstructured, lack of databases that do not allow timely and reliable reports
to be generated. This proposal is made up of a set of tasks, strategies and appropriate
methods.

The validation of the proposal was carried out by expert specialists in digital admin-
istration, CI and GP. The average reached by the experts was 98%, who considered the
proposal with a high level of relevance to be applied in a UGEL in Peru.
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Abstract. Studies that require participants to use educational apps or other tech-
nologies have often struggledwith fidelity of implementation and even user uptake
[e.g., 1]. That is, it is often unclear how much the participants have used the des-
ignated technologies at home or in the classroom when only self-reports are used
to assess participants’ usage. In the event that the information can be objectively
obtained using process data, the participants’ actual usage tends to be lower than
what has been reported or observed via synchronous sessions [2]. Because remote
studies on the impacts of technological innovations or interventions can often
depend upon how much study participants actually use them independently, it is
important to have strategies on-hand to increase the at-home use of these technolo-
gies. Our poster presents two years of data from a study focused on an educational
app meant to improve children’s early literacy through modeling dialogic read-
ing practices with an AI-powered conversational agent. The app features a virtual
rabbit-agent who asks questions to prompt caregiver-child interactions as the care-
giver reads a physical book aloud with their child. In the first year, focused on
usability, we discovered there was sparse usage of the app, with 6 of the 20 par-
ticipants procrastinating until the day before their post-test session to use it. We
implemented four key changes–device, reading diary, text reminders, and com-
pensation structure–to increase and incentivize participant usage of the app during
the study’s second-year efficacy phase. Although we are unable to distinguish the
unique contribution of the four changes implemented to increase user engagement
with the app, clustering of the process data patterns suggests a clear increase in
the app’s usage during the second year of the study. Our findings can be useful to
researchers and practitioners facing similar implementation challenges.

Keywords: Implementation · Conversational Agent · Early Literacy

1 Introduction

Teacher Alex has just completed a professional development workshop where they
learned of a mobile game app that has the potential to improve their students’ arith-
metic skills. They assigned the game to a struggling student, Brandon, asking him to
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play the game daily for 30 min over a two-week period. Being a free spirit, Brandon,
unbeknownst to Teacher Alex, played the game only every now and then when he felt
like it.

Lo and behold, two weeks later, Alex observed that Brandon’s arithmetic skills
had not improved. To the omniscient reader, this result was not surprising, given that
Brandon did not carry out the plan to fidelity. However, not knowing howmuch Brandon
had actually played the game, Alex thought that perhaps the intervention just did not
work.

This simple scenario illustrates challenges faced often by educators, researchers,
and developers of new educational technologies. When investigating how well or if a
new intervention or technology works, it is difficult to reach a valid conclusion if the
intervention or technology is not implemented or used as intended.

2 Fidelity of Implementation

The importance of fidelity of implementation–how well an intervention is implemented
in comparison to the way it is designed to be implemented–is well established in educa-
tional research [e.g., 1, 3, 4]. Poor implementation can often result in ineffective learning
outcomes; thus, implementation scientists have worked on refining the definitions and
types of fidelity as well as developing multiple measures to capture fidelity of imple-
mentation [1, 5, 6]. For example, Dane and Schneider [5] emphasized adherence to the
intervention components, exposure (or dosage) to the intervention, quality of imple-
mentation (e.g., attitudes of the implementer), responsiveness of the participants, and
differentiation between treatment and control group of participants. Traditionally, fidelity
measurements are based on self-reports or observations [1], both ofwhichmay be subject
to biases or other observational effects (e.g., an implementer adhering to the program
more closely when being observed). More recently, web-based applications that log par-
ticipants’ activities opened up another measurement for implementation fidelity. In fact,
researchers found that the objectively and remotely obtained process data indicated a
lower level of fidelity than what was captured in synchronous observations [2].

Considering the threat to educational technology intervention studies posed by low
fidelity of implementation, this poster aims to showcase 1) the use of metadata from an
educational app to track the exposure/dosage component of implementation fidelity, and
2) the changes we enacted to improve fidelity.

3 Method

3.1 Research Context

Studies in early childhood settings have identified dialogic reading–where amore experi-
enced reader asks the new reader questions about the story as they read–to be an effective
method of promoting early literacy [7–12]. To promote dialogic reading practices, par-
ticularly among socioeconomically disadvantaged populations, we developed an app
meant to train caregivers on dialogic reading practices.
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3.2 The Floppy App

There are two components to the Floppy App. The first component consists of several
short videos explaining and modeling the use of five simple dialogic reading strategies
(Recall the past, Explain new words or ideas, Ask questions, Discuss the future, and You
can make a difference).The second component features a cartoon rabbit named Floppy.
Floppy is a semi-intelligent conversational agent who “listens in” as a caregiver and
their child read a physical book out loud together. When it hears a target word indicating
which page the dyad is reading, it asks a relevant question. By doing so, Floppy models
dialogic reading practices for the caregiver. In order for Floppy to “listen in,” the app
records the conversation between the dyads when they begin their reading session.

Participants begin readingwith Floppy by selecting a book to read aloud. Floppy then
gives instructions on how to use the app.When the dyads are ready, they press the “start”
button and Floppy starts listening (i.e., the device starts recording). The recording ends
when participants press the “end” button. (As a precaution, in case participants forget
to end the session, the recording terminates automatically after 30 min of inactivity).
An audio file is generated in this process, and when the participant presses “resume” or
“start” again, a new audio file is created.

3.3 Year 1 and Year 2

We conducted a usability study in the summer of 2021 with 20 parent-child dyads (18
mothers, 2 fathers) from across the United States. The following summer, we conducted
an efficacy study with 40 parent-child dyads (38mothers, 2 fathers), with 20 of the dyads
in the intervention group (who used the app) and the other 20 in the waitlist control group
(who did not use the app). All of the children were between the ages of 3 and 6, and all
of the families had annual income levels below US $75,000.

Study Procedure
In the 2021 usability phase, the study teammailed participating families children’s books
as well as an Android phone with the app already installed. (They also received a prepaid
envelope for returning the Android phone.) The families participated in two Zoom ses-
sions with the researchers and conducted at-home readings with the Floppy app during
the 2–4 weeks between the first and last Zoom sessions. When the dyads first met with
the researchers, they did a baseline reading without using the app. After the researchers
introduced the families to the app (both the video and Floppy portions), the dyads read
another book with Floppy. The session ended with the researchers interviewing the par-
ent for their initial thoughts about the app, providing them with a link to a survey, and
asking the parent to read three books with the app before the second Zoom session. The
families returned to a second Zoom meeting 2–4 weeks later, and the procedure was
largely the same except that they no longer needed to be introduced to the app.

The study procedure of having two Zoom sessions bookending the at-home, remote
reading sessions remained largely unchanged in the 2022 efficacy phase with a few
exceptions: 1) as an efficacy study, early literacy measures were included in both Zoom
sessions, 2) the waitlist control group did not receive the Floppy app or engage in
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tasks related to Floppy until the second Zoom session, 3) the at-home reading time was
increased from the usability phase’s 2–4 weeks to 4–6 weeks in the efficacy phase.

Implementation Changes in Efficacy Study Phase
Beyond increasing the length of the at-home reading period, we implemented additional
changes to help increase participants’ usage of the app at home. First, we recruited
families who already use Android devices. Instead of mailing the families the phones,
we provided them with the Floppy app’s APK file to download and install on their own
devices. Second, we asked all families in the 2022 efficacy phase to record their reading
sessions. We provided each family a bookmark with a QR code. The code linked them
to an individualized Google form that allowed the caregiver to report any books they
had read during the study period. Third, the study team sent the families weekly text
reminders to read with their children. Finally, we changed the compensation structure.
In the 2021 usability phase, participants received a lump sum payment at the end of the
study. In the 2022 efficacy phase, smaller payments were disbursed at three points over
the course of the study such that the total was equal in value to the lump payment from
the previous year. The participants received the payments after the first Zoom session,
in the middle of the at-home reading period, and after the second Zoom session.

3.4 Data Source and Wrangling

For this study, we focus on themetadata generated by the dyads’ use of the Floppy app as
the primary data source. As such, only data from the participants from the 2021 usability
phase (n = 20) and the intervention group from the 2022 efficacy phase (n = 20) were
included. We used the reading diary data as a secondary data source to double check the
efficacy phase participants’ self-reports and use of the app. Participants read additional
books without Floppy (we only provided five books), and their self-report/recollection
of reading with Floppy was remarkably accurate. The metadata include the date and
time the dyads accessed the app, which books they were reading, and the length of the
generated audio files (i.e., the duration of the reading session). To ensure participant
anonymity, each login was assigned a random string of characters as their session ID.
Each generated audio file was also assigned a random string of characters as its filename.
Wematched andmerged the participant data with their random strings of session IDs and
audio files. Because separate mp3 files were generated every time the dyads hit “pause,”
we also identified which particular audio files were supposed to go together, thereby
obtaining the number of reading sessions that were conducted with Floppy. Because
participants started the study on different days, we recoded all the dates to reflect how
long participants had been introduced to the app such that day0 indicates the day of their
first Zoom session. To prepare for the analysis, we aggregated the information (number
of reading sessions and total reading time in minutes) by the participants and by the time
(in days) since the start of the study.

4 Analysis and Findings

Participants from the usability phase generated 118 reading sessions, and those in the
intervention group of the efficacy phase generated 395 reading sessions with Floppy.
(As a reminder, participants in the waitlist control group did not have access to the
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Floppy app until their second Zoom session, so they were excluded from the analysis.)
Sheer comparison of the total volume of reading using Mann-Whitney tests indicated
that participants in the intervention group from the efficacy phase read longer (total
minutes), z=−4.17, p< .001 (see Fig. 1), and read more times (total reading sessions),
z =−2.72, p= .0067. However, there was no difference in the average time per reading
session between the participants in the usability phase and those in the intervention group
of the efficacy phase, t(511) = 1.20, p = .23.

Fig. 1. Participants in the 2022 efficacy phase who read with Floppy spent more time using the
app than the participants from the 2021 usability phase did.

Considering that participants in the efficacy phase had double the amount of time
between the Zoom sessions, it is not surprising that their total reading volume was
significantly different. Thus, we also investigated the pattern of app usage by the families
and applied clustering methods (e.g., K-medians, Ward method) as the first pass to
categorize the patterns. Two human coders then sorted through the machine clusters,
settled any discrepancies, derived meaning, and created labels for the clusters. Before
applying the clustering methods, we adjusted for the differential time span each family
experienced between their two Zoom sessions by further aggregating the reading time
data by four time segments: the first day of the study (i.e., day0), the last couple of days,
the first half of their reading period after day0, and the second half of the reading period
before the last couple of days.

When we conducted the clustering analysis by only the 2021 usability participants,
we discovered that two participants exhibited the “get it over with” (GIOW) pattern
where they read the three books the day after their first session and never used the app
again until the second Zoom session. In contrast, six dyads showed “procrastinating”
behavior where they only read the day before or the day of their second Zoom session.
(See Fig. 2 for sample graphs exhibiting these patterns.) The rest of the participants
paced their readings or were considered “fans” based on how much they read with the
app. However, when we included the 2022 participants, the groupings from the original
analysis with only the 2021 data disappeared. Most of them became lumped together
in the “sparse user” group. Even the most avid users from the usability phase paled in
comparison with the average users from the efficacy phase (see Fig. 3).
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Fig. 2. Sample graphs of the “Get it Over With” pattern (left) and the “procrastinating” pattern
(right).

Fig. 3. Participant #1815 was one of the most avid users from the usability phase in 2021.
Participant #109 was a typical, average user from the efficacy phase in 2022.

5 Discussion and Conclusion

After the initial Year 1 usability study phase of an educational app meant to improve
children’s early literacy through the modeling of dialogic reading practices for par-
ents/caregivers by an AI-powered conversational agent, our data showed sparse, inde-
pendent use of the app during the remote portion of the study (See Figs. 2 and 3).
Understanding that exposure or dosage is a crucial component of fidelity of implemen-
tation that can substantially affect efficacy research validity and findings [4], we set out
to increase and incentivize at-home, remote usage of the app during the study’s Year
2 efficacy phase. Specifically, we implemented four key changes–use of participants’
own device, a reading diary, text reminders, and a new participant compensation struc-
ture. The analyses of the metadata indicated that our efforts were largely successful in
ensuring an increased use of the educational app during the second year of the study.

Our findings can be useful to researchers and practitioners facing similar remote
implementation challenges. These findings may also prove useful from a design per-
spective. Design-based research of innovative educational tools and interventions is an
iterative process informed by both data and qualitative user feedback [13]. Early-on
incorporation of strategies that encourage remote engagement and testing by users of
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educational tools under development can increase access to helpful user feedback at every
step of the design process–from early prototype to final production and implementation.
Additionally, metadata and process data generated by web-based applications or other
digital tools can function as additional feedback and measure of implementation fidelity
[2]. This ongoing feedback from users enables designers to create tools that are better
suited to user needs, which in turn increases the potential for user engagement. The
resulting increase in usage frequency or user responsiveness, which are components of
implementation fidelity [4], enhances the validity of intervention efficacy studies.

5.1 Limitations

While we managed to enhance the app’s dosage/usage in Year 2, it remains challenging
to differentiate the specific impact of each of the four implemented changes. Future
studies can investigate the individual effects of various compensation structures, text
reminders to participants, reading diaries, and participants using their own devices.
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Abstract. The present study is directed towards the identification of the types
of strategies for the development of social competences in virtual environments
of administration students at Colombian universities. The sample is taken from
a group of 25 teachers, who teach in the business administration program of a
private university located in the city of Barranquilla, Colombia. A questionnaire
consisting of a total of 15 items applied to this sample, which was validated by
experts and its reliability was determined by means of the Cronbach’s Alpha
coefficient, yielding a value of 0.84. Thus, the results show the indicators of the
dimension Types of strategies for the development of social competence, which
in turn are organized into indicators as follows: Pre-instructional Strategies, Co-
instructional Strategies and Post-instructional Strategies. Each of these indicators
obtained a respective weighting of 2.89, 3.35 and 2.40. In relation to the teaching
strategies for the development of social competence, which constitute the object
of study of the research presented, low frequencies were obtained for this variable
in its two dimensions, which reveals that the teachers in the sample exhibit low
levels of application of these strategies in the classroom. This situation highlights
the need to train students in this type of competencies, given their impact on the
achievement of school success.

Keywords: Pedagogical strategies · social competences · virtual training ·
synchronous and asynchronous education

1 Introduction

The development of competences as the purpose of the educational system is highly
recognized for its importance towards the integral formation of people; Agreed then
the so-called education by competences in one of the most relevant models of today
and being the standard of various countries in the world [1]. The case of Colombia as
a developing nation is highlighted, which adopts competency-based training in order
to standardize the process of measuring the impact of education in order to allow the
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implementation of effective strategies and programs in the improvement of education
[2, 3].

In this sense, social competences are mentioned, referring to the capacities for the
development of social processes that happen within their environment. Currently, within
the educational field, strategies focused on strengthening this type of skills in schools,
universities and other educational institutions are presented [4]. However, it is impor-
tant to mention that social changes since the entry of information and communication
technologies (ICT) have been increasingly accelerated, where the interaction between
two people no longer requires a face-to-face from which new codes, standards and ways
of perceiving Coexistence within these new communication environments had been cre-
ated. [5]. Certainly, today’s society is experiencing a process of increasingly accelerated
change inwhichglobalization, technologies 4.0 andnewwelfare paradigms,Equality and
diversity completely change the traditional standards of interaction between individuals
whether in the workplace, academic or personal environments [6, 7]. On the academic it
is necessary to mention how the educational system and more specifically the University
has adapted more and more to these new trends, not only acquiring installed capacity for
the Development of its mixed missionary activities (between virtual and face-to-face)
or in a total virtuality, but for the training of skills of professionals considering that they
can develop effectively in areas mediated by new technologies such as ICT [8].

This awakens the need to develop scientific knowledge that allows recognizing the
implementation of these strategies within universities, taking as a reference social com-
petences as a support factor for assertive communication processes within ICT. That
said, the present study is directed towards the identification of the types of strategies
for the development of social competences in virtual environments of administration
students at Colombian universities.

2 Theorical Approach

2.1 Social Competences

The new education models impose roles on education professionals for the performance
of their duties. Today, a teacher combines the standards of an educator and an individual
in their behavior, not as in traditional pedagogy, but with both characteristics. In the
new school he searches, investigates and responds to the need and responsibility to find
answers to the questions that arise from his personal experience and professional practice
in his cultural and social context. The above will undoubtedly stand out from the new
technologies that are applied in the field of education [9].

In this way, the educator is the reference base for the formative practice and con-
trast for the evaluation, on what, how, when, where, why and what to teach; What are
the important dimensions of acquired personal and social knowledge? In addition to
this, teachers are also responsible for promoting, expanding and reinforcing various
knowledge about students [10].

From this point of view, it is necessary to generate feedback with the teacher, instead
of simply highlighting the weaknesses of the students, which otherwise affects their
performance and progress. The dialogues should highlight the strengths and weaknesses
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of the students to encourage support and make them part of their performance so that
they are recognized, nurtured and rewarded.

It is important that the teacher, from his pedagogical conduct, manages to commu-
nicate orientation to the social environment, which positively complements his work, to
cooperate effectively in the direction of the student’s attention, in order to achieve the
goals set and strengthen the academicity of the students. Themselves [10].

Therefore, the social competence development strategy is a continuous and system-
atic process that, with the participation of all members of the educational community,
helps the individual to reach their maximum development through better self-awareness
andoptimizationof environmental conditions - Individual development in eachdiscipline
[9].

The strategy for the development of social competences, developedby educators from
the classroom, has as its main objective cooperation to create an inclusive educational
environment that allows the ecological adaptation of people and their environment, as
well as a truly quality education, com -mutual promise and constant communication.

In this sense, according to Álvarez, when referring to the process of effectiveness
of the strategies for the development of social competences, he indicates: “It is a social
praxis aimed at facilitating the processes of human development in the dimensions
of Being, Living Together, Serving, Knowing and Doing in the personal, social and
community context throughout the continuum of life with the purpose of empowering
talents and generating processes of self-determination, freedom, and emancipation in
the permanent construction of development and well-being of people and communities”
[11].

In this sense, the human development of the person will be strengthened, and in
this study it is of great importance, since the task of the teacher is to wonder about
strategies that can strengthen the self-concept through emotional intelligence, and for
this, teacher. It is sought as part of self-development and potential protagonist, which
allows in the classroom to promote an effective rapprochement between the actors and
thus respond positively to problems in the school and social space that can negatively
affect performance, achievement and progress. For students.

2.2 Social Competences on Virtual Environments

Social competences in virtual environments refer to the skills necessary to interact effec-
tively with others through online platforms and social networks. With the increasing
importance of technology in our lives, the ability to communicate and network online
has become increasingly important [12].

It is important to emphasize that social competence in virtual environments is not
only about using technology, but also about knowing how to interact effectively with
others online. As technology continues to evolve, social skills in virtual environments
become increasingly important to navigating and succeeding in the online world [12].



298 E. Navarro et al.

2.3 Types of Strategies

As described by Moreno, one of the stages that determine human behavior occurs in
the field of education; Based on the interactions created in these spaces, it is possible to
define which strategies teachers will use to develop the social skills that will later define
them as active subjects in society. However, determining the first strategies to develop
social competences is the responsibility of the family, in fact, the educational system
simply improves behavior and places students in the body of knowledge learned in a
formal way [13].

These relational skills are not only defined in relation to the child, but also play an
important role for the other members and form a support function in the various life
transitions of the individual: education, adolescence, beginning of working life, new
social life. Relationships, retirement and more.

In this way, the following figure shows the types of pedagogical strategies according
to the moment of their development (Fig. 1):

Fig. 1. Types of strategies for the development of social competence in virtual environments

3 Material and Method

This study is developed from the quantitative approach, with a descriptive level and a
field and non-experimental design framed in the identification of the types of strategies
for the development of social competences in virtual environments of administration
students at Colombian universities. In this way, it is mentioned that the sample is taken
from a group of 25 teachers, who teach in the business administration program of a
private university located in the city of Barranquilla, Colombia.

A questionnaire consisting of a total of 15 items applied to this sample, which was
validated by experts and its reliability was determined bymeans of the Cronbach’s Alpha
coefficient, yielding a value of 0.84. The analysis process is carried out with a Likert
scale, where the following interpretation establishes the scales (Table 1):
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Table 1. Scale of analysis of the findings

Score Interpretation

1 Very inappropriate implementation of strategies for the development of social
competencies in the virtual environment from the pre-instructional, co-instructional
and post-instructional

2 Inappropriate implementation of strategies for the development of social
competencies in the virtual environment from the pre-instructional, co-instructional
and post-instructional

3 Neither appropriate nor inappropriate the implementation of the strategies for the
development of social competences in the virtual field from the pre-instructional,
co-instructional and post-instructional

4 Appropriate implementation of strategies for the development of social
competencies in the virtual environment from the pre-instructional, co-instructional
and post-instructional

5 Very appropriate implementation of strategies for the development of social
competencies in the virtual field from the pre-instructional, co-instructional and
post-instructional

4 Results

In the analysis of the results, they are grouped from three types of indicators which
describe the type of strategies implemented by the 25 teachers surveyed for the identi-
fication of the types of strategies for the development of social competences in virtual
environments of administration students at Colombian universities. In this way, the
results are as follows (Table 2):

Table 2. Types of strategies for the development of social competence in virtual environments

Indicador Media

Pre-instructional strategies 2.89

Co-instructional Strategies 3.35

Post-Instructional Strategies 2.40

Having reviewed the previous table referring to the types of strategies for the devel-
opment of social competence in virtual environments, It is possible to observe that for
strategies of a pre-instructional nature with an average of 2.89 and those of a post-
instructional nature with an average of 2.40 are within the range of analysis considered
inappropriate, which implies that there is little implementation of this type of strategies
by the teachers surveyed.

In turn, the co-instructional strategies demonstrate a better performance with an
average of 3.35 referred to an intermediate level where there is no appropriation or
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misappropriation of these within the training processes developed. In this way, for a
clearer analysis of the dimensions referred to above, the findings obtained by each
reagent of the three student dimensions in the present research are shown (Table 3):

Table 3. Pre-instructional strategies

Item Mean

1 3.32

2 2.61

3 2.89

4 2.80

5 2.85

Total 2.89

When reviewing the results of the statistical averages related to pre-instructional
strategies, there is little appropriation on the part of teachers in relation to the generation
of knowledge based on student experiences, the implementation of diagnostic processes
and the use of introductory materials for the development of social competences within
the communication platforms of the Universities (Table 4).

Table 4. Co-instructional strategies

Item Mean

1 2.97

2 3.44

3 3.75

4 3.43

5 3.18

Total 3.35

Within the approach of co-instructional strategies, it is observed how these are neither
appropriate nor inappropriate, most referring to the application of strategies that allow
the understanding of the student and the use of discussion as a means of developing
competencies in virtual environments, while evidencing higher levels of appropriation
in the use of graphic tools for the training process (Table 5).

With the findings shown in the previous table, it is possible to observe how there are
low levels of appropriation of post-instructional strategies within the processes of virtual
formation of social competences, such as conducting debates for the consolidation of
knowledge or the use of digital tools and resources for the content synthesis process.
Conclusions and discussions.
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Table 5. Post-instructional strategies

Item Mean

1 2.44

2 2.00

3 2.23

4 2.33

5 3.01

Total 2.4

From the processing of the findings of the study it is possible to conclude in the first
instance that education, like other sectors of society, has undergone extremely significant
changes thanks to the support and use of new technologies, especially information and
communication technologies which intervene directly in communication as it is known
today [14]. In this way, the survey shows unfavorable results in the use of both pre-
instructional and co-instructional or post-co-instructional strategies for the strengthening
of social competencies in university students; This could be due to the complexity for the
faculty to effectively adapt the dynamics and contents of face-to-face subjects towards
virtuality.

It is certainly not enough to have technological equipment and modern platforms for
the adequate development of students’ skills in virtuality, It requires a strong involvement
of the teaching staff in this process and that they are trained and sensitized on how to
achieve the goals of training from the tools provided by new technologies today [15].

However, it must be clear that social competence does not develop naturally in
people, so teaching interventionsmust be alignedwith their development tomediate their
training and improvement. In this sense, this is the beginning of its development. The
decisive factor of development. It develops from youth, through adolescence, and even
into adulthood, as it can easily change when it comes to phenomena such as perception,
understanding, and proper behavior.

It can be concluded that the greatest contribution of the research on strategies for the
development of social competence in the school environment is that its most important
role is to promote healthy coexistence and the creation of an environment conducive
to the promotion of interpersonal relationships. Efficiency and quality, since through
them individuals are capable of displaying appropriate social behavior in response to the
environmental or situational demands they face.

Within the framework of the previous observations, social competence development
strategies as a continuous and systematic process help individuals to demonstrate their
personal potential, since it gives them greater self-confidence and preparation to face
environmental conditions. in which they are found. It is recommended that the institution
involved in the data collection process implement an intervention strategy aimed at
accompanying the faculty in the training exercise within the virtual environments, taking
advantage of the virtues and opportunities that this represents for the generation of
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value in the work of higher education institutions, especially in the missionary teaching
function.
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Abstract. Since the COVID-19 pandemic, educational content using digital-
based media has received significant public attention, and various methods to
enhance educational effects, such as educational content using digital illustra-
tion characters, are emerging. Characters have long been an essential element of
media content based on OSMU (One Source Multi Use), and their utilization is
outstanding. In this paper, we propose a study on the production process of digital
characters, especially the production of educational content through the charac-
teristics of characters. For a case study, a character considering the elements of
20 chemical elements was created and applied to an elementary school student’s
after-school class. Digital illustrated characters can be used in various online and
offline learning content. As a result, students’ interest has increased, and they
focused on the more.

Keywords: Digital Character · Character Design · Character · Learning
Content · Online Education · Digital Learning Content

1 Introduction

1.1 A Subsection Sample

Digital content in various fields is continuously appearing; among them, education has
progressed towards significant development in conjunctionwith digital content. Since the
COVID-19 pandemic, educational content with the assistance of digital-basedmedia has
attracted considerable public attention. Various methods to increase the effectiveness of
education are emerging, such as educational content using digitally illustrated characters.
Characters have been an essential element of media content for a long time based on
One Source Multi Use (OSMU), and their utilization is prominent in today’s society.
Characters are used frequently on various platforms, from traditional to new media.
Characters have been widely used in traditional media such as print media, newspapers,
and magazines. Their interest is increasing with the recent development of immersive
media and metaverse technology. A Digital Character is a digitally created character that
looks and acts like a real or imaginary creature in a computer-generated environment
[1]. The roles of digital characters have emerged, serving as a medium for delivering
information to users and making information communication more effective through the
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traits of digitally illustrated characters. In this paper, the process of digital characters
is proposed—particularly a study on the production of educational content through the
traits of characters.

2 Digital Characters for Learning Contents

2.1 Character

There are numerous encounters with characters in real life as content or products of var-
ious media. The dictionary definition of a character is a person who appears in a novel,
play, movie, or entity endowed with a unique personality and image by the content of
the work. Or in the context of product design, incorporating the appearance of a unique
person or animal appearing in a novel, cartoon, ormovie into the design (Toys, stationery,
children’s clothing, etc.) [2]. However, a character has a comprehensive meaning that
includes objects that appear in works and mascots and caricatures expressed for sym-
bolism, as well as products that commercialize real people [3]. Traditionally, characters
played the role of mascots with religious or shamanistic characteristics before mankind
began to use letters. Through the development of digital media in modern society, char-
acters’ roles as resources for commercial purposes or image delivery have become more
diverse. In addition, the character itself holds the value of the product, playing a role
in further accelerating repeated purchases, liking and trust, purchase impulse, and dif-
ferentiation from other products [4]. Recently, with the development and expansion of
smart devices, it is easy to share information through various mobile applications. Thus,
the utilization and importance of characters are increasing. Many companies collaborate
with famous characters or develop their characters, as shown in [Fig. 1], and using them
for marketing. Characters have many strengths from a branding point of view: They are
easy to apply to media, give intimacy and attention to the public, and have the advantage
of being expandable to various contents [5].

Fig. 1. Corporate character brand

Characters have the ability to communicate visually, surpassing barriers such as
gender, age, and cultural differences. They are now being utilized in the creative industry
to create cultural products in collaboration with various industries [6].

2.2 Learning Content Using Digital Characters

A digital character is a digitally created character that looks and behaves like a real
or imaginary creature in a computer-generated environment [1]. Computer-generated
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digital characters are easy to apply to digital content; they can add liveliness by adding
movement or animation; they can give intimacy and interest to the public; and can be
expanded to various contents. These characteristics of characters play a role in bringing
about positive effects by becoming tools that can empathize with children in educational
content. In previous research, 58% of users chose a character as the criterion for selecting
an early childhood educational application for learning. Additionally, there is a research
finding that learning using an application featuring a character significantly affects the
sense of achievement in oneself [7]. Already, education companies are collaborating
with existing popular characters and developing their character commercialization in
textbooks and toys. Representatively, characters such as ‘Yoonieiyoon’ and Friends (see
Fig. 2) by Mr. Yoon, an English education company, ‘Pinkfong’ from Smart Study, and
‘Dash’ and ‘Dot’ from PBS (see Fig. 3) are the fun of young children using educational
content. It leads to active learning activities and enhances the learning effect.

Fig. 2. ‘Yoonieyoon’ and Friends

Fig. 3. ‘Pinkfong’ and ‘Dash’ and ‘Dot’

2.3 Learning from Character

The roles of characters in learning content are very diverse. Still, in many cases, most
are introducing learning content or acting as learning mediators. However, if a character
is created with their traits becoming the main education factor, users can approach
learning and memorization with increased ease and effectiveness. Characters created
with information present in their characteristics can become powerful educational tool.
Throughout this research, its effectiveness, along with production examples, will be
evaluated.
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3 Case Study

3.1 Character Creation Based on Learning Content

This study uses examples of character creation and utilization, assuming that characters
with principal meanings necessary for learning will effectively learn beyond simple
character creation. The following process is required to create a character that contains
learning elements. First, before character creation, it is necessary to define the learning
content to be delivered clearly. Second, select keywords for character creation. Third,
determine the shape, color, props, etc., based on keywords. In case several characters
have to be introduced together, the unity of the characters will also be an important
factor.

Fig. 4. The process of creating a digital character.

Take “Chemistry Friends” developedwith support from theKorea Foundation for the
Advancement of Science and Creativity. This is a character set based on the fundamental
properties of elements to educate elementary school students about 20 basic chemical
elements. In the first step, the traits of the first 20 chemical elements were investigated,
and select 2–3 keywords among them. The next step is the visualization of each character.
The character creation process for each element is as follows (see Table 1).

3.2 Application and Survey

The 20 characters were used online and offline for elementary school students’ after-
school classes (see Fig. 5). Many students showed great interest in the chemistry class
through characters, and 82% of the students who participated in the class answered that
they were interested in studying chemistry using characters.
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Table 1. Character design for the first 20 chemical elements

The first 20 chemical elements and
their trait

Keywords Character
Visualization

1. H
(Hydrogen)

• The lightest element
• Easily burns
• Makes up 81.5% of the
mass of the sun

• burning
• lightness
• sun

2. He
(Helium)

• Stable
• Used to float balloons

• balloon
• party
• lightness

3. Li
(Lithium)

• The lightest metal
• Widely used in
electronic devices

• battery
• electricity

4. Be
(Beryllium)

• An emerald or
aquamarine gemstone

• For special springs or
tools

• Emerald
• Spanner

5. B
(Boron)

• Black solid
• Very hard
• Resistant to heat

• Black
• Strong

6. C
(Carbon)

• Has a hexagonal
structure

• Diamond raw material
• Very hard

• Hexagon
• Diamond
• Hardness

7. N
(Nitrogen)

• 80% of the air
• The construction of an
animal’s

• Laugh when used as an
anesthetic

• Air
• Laughing
• Happiness

8. O
(Oxygen)

• Very stable
• colorless
• Unscented
• Use for life support

• stability
• symbol O

(continued)
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Table 1. (continued)

The first 20 chemical elements and
their trait

Keywords Character
Visualization

9. F
(Fluorine)

• Fluoride
• Use in toothpaste
• Kitchen Appliances
Coating

• Toothpaste
• Coating

10. Ne (Neon) • Colorless, odorless gas
with trace amounts in the
air

• When other elements are
mixed, they create a
neon light in a rainbow

• Neon light
• Night

11. Na
(Sodium)

• Components of salt and
soda

• Explosive
• Used for sodium lamp
streetlights

• Lamp
• Explosive

12. Mg (Magnesium) • It is often used as an
alloy material such as
cameras and airplanes

• Can be used as a
coagulant when making
tofu

• Tofu
• alloy

13. Al
(Aluminum)

• Silver and white
• Light and firm
• Airplane, spacecraft
fuselage

• Silver and white
• Firmness

14. Si
(Silicon)

• The richest mineral on
Earth

• Components of sand,
mica, quartz, and glass

• Materials for
semiconductors

• Semiconductors
• Sand, mica, quartz,
and glass

(continued)
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Table 1. (continued)

The first 20 chemical elements and
their trait

Keywords Character
Visualization

15. P
(Phosphorus)

• White, Red, Black
• The identity of the
goblin fire

• The raw materials of
fertilizer and matches

• Red
• Matches
• Fire

16. S
(Sulfur)

• Strong smell
• Exists in the human body
(nail toenail hair

• A deep yellow
• A fiery temper

• Strong smell
• Human body
• Deep Yellow

17. Cl
(Chlorine)

• Toxic green and yellow
• Used for disinfection of
tap water

• Used in bleach,
disinfectant

• Disinfectants
• Toxic green and
yellow

18. Ar
(Argon)

• Low responsiveness
• Stable
• Used in fire
extinguishers

• Fire extinguisher
• Stable shape

19. K
(Potassium)

• Raw materials such as
soap, glass, and
gunpowder

• Metallic potassium gets
excited easily and reacts
violently to water

• Easy to oxidize

• Easy excitement
(expressed in
triangles)

• Used as fertilizer

20. Ca
(Calcium)

• Maintain the shape of a
person or building

• The elements that make
up bones, teeth, cement,
or marble

• Shells, milk

• Teeth
• Bone, Shell, Millk
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Fig. 5. “Chemistry Friends” Learning Products

4 Conclusion

Characters have long been an essential element of media content, and their utilization is
outstanding in the digital era. In this study, we looked at the “Chemistry Friends” case
study for the production process of digital characters, mainly producing educational
content through character characteristics. “Chemistry Friends” was created considering
the factors of 20 chemical elements and applied to elementary school students’ after-
school classes. Digital illustration characters can be used in various online and offline
learning content. As a result, it was found that students’ interest increased, and they
became more focused. In this study, we focused on the manufacturing process. More
in-depth research on the educational effect will be conducted in the future.
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Abstract. The APTgt system is a web-based phonetics educational
training tool that aims to improve teachers’ linguistics pedagogical expe-
rience and provide phonetic transcription training for students. Based
on this system, we proposed an Automatic Speech Recognition (ASR)
system to convert speech to a stream of phones, automatically generat-
ing the phonetic transcription of both standard speech and disordered
speech. With the help of the phone recognizer, the instructors can gen-
erate a large number of phonetic transcription exams without manual
transcription.

This phone-level ASR system applied Mel-frequency cepstral coeffi-
cients (MFCCs) as features and bidirectional Long-Short Term Memory
(LSTM) as an encoder. The Speech Exemplar and Evaluation Database
(SEED) data set, including disordered and non-disordered speech, was
used for training and further testing. The proposed recognizer will make
our phonetic E-learning system more intelligent and better serve students
with their performance on phonetic transcription.

Keywords: E-learning · Phonetic Transcription · Automatic Speech
Recognition · Recurrent Neural Network

1 Introduction

As technology has been widely adopted by younger generations and becomes a pri-
mary necessity in the classroom over the past decade, the demand for e-learning
has increased significantly in recent years [1,2]. In the field of communication dis-
orders, the clinical phonetic transcription skill is a critical part of students’ clini-
cal preparation to become speech-language pathologists. However, students often
report feeling unprepared to apply the skill in clinical practice as the practice
opportunities can be impeded by the limited resources to manage the grading of
additional assignments through traditional learning approaches [3].

The Automated Phonetic Transcription Grading Tool (APTgt) was devel-
oped to facilitate online course content delivery and automate the grading of
phonetic transcription assignments, thereby improving the efficiency and effec-
tiveness of grading and providing timely feedback to students. It provides inter-
active phonetic exams through the use of an embedded International Phonetic
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Alphabet (IPA) keyboard (see Fig. 1) and adopts a word bank (see Fig. 2) as the
exam resource for the instructors to generate the linguistic exams effortlessly [4].

Fig. 1. The Embedded IPA keyboard in APTgt system

However, generating a large-scale word bank to support diverse exam
resources is often challenging due to the high cost and time-consuming nature of
manual transcription. To overcome this, we propose deploying an ASR module
that can convert speech to a stream of phones, automatically generating phonetic
transcriptions for both standard and disordered speech.

Fig. 2. The Word bank of APTgt system

2 System Design

APTgt enables the automatic generation of interactive phonetic exams for
instructors by allowing them to upload audio files and store correct answers
in a word bank. Students can then listen to the selected audio and use an IPA
keyboard to spell out pronunciations. The system utilizes the Levenshtein dis-
tance algorithm to automatically grade student responses by comparing them to
the stored solutions [4].
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To further enhance the efficiency of generating a large-scale word bank with-
out concerns about typos or misspellings, we propose the integration of a Speech-
To-IPA system. This phone-based ASR system directly converts the audio speech
signal into IPA symbols, bypassing text mediation. It employs a neural network
architecture with an encoder and a decoder component (see Fig. 3). During the
encoding stage, the system extracts feature vectors from the input speech sig-
nal. The acoustic model in the encoder utilizes these feature vectors as input
and generates a sequence of phoneme probabilities. The decoder then produces
a sequence of IPA symbols based on the sequence of phoneme probabilities.

Raw Audio

"The duck
swims"

IPA

" ð ə d ə k s w ɪ m z "
Decoder

Feature Extraction

Input Hidden Output

Fig. 3. Overview of the phone-based ASR system

3 Method

3.1 Data Preparation

Our dataset for training and evaluation is SEED, which was specifically created
for clinical training in articulatory phonetics and speech science. It comprises of
over 16,000 high-quality speech samples recorded from 33 adults and 69 children,
along with corresponding English text [5]. The dataset is organized based on
age (child vs. adult) and speech health status (with or without speech disorder),
providing a comprehensive and diverse set of speech data for training and testing
our model.

The data preparation process includes converting the English text of audio
to its IPA phonetic forms and in some cases changing the sampling rate of the
speech sample. We used our previously proposed grapheme-to-phoneme (G2P)
converter to do translation [6], and manually inspected the result to ensure all
samples and phonetic transcriptions matched up properly.

3.2 Mel-Frequency Cepstral Coefficients (MFCCs)

MFCCs are the most widely used parametric representations for acoustic sig-
nals in ASR systems [7]. The MFCCs feature extraction algorithm involves the
following implementation steps:

1) Pre-emphasis increases the magnitude of energy at higher frequencies.
2) Split the signal into short frames.
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3) For each frame, apply the Fast Fourier Transform (FFT) to convert the signal
from the time domain to the frequency domain.

4) Calculate the power spectrum of each frame using the following equation:

P =
|FFT (xi)|2

512
(1)

5) Apply Mel-scale filter banks to the power spectrum of the signal and take the
logarithm of all filter bank energies. The Mel scale maps the actual frequency
to the frequency that human beings perceive. The formula for the mapping is:

Mel(f) = 2595 log(1 +
f

700
) (2)

6) The MFCCs are extracted after applying the Discrete Cosine Transform
(DCT).

3.3 Bidirectional Recurrent Neural Network

A recurrent neural network (RNN) is a type of neural network commonly used
in speech recognition. The network consists of an input layer, a hidden layer,
and an output layer, where each output layer unit has a feedback connection to
itself. The feedback loops remember historical inputs which allows them to make
decisions by considering current inputs while learning from previous inputs [8]. In
this way, RNNs can gain a deeper understanding of the sequence and its context
than other types of deep learning algorithms, enabling more precise prediction
results.

Backward

Forward

Hidden Layer

Fig. 4. Bidirectional LSTM network architecture

LSTM is an RNN architecture used in ASR systems. It contains special units
called memory blocks in the recurrent hidden layer and is better for maintain-
ing long-range connections, recognizing the relationship between values at the
beginning and end of a sequence [9]. Bidirectional LSTM adds one more LSTM
layer, which reverses the direction of the information flow. The architecture of
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a one-layer bidirectional LSTM network is illustrated in Fig. 4. Unlike standard
LSTM, the input flows in both directions and is capable of utilizing information
from both sides.

4 Implementation and Analysis

This work utilized the NVIDIA GeForce RTX 3080 graphics cards to train the
model. The encoder was built using PyTorch and consisted of a 5-layer bidirec-
tional LSTM, with each layer having a hidden size of 1024. The model was trained
on 40-dimensional MFCCs, using the SGD optimizer with an initial learning rate
of 0.01. Table 1 demonstrates the performance of the model evaluated on 10131
speech samples in SEED, of which 30% are words and 70% are sentences. 95%
of the dataset is used as the training set, and the remaining data are used for
testing/validation.

Table 1. Accuracy in % on the SEED dataset

Dataset Accuracy

Training Testing

Word SEED 87.1 73.9

Sentence SEED 96.9 83.8

Full SEED 91.4 81.5

We assess the performance of the system using the Phone Error Rate (PER),
which is used to identify speech errors at the phone level, instead of the classic
Word Error Rate (WER). The PER metric evaluates all mismatches between
the recognizer hypothesis and the manual phone-level annotated reference (see
Eq. 3), with C, I, S, and D respectively, referring to the number of correct detec-
tions, insertions, substitutions, and deletions [10].

PER =
I + S + D

C + S + D
(3)

The resultant model provides a PER of 26.1% on the word task and 16.2% on
the sentence task (see Fig. 5). The PER for the entire dataset is 18.5%, which
means the overall accuracy is 81.5%.
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Fig. 5. Phone error rate for dataset SEED

5 Conclusion and Future Work

This phone recognizer will be initially incorporated into APTgt and serve as an
auxiliary tool for automatically generating training and examination resources in
the field of phonetic transcription, but it has great potential for various applica-
tions beyond just E-learning. It can bypass text mediation and directly converts
the audio speech signal into IPA symbols, which is helpful in the research of
communication disorders where understanding the exact errors of speech is crit-
ical. In this preliminary work, we focus on the LSTM-based model with only the
MFCCs feature as the first step in identifying phones in speech samples from
the SEED dataset. Future work will explore other deep architectures and com-
bine additional features with MFCCs to improve accuracy. In addition, we will
finetune the model on multiple datasets to enhance its robustness.
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Abstract. This paper is based on the film Tell Me What I See, a documentary
about Simen, a student at NTNU with hearing and visual impairment. We present
process elements from the idea to the finished product and elaborate on various
interacting themes ranging from accessibility and constraints (defined by stan-
dards) to artistic expression in telling a good story. By presenting the film in var-
ious contexts across campus and beyond, different aspects and functions evolve
and show the film’s many facets. First, it can act as a digital learning resource
accessible in all learning spaces supporting various pedagogies like student-active
learning with, for instance, group discussions and flipped classrooms. Secondly,
it can act as a medium for raising awareness about the situation of students with
disabilities (SWD) and be a starting point for discussion and reflection amongst
all stakeholders within Higher Education (HE).

Keywords: Educational Video · Universal Design · Accessibility · Documentary

1 Introduction

Seen from the perspective [1] of disabled students, many factors still harm the learning
experience and access to HE. For example, the additional time and stress involved in
being a disabled student and organizing their own required support for access to rooms,
information, exams, or in general, “making the system work”.

In the film, Tell Me What I See, these issues absorb much of the main character’s
energy, Simen, a student at NTNUwith hearing and visual impairment. For him, carrying
out ordinary activities requires both assistance and careful planning.

These vexing issues are not new but are perceived and handled differently depending
on the stakeholder’s role or perspective. The stakeholders range from the individual level
as a student, teacher, or administrative staff to the organizational level at the university and
governmental and international institutions concerning strategies, standards, resources,
and policies [2–5]. When examining studies and papers from various countries, Several
studies describe that students with disabilities experience a gap between their rights as
expressed in policy and how their rights and issues are addressed in practice [6]. Hence,
there is a need for awareness of student population diversity and practical knowledge
on inclusive teaching with student variability in mind, leaving the “one size fits all”
approach behind [7].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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2 Digital Educational Video

Digital educational video has become an integral part of university teaching, supporting
student active and multimodal learning. In online learning especially, digital video is
often the central learning object and often “represents an essential point of contact
between teacher and student as they replace the traditional lecture in the course.” [8, 9].

The HE-video landscape has a previous history filled with talking heads and presen-
tation slide videos [10]. However, there are examples of different formats, also involving
genres known from the industry, such as animation, documentary films, featurettes, and
dramatizations spreading into HE [11, 12]. The competencies to produce these different
formats are becoming increasingly present at universities. Typically, producing this type
of content requires a cross-disciplinary approach, where academics work with video
producers to create engaging video content to convey the learning content in alternative
ways than recording a traditional lecture. The benefits of videos in higher education
include (Adapted from Dinmore, 2019):

• increased flexibility – time, place, speed, hearing ability
• sense of personalization and social presence for the learner – especially in online

courses
• video allows for unlimited repetition and revision
• perceived higher levels of student engagement
• promotion of active learning pedagogies
• additional language acquisition

Professionals working with video for online teaching must be aware of students’
limited attention span and how the digital video affordances mentioned above connect
engagement to different video formats. Furthermore, elaborate on how video is dis-
tributed and made accessible as an asynchronous or synchronous resource in the physi-
cal, hybrid, and online learning space [13]. There are also indications that well-produced
marketing videos for online courses raise expectations for course content and that this
causes dropout when the learning content does not meet expectations [14]. Looking at
digital video as a personal, flexible, and engaging way of communicating with students
opens up the unique affordances of video compared to text.

3 Accessibility and Video

Various standards and frameworks illustrate themany sides of accessibility. For instance,
the Disability Inclusion Institutional Framework (DIIF) [5] focuses on the overall needs
of SWD. The framework builds on three overarching constructs glued together by a
“culture of shared understandings”.

• Shared ownership: Disability inclusion as the responsibility of all.
• Empowerment: Focused on enabling access and addressing the physical and emo-

tional labor involved in advocating for basic needs.
• Independence: Enabling disabled students and staff to have equal access to manage

their HE context for themselves.



320 A. Schille and R. Støckert

More specific standards and regulations are available for videos since videos must be
accessible to provide added value for all learners [15]. Different approaches are available
when producing educational video content, and sacrifices may have to be made, based
on the requirements for accessibility, as pointed out in WCAG [16]. Alternatively, the
Universal Design for Learning (UDL) framework [2] gives an overview ofwhat inclusive
education can entail. Concerning video, UDL is relevant when looking at the educational
activities that video support. The UDL framework is a set of different strategies, and
implementation in Norway focusesmore on some parts of the framework than the whole.
The framework has met criticism but stands out as a guide for inclusive education,
looking past technical requirements. Good teaching practice can be observed through
many different lenses, and UDL is one of them [17].

Access to education is crucial in a democratic society providing access to attractive
careers and representation in influential societal positions. The right to education is both
a part of the UN’s sustainability goals and a part of Norwegian legislation. Through EUs
WebAccessibilityDirective [18], requirements for theUniversal Design of video content
are prevalent in European HE institutions. Comparing these requirements with theories
on good practice for educational video design reveals discrepancies and overlapping.

There are three critical requirements of universal design in learning videos [16]:

• Same-language subtitles (SLS)
• Audio description (AD)
• Inclusive use of graphics (Visual accessibility)

There are also other factors affecting the level of accessibility to mention, such as:

• Technical audio and video quality
• The tone of voice and language use
• Speed, pace, and other editing techniques

We can find evidence for these additional factors affecting accessibility, such as
Mayer’s Multimedia principles [19]. There are arguments that online learning using
digital video, when executed correctly, can be more inclusive and appeal more broadly
to learners than traditional lectures.

It is possible to see creative limits that the requirements may put on media designers,
but at the same time, those limitations can foster creativity [20]. Coming to termswith the
fact that educational media represents something other than ordinary media production,
as accessible media is a prerequisite for having access to higher education, may give
a different context for media production. The variability in the target group shows that
everyone benefits from universally accessible solutions [21].
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Fig. 1. Poster for the short documentary Tell Me What I See (2023)

4 Tell Me What I See – a Documentary

At NTNU, some of the work of staff training and strengthening the motivations of
academic staff took the form of film production. A film team followed a student needing
accommodation on campus and in everyday situations. By having Simen, a student
in sociology, tell the story of how limited vision and hearing affect his everyday life
and studies and listening to his reflections, educators at the university should be better
prepared tomeet a diverse crowdof students in their classroom.Both knowwhat practical
adjustments are needed and see the person behind the needs.

The background for creating the documentary film was to emphasize the neces-
sary accommodations for students with visual disabilities. New requirements for Audio
Description of pre-recorded audiovisual material occurred in Norway in 2023, seem-
ingly putting the extra workload on academics. The film aims to motivate educators to
have students who benefit from universally designed content in mind when confronted
with requirements of accessibility.

Testimonials like the one in the film Tell Me What I See can push the development
of solutions to help students with the need for accommodations or Universal Design.
Increased knowledge about universal design can also help promote more positive atti-
tudes toward people with disabilities [22]. Furthermore, after watching the film, the
effort of educators should be more targeted in investigating what resources are neces-
sary to achieve the appropriate level of accessibility. Screening the film as an educational
video can trigger discussions and support the target group with the mental context nec-
essary to learn [23]. Hence, the pedagogical aims of the documentary film focus on the
experiences of and identification with the main character, affecting the audience emo-
tionally and possibly changing attitudes and creating a reflection. After screening the
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film, the discussion is essential to the pedagogical activity. Here students and teachers
are encouraged to share their thoughts and have a discussion afterward.

The film itself takes accessibility into account by having an alternative version with
Audio Descriptions and captioning in both English and Norwegian. Also, parts of the
film have integrated descriptions, as an interpreter who follows Simen gives him visual
descriptions of his surroundings.

5 Artistic and Practice-Based Methodologies

The strategies behind the film Tell Me What I See are similar to the advice for designing
digital video for online learning. Giving access, using storytelling, and showing rather
than telling are affordances used to present the situation of a student with disabilities
[11]. These actions give context to the issue and interest in exploring the topic further.

By working practice-based with interviews and other observations with the camera,
a goal is to reflect on the process as a filmmaker. Furthermore, to reflect on the creative
process to find tools, models, theories, and concepts that can provide an analytical
perspective to the creative process behind the fact-based film, providing a self-reflexive
component in communicating the scientific content with cinematic devices and being
able to work practice-based with one’s reflections and ideas. (As we take our cameras
out into the world to explore and record, we also travel with notions and concepts that
speak powerfully to us) [24].

The practice-based approach here explores the potential of shorter documentary films
and contributes to creating new knowledge by developing “a space of constellations
and connections where practices, methods, and understandings meet and shape new
methodologies.”

6 Conclusion

This paper addresses a pragmatic approach toward education using well-known and
established pedagogical methods with videos produced according to UDL standards.
Aligning inclusive design of educational videos that are easy to use and used in
UDL-informed teaching practice can be a powerful tool in providing opportunities for
education to more students.

Using a film like Tell Me What I See to promote openness, awareness, and inclusion
across campus will hopefully create a strong commitment in students, teachers, and
other stakeholders to put accessibility as a high priority. The DIIF builds precisely on
the same values promoted by the film, and hence the film can act as a glue for shared
understanding amongst all stakeholders within HE. In addition, we hope that the film
can motivate students with impairments to put in the necessary effort to make the best
out of their situation as students. And not to be afraid of telling the professor or other
students about his or her situation and to be conscious of their rights.

Acknowledgment. NTNU and the Norwegian Directorate for Higher Education and Skills for
supporting the making of this documentary.
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Abstract. In this poster, we designed and developed Dear Ducklings, a multi-
modal interactive picture book for Chinese left-behind children, set in the animal
world, where the children take on the role of a visitor accompanied by a virtual
tutor to follow the adventures of a group of ducklings. In the picture book, children
can interact with characters, watch science videos, and share learning output with
their parents. The picture bookprovidesmulti-modal interaction, enabling children
to gain diverse knowledge and communicate with their parents. We conducted a
pilot study (n= 12), and the results showed that the book had a positive impact on
reducing loneliness and expanding children’s learning perspectives. In the future,
we will develop more series of books for children left behind to empower the
childhood lives of left-behind children.

Keywords: Digital Picture Books · Left-behind Children ·Multi-modal
Experience · Emotional Companionship · Human-computer Interaction

1 Introduction

The wave of modernization in China has intensified the siphoning effect of cities on less
developed areas, triggering a massive movement of the labor force. Parent-child sepa-
ration is extremely common in less developed areas of China, especially in rural areas.
Approximately 61.03 million children in China experience parent-child separation [1].
Children who experience parent-child separation at an early age are more likely to grow
up with low academic performance, psychological deformities, and even criminality [2].
However, at present, the issue of how to enhance the well-being of left-behind children
and compensate for the lack of parental companionship is still a hot topic, and there are
still few companionship-based products designed for left-behind children.
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The rapid advancement of new media technology has opened up possibilities for
designing products tailored to the needs of left-behind children. Digital picture books,
for instance, offer enriched emotional interaction and reading experiences throughmulti-
media elements such as audio and interactive games. Studies have indicated that children
exhibit higher levels of interest, focus, and engagement when reading digital picture
books [3]. Furthermore, these books facilitate vocabulary acquisition, story retelling,
and comprehension [4].

Based on extensive research,we designed and developedDearDucklings (see Fig. 1),
a multi-modal picture book targeting left-behind children aged 4–7. The story unfolds in
an animal world, following the adventures of Grandmother Duck and her ducklings in
the wilderness. Our picture book allows children to interact with the characters, watch
educational videos, engage in mathematical exercises, and share their learning outputs
with their parents. Consequently, children gain a multi-modal interactive experience
while acquiring knowledge in various domains, including science, literature, and more.
The book employs a cartoon art style that appeals to children’s visual preferences. From
a technical standpoint, the picture book utilizes the Unity platform and integrates voice
interaction, audio-visual elements, augmented reality, and other immersive methods,
utilizing mobile phones as the primary interactive tool.

In summary, the main contributions of our work are as follows: (1) Identification of
the unique product requirements for left-behind children in China through comprehen-
sive literature reviews and user interviews. (2) Design and development of a multi-modal
interactive picture book tailored to the needs of left-behind children in China. This book
combines storytelling and functionality to address their specific learning needs (literacy,
mathematics, natural knowledge, and cultural understanding), emotional needs (compan-
ionship and communication), and value guidance requirements (behavioral guidelines
and social norms).

Fig. 1. Prototype display image of Dear Ducklings

2 Related Work

2.1 Digital Products for Left-Behind Children

As society pays more attention to the issue of left-behind children, some scholars have
developed digital products for left-behind children, bringing inspiration to the design of
products for left-behind children.
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To meet the emotional needs of left-behind children, several scholars have explored
the development of smart interactive products that aim to alleviate psychological issues.
Haoran Zeng developed Toubot, a pair of wearable haptic robots that strengthened the
emotional bond between left-behind children and their parents. Through interactive
behaviors, such as touch, this study revealed that left-behind children can develop a
sense of companionship, thus mitigating emotional problems such as depression, loneli-
ness, and alexithymia [5]. Pinghong Wang designed an online parent-child communica-
tion platform based on smart TVs for left-behind children, which made communication
between left-behind children and their parents more convenient [6]. Another critical
aspect is the lack of access to quality educational resources and guidance for left-behind
children [7]. TheMagic House App is a mobile platform that allows left-behind children
to connect with children and teachers in large cities. The App aims to provide a channel
for left-behind children to access good educational resources [8].

These digital products provide insights into the design for left-behind children.
The findings highlight the significance of developing products that adequately address
the specific learning and emotional requirements of left-behind children, thereby
recognizing the importance of tailoring interventions to their unique circumstances.

2.2 Digital Products for Left-Behind Children

Newmedia technologies have been combined with children’s publications to add digital
multimedia information, making the messages conveyed in the publications more vivid
and easier to understand.What is What are a series of German AR science books devel-
oped for children aged 5–8 years old,which enable children to learn about various aspects
of knowledge, such as architecture, astronomy, and archaeology. Distributed in tens of
millions of copies worldwide, the picture books are widely popular with children. Addi-
tionally, the Tokyo Shimbun, a Japanese newspaper, has developed an augmented-reality
newspaper specifically designed for children. When the mobile phone camera scans a
specific article in the newspaper, an animated online version of the corresponding article
appears on the phone screen. With fewer out-of-the-ordinary words and short articles,
the online version makes the newspaper accessible to children through a cartoonish, flat,
easy-to-understand graphic design style and cute, lively voice explanations.

Through our analysis of existing picture books, we have recognized their ability to
captivate children through engaging storytelling and a visually appealing cartoonish,
flat design style. Furthermore, we acknowledge that new media technologies, such as
augmented reality (AR), can enhance children’s learning experiences.

3 Design Study

Our design research was conducted through literature reviews and user interviews with
over 10 left-behind children, their teachers and guardians.

China’s rapid economic development has triggered a massive movement of people
from less developed areas (mostly rural) to developed areas (mostly large cities). The
migrant workers are often unable to bring their children to live with them in cities, and
the children instead stay at home to be cared for by non-parent guardians [9]. This group
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of children is known as “left-behind children”. Most of the guardians of left-behind
children are less educated grandparents who are almost not concerned about whether
their children obtain quality companionship and knowledgeable education [10]. The
absence of parents can lead to a series of cascading reactions, such as higher levels of
psychological, behavioral and school adjustment problems among left-behind children
[11]. Additionally, a recent meta-analysis found that, compared with non-left-behind
children, left-behind children hadmore safety problems and emotional distress problems
[12].

Through the literature review, we clarified the main causes of the social problem of
left-behind children and gained a conceptual understanding of the current life situation.
On this basis, we conducted real-name online interviews with more than 10 left-behind
children aged 5–7, their teachers and guardians.

For the left-behind children, we first learned about their basic family situation, then
interviewed them about communication activities with their parents, the state of getting
along with their peers, daily behavioral activities and family education in four areas. For
their teachers and guardians, we mainly asked about their educational background and
the way they educated the left-behind children.

Through the interviews, we found that the communication frequency of the left-
behind and their parents maintain 3–4 times a week, but the calls are basically in the
form of voice calls. The content of parent-child communication is rather homogeneous,
and the few parent-child exchanges are limited to parents’ unilateral inquiries about
their children’s basic living conditions, resulting in inefficient communication. While
getting along with their peers, left-behind children are easily bullied by their peers
due to insufficient behavior and poor personal hygiene. This in turn leads to the left-
behind children becoming more introverted and withdrawn. Additionally, many left-
behind children are required to perform household chores such as washing vegetables
and feeding livestock in their daily lives. Due to the low level of education of their
guardians, many left-behind children lack early education, basic behavioral manners
and social etiquette. Through interviews with the teachers and guardians of the left-
behind children, we learned that teachers and guardians are mostly concerned with the
basic survival needs of the children such as food and clothing, but show little concern
for the children’s inner feelings.

By reading literature reviews and conducting user interviews, we plan to adopt a
gamified, scenario-based concept [13], and summarized three core needs of left-behind
children: learning needs (literacy, algebra, knowledge of nature and culture), emotional
needs (companionship, communication) and values guidance (rules of behavior, social
rules).

4 Implementation

Based on the above research, we have developed Dear Ducklings, a multi-modal inter-
active picture book for children aged 5–7 years old, based on the Unity platform (see
Fig. 2).
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Fig. 2. Technical framework diagram

4.1 Storyline Design

The story introduces the children to the duckling family. The ducklings’ mum and dad
are working in the big city and Grandma Duck is living in the countryside with the
ducklings. One day, Grandma Duck takes the three ducklings to the pond to catch fish.
On their way to catch food, they first pass by a meadow full of flowers. The ducklings
want to pick some flowers, but Grandma tells them that flowers have life, and not to pick
the beautiful flowers. Then they need to cross a road full of cars. The ducklings have
to remember the rules of the road so that they will not get into a traffic accident. When
they reach the pond, the dangerous white spotted dogfish tempts the ducklings with lies
and tries to trick them to go to the center of the pond. Luckily, Grandma Duck arrives
just in time to chase away the white spotted dogfish and take the ducklings back home.

The storyline is designed to combine educational functions with narrative story-
telling, and to fit in with the life situations of left-behind children, aiming to enhance
their sense of immersion and interest in reading, so that they can understand and accept
the knowledge and values conveyed in the picture book.

4.2 Picture Design

The book is designed in a flat and cartoonish style, which is more approachable and in
line with children’s reading and information-receiving habits. The pictures are made up
of blue, green and yellow colors with a high degree of purity and contrast, and are bright
and lively, aiming to attract children’s attention and enhance their interest in reading. In
terms of text design and layout, the picture book chooses a large font size and applies
a highlighted white color as the text color and a black and green background color for
the text to highlight the text. In addition, all the text in the picture book is marked with
Chinese phonetic alphabets to meet children’s needs for Chinese character recognition
(see Fig. 3).
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Fig. 3. Picture design for Dear Ducklings

4.3 Interaction Function Design

In the picture book, we have designed a variety of interactive activities to meet the
unique needs of left-behind children, such as watching science videos, reading and
singing along with the voice, calculating mathematics, writing Chinese characters, and
sharing screenshots of their learning with their parents (see Fig. 4).

Fig. 4. Partial interactive effect display

Research has found that children have a more enjoyable reading experience when
interacting with the characters in dynamic electronic picture books [14]. To address
the psychological needs, a virtual tutor, ‘Tinkerbell’, is set up to help children read the
story and understand the problem challenges designed in the picture book. In addition,
children can scan the picture of the book by their mobile phones to see the 3D characters
and click on the character to change its movement. They can also scan the book to play
the children’s songs on their mobile phones. When the villainous white spotted dogfish
appears, children can scan the picture book to watch the white spotted dogfish science
video on theirmobile phones.When reading the book, children are givenmaths problems
and step-by-step solutions to assist them with their maths calculations. In addition, all
interactive parts of the picture book include light backgroundmusic and interactive touch
points with simulated sound effects to integrate children’s perceptions into the virtual
environment. In addition, the picture book is designedwith a screenshot-sharing function
so that children can share their learning with their parents and friends after completing
interactive tasks.
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5 Pilot Study

5.1 Participants and Procedure

12 left-behind children aged 5–7 years participated in our user pilot study. We gave
the picture books to the left-behind children, downloaded the apk file used for picture
book interaction to the guardians’ mobile phones, and informed the children how to read
the book. 15 days later, we interviewed the children and their guardians. The interview
process and the disclosure of the results were agreed upon by the subjects.

5.2 Results and Discussion

Through the interview, we found that the children could quickly pick up on the picture
books and become immersed in the picture book stories. This reflects the ease of handling
and comprehension of the picture books. The children were attracted by the colorful
pictures, vivid stories and rich interactive features of the picture books, and they wanted
to be able to interact more with their favorite picture book characters. Some children
said they had more topics to talk about with their parents and friends after sharing what
they had learned from the book. This demonstrates the important role that picture books
play in reducing children’s feelings of isolation and low self-esteem. The children found
the augmented reality interactions in the picture books very interesting and were thrilled
each time the 3D characters appeared in their scans. When asked if they would like to
continue reading the picture books, the children all answered in the affirmative. Three
of the 7-year-olds said that the story was somewhat brief. This reflects the fact that the
current picture book stories are still not abundant enough and more storylines need to
be designed to meet the children’s long-term reading learning needs. In addition, some
of the children showed behaviors that were guided by the values in the picture books,
such as taking the initiative to greet their elders and taking care of flowers and plants.

The feedback proves that Dear Ducklings has a measurable positive impact on
reducing children’s isolation and broadening their learning horizons by providing some
companionship, knowledge education and values guidance.

6 Limitations and Future Work

At present, Dear Ducklings is limited by the fact that there is only one story at present.
Furthermore, it caters specifically to the age group of 5–7-year-old left-behind children,
thus failing to address the needs of other age groups. In the future, wewill enrich the story
content and interaction of Dear Ducklings and improve the functionality of the picture
book through more user testing. In addition, we will conduct more detailed research to
comprehensively understand the unique requirements of children across different age
groups. Guided by these findings, we aim to elevate the narrative and interactive aspects,
ultimately culminating in the design of a comprehensive series of picture books expressly
tailored to accompany and support left-behind children.
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Abstract. This paper presents the intermediate results of our Mixed
Reality (MR)-based visualisation prototype for teaching assistants (TAs)
to support collaborative learning. Many universities have introduced TA
programs; however, it is not easy for TAs to understand students’ engage-
ment states in collaborative learning activities due to their lack of teach-
ing experience. The proposed MR-based visualisation overlays student
activity states above each group location to facilitate decision-making
for TAs as to whether support is needed or not. To examine the pro-
posed solution’s impact, we conducted an exploratory experiment using
a prototype with a Wizard of Oz method. The results indicated that the
prototype has the potential to support TAs in noticing groups that need
support and increases their efficiency.

Keywords: mixed reality · collaborative learning · teaching support

1 Introduction

Teaching assistant (TA) programs have been widely introduced in higher edu-
cation. TAs play a significant role in providing instruction tailored to individ-
ual students’ progress. However, most TAs do not have enough preparation to
teach [5], so it is not easy to make appropriate decisions to support students.
In previous studies for supporting instruction, Egi et al. [2] proposed a tablet-
based TA support system for programming exercises. Holstein et al. [3] presented
a Mixed Reality (MR)-based real-time teacher awareness tool. However, these
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studies focused on individual learning, and the rich analytics for supporting stu-
dents were generated by learning management or intelligent tutoring systems.
In collaborative learning involving group work, where multiple students work
together and multiple groups proceed with their tasks simultaneously, it is more
difficult to grasp each student’s and the group situation. Previous studies show
the effectiveness of analysing students’ activity for understanding the quality of
student group collaboration [1], and it is expected to be helpful if teachers and
TAs know the learner’s state in teaching activities. However, few studies have
examined the effectiveness of visualisation methods and evaluated them in actual
classes. This research aims to develop a collaborative learning support system
for TAs based on student activity states. As an initial step, the study examined
whether visualising activity states in group work using MR is effective for TAs.

2 Group Activity Visualisation Framework Using MR

The proposed visualisation framework overlays students’ and group activity
states above each group location as shown in Fig. 1. The advantage of using
the MR technique is that TAs can see students’ activity state while looking
around the classroom in real-time, so it is intuitive to understand which groups
or students need support. The activity states are shown as binary to represent
an active or a passive state, which is calculated using an engagement coding
scheme explained later. The active state means engaged in tasks and taking an
initiative, and the passive state means engaged in tasks but passively. The pas-
sive state includes the situation of stalled tasks so that the visualisation system
can inform TAs of groups with passive students.

To calculate the activity state, we defined three types of engagement levels
during group learning, as shown in Table 1. However, providing excessive support
to students decreases their motivation to solve problems and reduces effective
learning [6]. Therefore, we did not use these activity states directly but changed
the activity state gradually. Specifically, Active is coded as 2, Passive as 1, and
Not Engaged as 0, and the moving average of these values over the last 60 s is

Distant view
Active

Passive

Close view

Passive

Passive

Active

Student1

Student2

Student3

TA

(a) (b)

Fig. 1. (a) The system displays the activity level of the entire group at a distance and
the activity level of an individual at a short distance. (b) Example of close view.
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Table 1. Engagement coding scheme.

Level Coding scheme

Active (2) Engaged in tasks and takes initiative

e.g., Talks about tasks, works on tasks proactively

Passive (1) Engaged in tasks but passively

e.g., Reads documents, listens to other members speak

Not Engaged (0) Not engaged in tasks

e.g., Talks about things unrelated to tasks

the activity level. Let us define the state of a student Si at a time t as ASi,t
,

then the activity state at the time is defined as:

ASi,t =
1
60

t∑

k=t−59

Si,k (1)

The group activity state used the 60-s moving average of the product of students’
activity states belonging to that group. Specifically, the group activity Agroup,t

belonging to students S1, S2, S3 at time t is defined as:

Agroup,t =
1
60

t∑

k=t−59

S1,kS2,kS3,k (2)

Since a group with a Not Engaged student needs assistance, we used this defini-
tion where the group value is set to 0 if there is even one Not Engaged student.

With regard to the implementation, we used MR to visualise the activity
states. Although MR has the advantage of intuitive visualisation, the cogni-
tive load increases when excessive information is presented in MR systems [4].
Therefore, the proposed system suppressed the cognitive load by dynamically
changing the information presented. Specifically, the proposed framework turns
the displays according to the distance between each group and TAs as shown in
Fig. 1(a). When the distance between each group and a TA is far, only the activ-
ity level of the entire group is displayed. At a near distance, detailed information
on each student using a line graph is displayed, which displays the progress of
the activity state. This method ensures that the amount of information for TAs
is not too much when looking at the entire classroom. We used Magic Leap One
(https://www.magicleap.com) and Unity (https://unity.com/) to implement the
proposed MR-based visualisation framework.

3 Evaluation

3.1 Methodology

We conducted a trial lesson to examine the effectiveness of the proposed visuali-
sation framework. The learning activity was physical programming using micro:

https://www.magicleap.com
https://unity.com/
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System

TA

Annotator

Learners

Server
Group ID State
1 2 2
2 3 1… … …

System

Annotator

Calculate
ac

Fig. 2. Annotator inputs activity level in real time based on the group’s video and
sends it to the server. The system calculates the activity level using these data.

bit (https://makecode.microbit.org/). We designed the lesson based on group
work with three students in each group. The 46 undergraduate and graduate
students (29 females and 17 males, mean age:22.5 (SD:3.1)) participated in the
experiment, all of whom had little programming skill. We conducted the exper-
iment over two days; 24 students joined on the first day and 22 on the second.
The lesson consisted of six sessions of 20-minute long exercises. Students were
divided into six groups (two groups consisted of two students on the second
day due to member absence) and they were assigned programming tasks to
complete by themselves, referring to supplementary materials. We designed a
within-subjects experiment involving two conditions: the condition of no MR-
based system (noMR conditions) and the condition of using the proposed system
(MR condition). Six graduate students with programming skills joined the exper-
iment as TAs, and each TA participated in two sessions with each condition. For
the MR condition, we used the Wizard of Oz (WOZ) methodology, a research
method of interaction with a mock system controlled by a human, for collect-
ing student engagement levels to avoid the effects of estimation accuracy. We
assigned eight annotators to groups and they observed the group activity in
real-time and input the engagement level of each student. As shown in Fig. 2,
every student engagement level input by annotators is sent to the server in real-
time. The visualisation module refers to these labels in the server to calculate
the student and group activity state. Note that annotators input activity levels
in both conditions.

For the analysis, we measured the number of times that TAs supported groups
marked by annotators and the TAs’ movement distance using LiDAR (Light
Detection and Ranging), a remote sensing method, for objective evaluation. As
a measure of subjective evaluation, we asked TAs to answer questionnaires about
the system usability and mental workload after each condition. For usability, we
used the System Usability Scale (SUS), and the mental workload is a 10 Likert-
scale original questionnaire based on the items of NASA-TLX. In addition, we
collected responses to five original questions as shown in Table 2.

https://makecode.microbit.org/
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Fig. 3. The graph shows the group activity states of group 5 at sessions 3 and 4 on
the first day, with the timing of TA assistance.

Table 2. The results of TA’s questionnaire ((Strongly Disagree 0–Strongly Agree 5)).

Item Questionnaire Items Mean (SD)

noMR MR

1 I could notice the group needed observation or
assistance

3.33 (1.03) 3.67 (1.03)

2 I could approach the group needing assistance
with appropriate timing.

3.33 (0.82) 3.33 (1.03)

3 The overall system displayed data clearly. – 4.00 (1.10)

4 In student assistance, I utilised the feature that
changes the visualisation with the distance.

– 2.00 (1.10)

5 The graph in the details view helped to
understand each student’s state.

– 2.22 (0.82)

3.2 Results and Discussion

Our sample size is small for statistical analysis; therefore, we report the descrip-
tive statistics values and qualitative assessment of the data from TAs. Regard-
ing the objective evaluation, the number of support provided, which means TAs
approaching the groups to support them, was 9.83 (SD: 4.91) in the noMR con-
dition, and 10.83 (SD: 6.88) in the MR condition. The assistance number slightly
increased by using the proposed system. The mean movement distance with the
noMR condition was 298.9 m (SD: 74.8), and the MR condition was 252.3 m (SD:
49.5). Although the number of assistance is almost the same across conditions,
the movement distance in the MR condition was shorter than in the noMR con-
dition. Figure 3 shows the group activity states of group 5 at sessions 3 and 4
on the first day, with the timing of TA assistance. The red lines in each graph
represent the threshold value for changing the panel between Active and Passive.
Also, the tags represents the TA assistance timing. In the MR condition (lower
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graph), the TA could assist the group after the group activity state went under
the threshold, while in the noMR condition (upper graph), the same TA helped
before the group activity level fell below the threshold. These results indicate
that the visualisation prototype helps TAs to notice groups that need support.

Regarding the subjective evaluation, the mental workload of the noMR con-
dition was 5.75 (SD: 1.96), and the MR condition was 5.39 (SD: 1.61). The
results are not much different between the two conditions. However, the result
of the SUS was 53.8 (SD: 17.3), and it varied with each individual. Regarding the
original questionnaire about whether they could notice the groups that needed
support, TAs scored higher at the MR condition than at the noMR condition.
In contrast, the questionnaire about whether they could support the group with
appropriate timing showed no difference. One TA reported, “It was a great help
to understand the timing when assistance was needed” in the comments. On the
other hand, another TA reported that “even if the system displayed ‘Passive,’
some groups did not need support because they tackled the tasks that lie ahead
compared to the other groups.” This indicates that TAs still had to make final
decisions of whether an intervention was needed or not. The decision of whether
students need support or not is influenced by multiple factors such as the class
goal, task, and progress which are not considered in the visualisation prototype
provided. Regardless, initial results and participant comments indicate that the
proposed framework has the potential to support TAs in terms of initial alerting
and potentially prioritising of support for their intervention decisions. Finally,
regarding the feature of detailed view, most TAs did not find it helpful. One TA
reported that he had his hands full with checking group activities and approach-
ing them, so he had no room to check each student’s activity level in a one-to-
many situation with limited time. We need to confirm the efficiency of the close
view feature with a long-term experiment.

4 Conclusion

In this study, we proposed an MR-based visualisation framework that displays
students’ activity state to assist TAs. The proposed framework overlays student
activity states directly above the group location and turns the display content
based on distance. The experiment results indicated that the proposed frame-
work has the potential to help TAs, particularly for detecting which groups need
immediate attention and prioritise them to improve the efficiency of their prac-
tice. In the future, we will incorporate a student activity state estimation model
to the proposed framework and evaluate the system with a larger number of
students.
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in Learning for 5-Year-Old Children

Yijia Wang(B) , Lihanjing Wu , and Ting Zhang

Central China Normal University, 152 Luoyu Road, Wuhan 430079, Hubei, China
1430739910@qq.com

Abstract. Children are increasingly exposed to educational videos in their daily
life. Video learning is popular for children to acquire information and knowledge.
However, there is a lack of research to compare video and face-to-face learning
directly. Moreover, the advance organizer is a kind of guiding material often used
in teaching, but there are also few researches aimed at children. Whether an inter-
action between the learning media and the advance organizer is a good question
to explore. The present study examines the effects of two types of learning media
(video and face-to-face) and advance organizer on 5-year-old children’s learning
of biological knowledge. Eighty 5-year-old children were taught biology knowl-
edge in four experimental conditions: video learningwith advance organizer, video
learning without advance organizer, face-to-face learning with advance organizer,
and face-to-face learning without advance organizer. The results indicated that
only the learning media showed a significant main effect, while the advance orga-
nizer and the interaction between the two were not significant. We could infer that
compared with watching videos, children learn biological knowledge better in
face-to-face condition. The advance organizer in different learning media condi-
tions does not have a significant impact on children’s learning. The research results
are explained by children’s mental representations and other related theories, and
some suggestions are put forward to improve children’s video learning.

Keywords: Learning Media · Video · Advance Organizer · Learning Effects

1 Introduction

Nowadays, the media is booming and it has become an important channel for children to
acquire knowledge. Studies have shown that television and video are themost commonly
used media for American children aged 0–8, with children aged 2–4 watching more than
an hour a day on average [1]. Through media, children can get access to information,
images, emotions, rules and values in life [2]. They actively choose media and actively
absorb the information it provides into their value system [3].

Compared with traditional face-to-face teaching, what is the impact of teaching
video on children’s learning effect? In a 2010 review, Barr focused on the “video deficit
effect”, the phenomenon that “young children tend to learn less well after watching a
video presentation than after watching a face-to-face presentation [4].” In 2021, Strouse

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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and Samson [5] further found through meta-analysis and empirical research that chil-
dren would show the peak of this “video deficit effect” at the age of 3, and it was mainly
reflected in the aspects of imitation, language learning and object retrieval tasks. Pre-
viously, reviewing the American Academy of Pediatrics study on television and young
children, Anderson and Pempek found that when assessing learning via video versus a
live presentation of equivalent content, children typically learn much less from video. In
addition, Anderson et al. [6] believe that children’s TV programs have negative effects
on children’s language, cognition and attention development.

Therefore, compared with face-to-face learning, video learning will have more
adverse effects on children. However, previous studies on the”video deficit effect”
did not involve learning tasks such as recall and understanding. Therefore, we plan
to explore whether the video will also negatively affect learning tasks such as recall or
understanding.

When AuSubel proposed the “advance organizer” concept, he pointed out that it
could help learners learn new knowledge. Since then, scholars have carried out research
on the influence of advance organizers successively. Barnes and Clawson [7] argue that
advance organizers do not promote learning. At the very least, according to Corkill [8],
advance organizers help learners perform recall tasks. Mayer and Stone’s [9, 10] study
found that advance organizers only work if properly designed and applied. Corkill [8]
went further and found that the best conditions for the advance organizer include the
following: learners will not make proper connections between prior knowledge and the
material to be studied without outside help, learners must participate in the advance
organizer, learners have enough time to learn the advance organizer and the material,
recall testswere given at least after a brief delay. In addition,Neuman et al. [11] found that
the advance organizer was an effective mediator in improving children’s understanding
and memory of important information in television storylines.

Previous studies on the influence of advance organizers on learning results have
drawn quite different conclusions. However, based on that, we have reason to speculate
that advance organizers can play a positive role under appropriate conditions. In addition,
few studies have compared the use of advance organizers in different learning media.
Based on this, we will explore the influence of advance organizers across different media
(mainly video and face-to-face).

We choose biological knowledge as the main learning content. Experience shows
that preschoolers can understand a range of biological knowledge and are curious about
the unknown animal world. In addition, some scholars have found that early science
skills are essential for children’s later academic success, suggesting that educational
media could be used to close the gap in children’s scientific achievement [12].

Based on our literature review, it makes sense to further explore the influence of
advance organizers across different learningmedia. This study includes two experimental
conditions, video and face-to-face, and advance organizers are designed according to the
learning materials of biological knowledge. Among them, the learning effect is mainly
measured by children’s “recall” of key content. Based on previous research, we would
expect children to learn less effectively under video conditions.We also expect the adding
advance organizers will improve learning effect for children. In addition, we also expect
the learning effect to be better in the video condition with advance organizers.
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2 Method

2.1 Participants

Eighty 5-year-olds children (M = 67.9 months, SD = 2.7; 38 boys) participated in the
experiment. These children are from a public kindergarten in Binzhou City, Shandong
Province. Most of them come from middle-class families, and the parents of these chil-
dren are doctors. All of the participants were native Chinese speakers. The children
are known to have no speech or other developmental disabilities. After screening the
questions before the experiment, no children were excluded, and they all said they did
not know the informant. This experiment used a 2 (Media: video vs. face-to-face) ×
2 (Condition: with advance organizer vs. without advance organizer) between-subjects
design. Children were randomly assigned to one of four conditions: video learning with
advance organizer (n= 20,M= 68.2months, SD= 2.3; 12 boys), video learningwithout
advance organizer (n= 20, M= 67.4 months, SD= 2.7; 11 boys), face-to-face learning
with advance organizer (n = 20, M = 67.7 months, SD = 2.8; 7 boys), face-to-face
learning without advance organizer (n = 20, M = 68.5 months, SD = 2.8; 8 boys).

2.2 Materials

Learning content. We choose the “secret of hummingbird flight” with pictures and ges-
tures. The script used in learning materials (see Appendix A for details) was formed
based on previous research by Chinese scholars, and it took about 75 s.

Advanceorganizer.We refer to the researchofChinese scholars [13].Before learning,
a language description is presented, then the learning script includes an opening question,
general introduction, content summary and guiding questions. The length of time the
advance organizer clips is about 30 s, and the interval between the advance organizer
and the learning content is 3 s, in case children’s exhaustion may influence subsequent
learning.

Learning material. The differences in materials among the four conditions are as
follows: in ConditionA, an advance organizerwas added before the learning content, and
children learned through prerecorded videos; In Condition B, the learning content was
presented to the childrenwithout any advance organizer, and the children learned through
the prerecorded video. In Condition C, the advance organizer was added before the
learning content, and the children learned through face-to-face teaching by the informant.
In Condition D, the children were presented with the learning content without any
advance organizer, and the children learned through face-to-face teaching. The subject
and the informant were the same adult female under the four conditions, and the pictures
and gestures of the informant were consistent, to ensure that the learning materials
presented to the children were as identical as possible.

Pre-test questions. The six questions in the pre-test were relative to the learning
content, which was to explore whether they mastered the knowledge of “hummingbird
flapping its wings and flying”. We scored children’s answer as 1 for “correct”, 0 for “I
don’t know”, and as -1 for “wrong”.

Learning effect test. In order to control the practice effect, the same six questions
were used as in the pre-test. In order to reflect the influence of experimental treatment,



The Role of Media and Advance Organizers in Learning for 5-Year-Old Children 343

a total of 4 multiple-choice questions and two essay questions were designed to assess
the children’s recall and retention of key content. The learning effect score was equal to
the post-test score minus the pre-test score.

Subjective assessment. The subjective assessment questions were respectively
adapted from the “Pressure”, “Effort” and “Enjoyment” parts of the Intrinsic Motivation
Inventory [14]. There are five questions in total: (1) “Did you find yourself relaxed while
learning the secrets of hummingbird flight?”, (2) “Did you find yourself nervous while
learning the secrets of hummingbird flight?”, (3) “Did you feel like using up a lot of
energy when learned the secrets of hummingbird flight?”, (4) “Would you like to learn
the secrets of hummingbird flight by watching the video/face-to-face as you just did?”,
(5) “Would you like to learn the secrets of hummingbird flight by face-to-face/watching
the video?”. The first three questions were used to test the efforts children devoted to
the learning process. The last two questions are used to judge whether children have any
preference for learning media. A three-point Likert scale was used for all questions, with
children selecting “No” (scored as 0), “A little bit” (scored as 1), and “A lot” (scored as
2). Among them, question (1) adopts reverse scoring (Fig. 1).

See Appendix B for details about all the questions in the experiment.

Fig. 1. Materials under video conditions. (A) with advance organizer; (B) without advance
organizer

2.3 Procedure

Before the experiment began, we conducted an preliminary online experiment on a 5-
year-old child, aiming to test the child’s understanding of learning content and questions,
to further modify and improve the problems to ensure the experiment’s feasibility.

The experiment was conducted in an empty classroom in the kindergarten. Children
individually came into the classroom tomeet the experimenter. The four conditions were
carried out in sequence. In all conditions, the subjects were first askedwhether they knew
the informant. All children responded “No”. Before the experiment began, children were
taken the pre-test. Next, the children were taught the “secret of hummingbird flight”
according to their conditions. After learning, children were taken the post-test. Finally,
children in the four conditions were asked to finish the subjective assessment.



344 Y. Wang et al.

3 Results

This study used a two-factor, two-level, between-subjects design to measure whether
media and advance organizers affect 5-year-old children’s learning of biological
knowledge. Descriptive data are shown in Table 1.

Table 1. Means of learning effect (SDs in parentheses) according to media and with or without
advance organizer.

advance
organizer

Learning effect The
cognitive
load

Learning media
preference

Pre-test Post-test Final
score

Video Face-to-face

video with
advance
organizer

-0.70
(1.76)

2.50
(2.01)

3.20
(2.40)

2.15
(1.65)

1.80
(0.40)

1.80
(0.40)

without
advance
organizer

-0.60
(2.13)

2.10
(2.70)

2.70
(3.32)

2.00
(1.55)

1.85
(0.36)

1.75
(0.43)

Face-to-face with
advance
organizer

-0.65
(1.35)

3.25
(2.09)

3.90
(2.74)

2.30
(1.38)

1.30
(0.84)

1.45
(0.80)

without
advance
organizer

-0.75
(1.58)

4.20
(1.69)

4.95
(2.31)

2.35
(1.49)

1.55
(0.67)

1.55
(0.74)

Note. 1.By paired-samples T test, the test scores before and after the experiment were significantly
different (p < 0.001). 2. Keep two decimal places in the data

3.1 Learning Effect

In order to test whether there is an interaction between media and advance organizer on
children’s learning of biological knowledge, we used two-way ANOVA, with learning
media (video versus face-to-face) and advance organizer (with versus without advance
organizer) as the between-subjects variables. The results showed that there are signifi-
cant differences in the mean scores of children’s learning among different experimental
conditions (see Fig. 2), but there is no interaction between media and advance organizers
(see Table 2), F(1, 75)= 1.037, p = 0.312, ηp

2 = 0.014. In addition, the results of main
effect analysis showed that the influence of media on the learning effect was statistically
significant, F(1,75) = 4.659, p < 0.05, ηp

2 = 0.058, while there is no significant main
effect of the advance organizer, F(1, 75) = 0.479, p = 0.491, ηp

2 = 0.006.
In order to further test the main effect of learning media, pairwise-comparative

analysiswas conducted. The results showed (seeTable 3) that themeans of learning effect
under face-to-face condition was 1.325 points higher than that under video condition
(95% confidence interval: 0.102–2.548), p < 0.05.
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Fig. 2. Means of learning effect under different conditions.

Table 2. Analysis of interaction between media and advance organizers.

Variable Two-way ANOVA

Tape III SS df F p ηp
2

Media 34.656* 1 4.659 0.034 0.058

Advance organizer 3.566 1 0.479 0.491 0.006

Media × Advance organizer 7.711 1 1.037 0.312 0.014

Note. 1.*, p < 0.05. 2. Keep three decimal places in the data

Table 3. Main effect analysis of media (SDs in parentheses).

Media Learning effect
M

pairwise-comparative analysis

MD p

Video 3.100(0.437) -1.325* 0.058

Face-to-face 4.425(0.431) 1.325* 0.006

Note. 1.*, p < 0.05. 2.Keep three decimal places in the data. 3.The significant was Bonferroni’s
adjusted

3.2 The Cognitive Load

In order to test whether the cognitive load is one of the reasons for the differences in
children’s learning effects, one-way ANOVA was conducted with the cognitive load as
the dependent variable, the media and advance organizer as independent variables. The
results showed no significant difference in children’s cognitive load caused by different
media or advance organizers (p = 0.480; p = 0.897), which could not be used as a
scientific basis for the discussion of subsequent results.
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3.3 Learning Media Preference

We adopted paired-samples T-test to test whether children’s preference for media influ-
ences the results. By comparing the mean scores of children’s preference for learning
media in the experiment, it was found that there was no significant difference between
them (p = 0.883).

4 Discussion

One of our important findings is that children’s score of learning outcomes under video
condition is significantly lower than that under face-to-face condition,which is consistent
with the research results of “video defect”mentioned above [4, 5], confirming hypothesis
1. It indicates face-to-face learning is more effective than video learning for 5-year-old
children.

According to the theory of mental representation, preschool children’s cognitive and
social immaturitymake it difficult to transfer informationobtained from two-dimensional
videos to three-dimensional real life [4]. For example, in the video condition, some
answers to “Can hummingbirds fly upside down?” “Can hummingbirds stop in the air?”
in the post-test are “No” instead of “I don’t know”,which reflects that children can receive
the information about hummingbird flight provided by the video, but they have wrong
cognition between the video and real information, resulting in poor learning effect.
From a practical point of view, we observed that the children in the video condition
frequently appeared inattention, eye wandering and other phenomena in the second
half of the video. Moreover, compared to video learning, in face-to-face conditions,
the informant inevitably interacted with children in expression, paid attention to their
eyes and showed more natural and fluent voice and intonation. However, the informant
in videos was stereotypical in expression, voice and intonation, and interaction. Further
research should explore whether these objective factors lead to the gap in learning effects
between video and face-to-face.

Another important finding was that the advance organizer has no significant main
effect on children’s learning, which is inconsistent with previous studies [8, 15–19], and
also contradicts the second hypothesis of this study. According to the theory of mental
representation, an effective advance organizer should act as a giant with higher mental
representation and play the role of “scaffolding” in children’s learning.

There are two possible reasons to explain the contradiction. First, Mayer and Stone
[9, 10] pointed out that the effectiveness of advance organizers is subject to certain
conditions. One concerns the subjective factor, that is, the rationality of the advance
organizer. The advance organizer in this study was designed according to the concept
defined by scholars, and its scientificity, effectiveness and compatibility with the correct
concept need to be further evaluated by experts. Therefore, advance organizer did not play
a significant role in this study is understandable. In addition, objective factors depend
Corkill [8] proposed that it is necessary for the advance organizer to perform recall test
to evaluate the learning effect of learners after a short delay. However, this factor was
not considered in this study, and there was no time interval between the learning and
recall test, which may be one of the reasons why the advance organizer did not show
certain advantages.
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Second, though a three-second interval before learning was added, we found that
advance organizer would make children tired, leading to poor learning effect on the sub-
sequent learning, which is the deficiency of this study. Of course, we do not rule out that
the extra 30 s gives children a greater opportunity to learn. Neuman [20] has responded
to this in a study on joining advance organizers before reading, two comparative teaching
methods are used to control experimental bias caused by treatment effects, and similar
methods can be used in subsequent experiments to exclude experimental errors in this
part.

In addition, the advance organizer accounted for about 28% (30s/108s) of the total
learning time in this study.Whereas in a related study by Neuman et al., [11] the advance
organizer accounted for 6.25% (1.5 min/24 min). Unfortunately, previous studies have
not clearly stated that the time ratio of advance organizers is the reason for the difference
in learning outcomes, so further studies are needed to examine this.

Finally, there was no interaction between the media and the advance organizer on
the learning effect. However, they did show some differences: the learning effect with
the advance organizer was relatively better in the video condition, while the learning
effect without the advance organizer was relatively better in the face-to-face condition.
Calvert et al. [21] found that the advance organizer combined with relevant visual effects
may be more effective, which provides an explanation for this result and is also the basis
for hypothesis 3 above. However, this view has not been fully verified by the facts.
On the one hand, the sample size is insufficient and the representative is not high. On
the other hand, the design of the advance organizer and its use under different media
conditions are not scientific enough, so the experimental results are inconsistent with the
previous research conclusions. Based on the different but insignificant results of media
and advance organizers on learning effect in this study, future research should expand
the sample size, continue to conduct repeated experiments and determine more universal
conclusions.

According to the above results, in the future children’s teaching, we should appro-
priately reduce the time of video teaching in addition to the necessary time and space
restrictions. Use face-to-face teaching as much as possible, pay attention to emotional
communication and facial interaction with children, and give children words and actions
feedback at all times. Of course, video can also be combined with face-to-face teaching,
to learn from each other, enrich the role of educational forms, and maximize the learning
efficiency of children. At the same time, following the new trend of media development,
we can try to use advance organizers to improve the quality of teaching video. However,
further research is needed to determine what form the advance organizer should present
to achieve the best optimization effect, how to design the content to be more scientific
and practical, and whether there is an upper limit on the duration.

Appendix A

Advance Organizers

Have you ever seen a hummingbird? Do you know how hummingbirds fly in the air?
Hummingbirds are among the most beautiful birds in the world. Their light body and
fast movements in flight have impressed people. Now you will hear the story of the
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hummingbird’s flying secret, Listen carefully to the introduction of hummingbirds, and
see what is the unique flying ability of them? Pause three seconds.

Secret of Hummingbird Flight

Hummingbirds come from the rainforests of South America, they are the smallest birds
on the earth, because they look like bees, so people call them hummingbirds. They
also make a “humming” sound when flying, so they are also called humming birds.
Although hummingbirds are so small, don’t underestimate them just because they’re
small. Hummingbirds have a special ability to flap their wings. Our hands can only flap
twice a second, but their wings can flap 90 times a second. So not only can they fly
through the sky like other birds, but they have no problem staying in the sky and flying
backwards! They are also the only birds in the world that can fly and stop in the air. This
flying ability of hummingbirds is the same as that of helicopters we see in our life.

Appendix B

Question Question
type

Answer score

1.1 Is the
hummingbird the
smallest bird in the
world? Please tell me
“Yes”, “No” or “I
don’t know”

Pre-test Yes (scored as 1) / No (scored as 0) / I don’t know
(scored as -1)

1.2 Do you know what
a hummingbird is also
called?

Pre-test Humming birds (scored as 1) / No (scored as 0) / Other
answers (scored as -1)

1.3 Do you know how
many times a
hummingbird’s wings
can flap in a second?

Pre-test 90 (scored as 1) / No (scored as 0) / Other answers
(scored as -1)

1.4 Can hummingbirds
stay in the sky? Please
tell me “Yes”, “No” or
“I don’t know”

Pre-test Yes (scored as 1) / No (scored as 0) / I don’t know
(scored as -1)

1.5 Can hummingbirds
fly backwards? Please
tell me “Yes”, “No” or
“I don’t know”

Pre-test Yes (scored as 1) / No (scored as 0) / I don’t know
(scored as -1)

(continued)



The Role of Media and Advance Organizers in Learning for 5-Year-Old Children 349

(continued)

Question Question
type

Answer score

1.6 Is this flying
ability of
hummingbirds same
as helicopters we see
in our life? Please tell
me “Yes”, “No” or “I
don’t know”

Pre-test Yes (scored as 1) / No (scored as 0) / I don’t know
(scored as -1)

2.1 Is the
hummingbird the
smallest bird in the
world? Please tell me
“Yes”, “No” or “I
don’t know”

Post-test Yes (scored as 1) / No (scored as 0) / I don’t know
(scored as -1)

2.2 Do you know what
a hummingbird is also
called?

Post-test Humming birds (scored as 1) / No (scored as 0) / Other
answers (scored as -1)

2.3 Do you know how
many times a
hummingbird’s wings
can flap in a second?

Post-test 90 (scored as 1) / No (scored as 0) / Other answers
(scored as -1)

2.4 Can hummingbirds
stay in the sky? Please
tell me “Yes”, “No” or
“I don’t know”

Post-test Yes (scored as 1) / No (scored as 0) / I don’t know
(scored as -1)

2.5 Can hummingbirds
fly backwards? Please
tell me “Yes”, “No” or
“I don’t know”

Post-test Yes (scored as 1) / No (scored as 0) / I don’t know
(scored as -1)

2.6 Is this flying
ability of
hummingbirds same
as helicopters we see
in our life? Please tell
me “Yes”, “No” or “I
don’t know”

Post-test Yes (scored as 1) / No (scored as 0) / I don’t know
(scored as -1)

(continued)
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(continued)

Question Question
type

Answer score

3.1 Did you find
yourself relaxed while
learning the secrets of
hummingbird flight?
Please tell me “No”,
“A little bit” or “A lot”
(Scored as 2, 1 and 0)

Pressure

No A li�le bit A lot

3.2 Did you find
yourself nervous while
learning the secrets of
hummingbird flight?
Please tell me “No”,
“A little bit” or “A lot”
(Scored as 2, 1 and 0)

Pressure

No A little bit A lot

3.3 Did you feel like
using up a lot of
energy when learned
the secrets of
hummingbird flight?
Please tell me “No”,
“A little bit” or “A lot”
(Scored as 2, 1 and 0)

Effort

No A li�le bit A lot

4.1 Would you like to
learn the secrets of
hummingbird flight by
watching the
video/face-to-face as
you just did? Please
tell me “No”, “A little
bit” or “A lot” (Scored
as 2, 1 and 0)

Enjoyment

No A li�le bit A lot

(continued)
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(continued)

Question Question
type

Answer score

4.2 Would you like to
learn the secrets of
hummingbird flight by
face-to-face/watching
the video? Please tell
me “No”, “A little bit”
or “A lot” (Scored as
2, 1 and 0)

Enjoyment

No A li�le bit A lot
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Abstract. Representation learning for molecular structure is essential
in helping chemists with novel drug discovery and other scientific tasks.
Here we refine neural networks for chemical representation learning, espe-
cially for SELFIES VAE, and thereby improve upon generative models
for chemical design and discovery. For model evaluation we propose five
metrics (syntactic/semantic validities; degeneracy; emptiness proportion;
and diversity of generation) and experimentally demonstrate that our
refined model outperforms the standard models that exist in the scien-
tific literature today, which is achieved by integrating the symbolic gram-
matical structure of compounds with statistical representation learning.

Keywords: Variational Autoencoder · SMILES Representation ·
SELFIES Representation · Chemical Compound Design · Drug
Discovery

1 Introduction

The advent of computational chemistry has presented researchers with multiple
methods for molecular structure learning, each offering distinct advantages and
challenges. Graphical methods, for example, are often used for their intuitive
visual representation, enabling easy perception of molecule structure and chem-
ical bonding [4,13]. However, graphs-based methods are currently more limited
than string-based ones (see, for example, [1]); the methods become complex for
larger molecules, and they may pose challenges in terms of computational pro-
cessing. On the other hand, there are string-based representation methods with
the most common representation being SMILES [11]. String-based representa-
tion methods offer benefits such as lower computational complexity, ease of inte-
gration into existing neural network architectures, and suitability for sequence
generation tasks. Given these advantages, our focus in this study lies with string-
based representation.

Grammatical structure can be incorporated into string-based methods either
explicitly as a set of rules [2,6] or implicitly in the string representation [5,8].
Introducing grammar decreases the number of invalid outputs, allowing for more
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Stephanidis et al. (Eds.): HCII 2023, CCIS 1957, pp. 353–361, 2024.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49212-9_44&domain=pdf
https://doi.org/10.1007/978-3-031-49212-9_44


354 T. Xu et al.

reliable molecular design. Additionally, it allows for more control over the model’s
interpretability, as one can manage the amount of grammar information intro-
duced. This could potentially mitigate overfitting. In terms of the neural architec-
ture, in this study, we use a Variational Autoencoder (VAE). VAEs have shown
promise in their ability to learn the complex distribution of molecular structures
and generate new, unseen molecules. The specifics of the VAE architecture will
be elaborated upon in a later section.

Several existing grammar-based approaches, such as the Grammar Varia-
tional Autoencoder (GVAE) [6] and the Syntax-Directed Variational Autoen-
coder (SD-VAE) [2], have made significant strides in this field. They have been
instrumental in producing syntactically valid string representations. However,
despite these advancements, these models struggle to guarantee complete syn-
tactic and semantic validity, such as ring closure. This does not invalidate the
potential of grammar-based approaches. Rather, it elucidates the need for a
more sophisticated grammar that can tackle these complexities. To address this,
we turn to the Self-referencing Embedded Strings (SELFIES) representation.
SELFIES provides a robust string-based representation, where every string cor-
responds to a semantically valid molecule. This means it passes RDKIT’s [7]
grammatical and semantic validity tests, and follows valency rules. One possi-
ble perspective on a SELFIES string is that it is a set of instructions to create
semantically valid SMILES strings. In the original paper, [5] show how to convert
a SELFIES string into a SMILES string. In this process, each SELFIES symbol
represents a rule vector, which is replaced with a part of a SMILES string or
another derivation state. This sequence of rule-driven transformations takes into
account chemical and syntactical constraints, such as the maximum number of
valence bonds, resulting in a valid SMILES string.

Nevertheless, SELFIES is not without its limitations. Certain challenges, such
as the degeneracy problem where different SELFIES strings can represent the
same molecule, must be addressed. In addition, while the SELFIES representa-
tion guarantees semantic validity, it does not imply chemical stability issues [1].
In this study, we endeavour to improve upon the original SELFIES VAE archi-
tecture. We aim to address its limitations and build a more effective generative
model, demonstrating this through a robust proof of concept. Additionally, we
explore the fascinating possibilities of algebraic operations within this model.
Our research seeks to enhance the performance and potential of SELFIES, pro-
pelling the capabilities of molecular structure learning forward.

2 Neural Architecture

VAE-based generative models have been demonstrated to be well suited for string
generation tasks, and have several advantages:

1. Versatility in architecture design: Encoder and decoder architectures
as well as objective functions can be independently designed and varied to
suit different tasks. Combinations of encoder and decoder design can take
advantages of different neural networks. In our implementation, we chose an
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asymmetrical design that leverages the pattern detection power of a CNN
encoder as well as the memory capability of a GRU decoder.

2. Efficiency in training: VAEs are relatively easy to train compared to
other generative models like Generative Adversarial Networks (GANs) or
transformer-based Large Language Models (LLMs). VAEs use a straightfor-
ward optimisation objective that combines a reconstruction loss and a reg-
ularisation term, which can be optimised using standard backpropagation
and stochastic gradient descent. The efficiency in training boosts iterative
improvement in model design and fine-tuning.

3. Ease of access to latent representation: The latent space is usually
clearly defined in a VAE and the embedding of training data can be accessed
and analysed on demand. Tracing the encoding and decoding process end-to-
end from training data to reconstruction is relatively easy, enabling easy inter-
pretability of the model. Furthermore, a clearly defined latent space allows
sampling methods to be easily implemented and interpreted for the associated
generative model (the trained decoder).

Apart from these inherent advantages of a VAE, the techniques from the previous
DisCoPyro research [10] give a theoretical foundation for exploring methods to
incorporate grammatical structure into VAEs. In particular, the variational infer-
encing technique from DisCoPyro [10] allows us to explore the model parameters
more efficiently. Furthermore, we employ Neural String Diagrams [12] to reason
and design models. They allow us to describe different neural network compo-
nents in a mathematically rigorous manner while maintaining a good level of
readability. This study was conducted based on these theoretical foundations.

The overall VAE architecture in this study can be summarised into the fol-
lowing components: (1) SMILES-SELFIES Pre-processing; (2) CNN encoder;
(3) latent space; (4) GRU decoder, as illustrated below. Note that the input
and output of our VAE model are both in SELFIES format. After the VAE
model is trained, the GRU decoder is used as a generative model together with
post-processing to convert SELFIES to SMILES (Fig. 1).

Fig. 1. Overview of SELFIES VAE

2.1 Architecture Specification

Dataset. The raw dataset used in this study is the QM9 dataset, which can
be found in this reference [9]. It comprises 132,000 SMILES representations of
small organic molecules. The SMILES strings in this dataset have a maximum
length of 22 characters and an average length of about 15.11 characters.
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Pre-processing. The SMILES strings from the dataset are first translated into
SELFIES strings for training. As part of the translation, a SELFIES alphabet
is automatically generated based on the SMILES characters present in the orig-
inal dataset. The resulting SELFIES strings are then pre-processed into one-hot
matrices according to the generated SELFIES alphabet for model training. Fol-
lowing the translation, each SELFIES string is one-hot-encoded as a matrix.
In such a matrix, each row is a one-hot vector that identifies a particular ele-
ment in the SELFIES alphabet. The position of a row in the matrix corresponds
to the position of the element in the SELFIES string. Furthermore, the num-
ber of rows in the one-hot encoded matrix is fixed according to the length of
the longest SELFIES string in the training dataset. In addition, a no-operation
symbol [NOP] is introduced to the SELFIES alphabet to pad the matrix to the
correct dimension.

CNN Encoder. The encoder consists of two 1-dimensional convolutional layers
followed by a fully connected layer. The decision of using 1-dimensional convolu-
tion is based on the sequential nature of the input data. As a simple architecture
it allows efficient training while maintaining good explainability of the model.

GRU Decoder. The decoder is a single stack Gated Recurrent Unit (GRU)
and consists of 100 neurons. It is well established that GRUs are particularly
effective for sequential data. We purposely limited the decoder’s complexity as
compared to the encoder to mitigate the common posterior collapse problems
with VAE models. Furthermore, as the dataset is not particularly complex, we
expect a simple architecture is sufficient for the task and will give indicative
results to validate our approach (Figs. 2 and 3).

Fig. 2. Neural String Diagram of CNN architecture

Loss Function. At the current stage we decided to use the classic reconstruction
loss together with a small KL-divergence weight to account for posterior collapse
problem.

Latent Space. Based on the size and complexity of the dataset we decided
on a range of low dimensions (5 to 20 dimension vector spaces) to experiment.
The processed training data (18× 21 one-hot matrices) seem to warrant a high



Representation Learning for Chemical Design via SELFIES VAE 357

Fig. 3. Neural String Diagram of GRU architecture

dimensional latent space, but they are obviously sparse matrices. Therefore, we
chose latent dimensions that are comparable to the actual SELFIES length. This
is to avoid model overfitting problems.

Generative Model. The trained decoder can be used as a generative model by
first sampling from the prior distribution (multidimensional standard Gaussian
distribution) over the latent space. The sampled latent vectors are then decoded
into SELFIES. Finally, the decoded SELFIES are translated into SMILES.

3 Experiments and Results

Based on experiments with GVAE we established several metrics to evaluate the
output of the generative model. These are:

– Syntactical validity: Whether the generated strings follow the specified
grammar exactly. This evaluates whether the grammatical information is
properly introduced to the model. It is also the basic prerequisite towards
a useful generative model.

– Semantic validity: Whether the generated strings can pass the seman-
tic checks provided by the RDKit package, setting the sanitize argument
in the MolFromSmiles method to True (rdkit.Chem.MolFromSmiles(smiles,
sanitize=True)) [7]. This is one of the most important metrics because if
a model doesn’t generate a high proportion of semantically valid strings, it
would jeopardise downstream tasks.

– Degeneracy: The average length of the generated SMILES string compared
to the average length of the dataset. Due to the way SELFIES representation
is formulated, it introduces the complication of degeneracy problem where
seemingly long and complex strings actually represent very simple SMILES.
Therefore, we calculated this metric specifically for SELFIES based models.

– Empty SMILES: The proportion of null results in a batch of generated
(translated in case of SELFIES) SMILES strings. High proportion of null
results directly indicate that the model is overfitted.

– Diversity: Number of unique strings in a batch over the batch size. While
ensuring robustness in both syntactic and semantic validity, diversity is the
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key metrics we set out to improve. High generative diversity indicates that
the latent space is well regularised; the model is not overfitted; and the gram-
matical information is well integrated.

First, we evaluated SMILES-based GVAE generative model published on
their GitHub page. Then we recreated the example VAE experiment from SELF-
IES’s GitHub repository and used the result as a baseline. Based on their model
we experimented with several improved architecture designs and hyperparame-
ter specifications. The current best result was achieved through a CNN encoder
and GRU decoder with a 12-dimensional latent space as introduced in the last
section.

Below is a model comparison table. We also included the results from our
experiment with GVAE and reported results from SD-VAE to demonstrate the
differences between the SMILES-based approach and SELFIES based approach.

Table 1. Comparing SMILES-based models and SELFIES based models.

GVAE [6] SD-VAE [2] SELFIES VAE [5] Our Model

Dataset 250k ZINC [3] 250k ZINC QM9 [9] QM9

Syntactical Validity 99.6% Not Reported 100% 100%

Semantic Validity 6.8% 43.5% 100% 100%

Degeneracy NA NA 8.31 / 15.11 13.67/15.11

Empty SMILES 20% Not Reported 11.25% 2.95%

Diversity – – 14.8% 65.4%

4 Discussion

As mentioned above, being able to generate valid results is essential to the utility
of a generative model. There are two levels of validity involved in string represen-
tations: syntactic validity and semantic validity where the prior underlies the lat-
ter. As shown in Table 1 above, the GVAE demonstrated near-perfect syntactic
validity with respect to an explicit context-free SMILES grammar. It introduced
many helpful techniques of integrating grammatical information into neural net-
work models. However, the semantic validity of the SMILES strings generated by
the GVAE was poor. Unfortunately, downstream tasks such as de novo molecule
design rely heavily on chemistry semantic information. The semantic validity
deficiency of GVAE is expected, after all, context free grammar by its nature is
not meant to capture semantic information. Despite the drawbacks, the GVAE’s
approach is still well-suited for systems and tasks that can be well described
by context-free grammars. With these findings, we investigated several other
SMILES-based models, including SD-VAE which attaches semantic constraints
to syntax trees generated during the decoding process. As shown in Table 1, the
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SD-VAE reported a significant increase in semantic validity compared to the
GVAE. However, we considered the result still appears insufficient to facilitate
downstream tasks. On the other hand, SELFIES was designed from the ground
up to address the validity problem by incorporating valence-bond rules, ring
closure and branch location handling. Based on our results, all SELFIES strings
were semantically valid, which aligns to the claim of 100% robustness from its
authors. That is, any combination of the SELFIES alphabet rule vectors results
in a SELFIES string that can be deterministically translated into a semantically
valid SMILES string via SELFIES derivation algorithm. This is a strong advan-
tage compared to SMILES-based approaches in terms of utility for downstream
tasks. In this sense, we can consider SELFIES as a completely compatible set of
instructions to create SMILES strings. However, as we discovered through exten-
sive experimentation, the 100% robustness is achieved not without compromise.
The main complication SELFIES introduces is degeneracy: seemingly sophis-
ticated and diverse SELFIES strings can quickly degenerate into very simple
molecules. For example, the following two seemingly complex SELFIES strings
that appear different
– [F][F][=O][N][#C][C][Ring][Branch1][O][#N][O]
– [F][F][=C][#N][#C][=C][O][Branch1][O][Branch1][C][=C][#N][#C][=C]

can degenerate into the same SMILES string FF which is the molecule fluorine
gas. This is because the first two SELFIES characters [F][F] already saturate the
valence-bond and the characters following them are discarded during translation
as the result. Therefore, directly calculating the diversity of generated SELFIES
strings is an inaccurate assessment of the generative model’s performance. Con-
sidering this, we translated the generated SELFIES string into SMILES strings.
As shown in Table 1 our model significantly improved the diversity score which
fulfilled our main objective. Moreover, with our model, we observed less degen-
eracy problem and improved structural complexity. Below is a further compar-
ison between the generative model based on the original SELFIES VAE and
our model. We sample 10,000 latent points according to the standard Gaussian
prior distributions, decoded and post-processed them into SMILES. We recorded
the top 3 most common strings from both models and respective proportions
(Table 2).

Table 2. Comparison of top 3 most common generated SMILES.

SELFIES VAE Our Model

Latent Dimension 50 12

Top 3 Common FF F NF O=O FF N#N

Proportion 51.30% 7.64% 2.57% 7.46% 2.26% 2.18%

Although the SELFIES VAE generative model produced only semantically
valid strings, the low diversity, high rate of empty strings, as well as low struc-
tural complexity signify that the model is significantly overfitted and did not
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learn to navigate the degeneracy problem of SELFIES. Our model, on the other
hand, significantly improved the generative quality in all these aspects. Never-
theless, there is considerable space for improvement for our model. We would
like to further increase the generative diversity and eliminate the empty genera-
tive results. However, as mentioned previously, QM9 dataset only contains small
molecules with low structural diversity. Hence, to obtain better performance in
those regards, our future models would be trained on the larger and more diverse
ZINC dataset.

5 Concluding Remarks

Given the improvement we saw from our proof-of-concept model, we intend to
explore more sophisticated upgrades to the current version. Furthermore, the
model enabled us to experiment with encoding chemical reaction information
as algebraic operations in the latent space. Some of the immediately actionable
upgrades are: (1) fine-tune the CNN encoder architecture by introducing differ-
ent types of convolutional kernels; (2) deepen the neural network; (3) train the
model with the larger ZINC dataset; (4) tweak the objective function to include
structural information beyond simple reconstruction rate, such as reconstruc-
tion length, number and length of rings, location and length of branches; (5)
debug the generative model to drive down null string to 0%. On top of that we
have started some preliminary exploration of possible algebraic operations on
the latent space that can reasonably encode simple chemical reactions.
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Abstract. Europe is projected to face a shortage of 1.5 million informal care-
givers by 2060, while the formal care sector will also experience shortages of
qualified personnel [1]. The share of older people (65 +) is expected to raise
to 22% worldwide by 2050 [2]. Almost 90% felt health and social care systems
should help older people stay in their homes longer [3]. However, family support
is declining, while the formal sector cannot fill this gap. In the care industry, trust
is essential. Recruiting trustworthy caregivers is time-consuming and costly, while
many private people lack experience [4]. Recruitment support could be provided
by experienced nurses and retired people looking for flexible work or financial
stability [5, 6].

The HEROES project aims to solve these challenges by facilitating remote
recruitment with an app, allowing experienced nurses and retirees to review can-
didates online. This ensures quality matching between candidates and job offers,
helping recruiters to find trustworthy caregivers. Using candidates’ video appli-
cations could make the recruitment process almost 25% faster and 90% cheaper
[7].

To assure an inclusive and user-friendly solution, theHEROES app was devel-
oped with a user-centered approach [8], involving seniors, nurses, and families
early on through co-creation iterations. This has proven especially valuable for
vulnerable user groups, and in the health sector (e.g., 9–12). After each testing
iteration, participants shared their findings in group discussions. Additionally,
aspects of privacy and data protection, an important current challenge [13], as
well as liability were considered by consulting experts from different fields.

Keywords: Ageing · Care · Co-creation · Data Protection · Older Adults ·
Recruitment · Smartphone App · User-centered design

1 Introduction

Europe is projected to face a shortage of 1.5 million informal caregivers by 2060, while
the formal care sector will also experience shortages of qualified personnel [1]. The share
of older people (65+) is expected to raise to 22% worldwide by 2050 [2]. Alber, Köhler
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[3] found that almost 90%felt health and social care systems shouldhelpolder people stay
in their homes longer. To achieve this, older adults will require assistance – infrequent
at first – with daily tasks, e.g., groceries, or seeing a doctor. Families – especially adult
women in their 40s and 50s – were traditionally helping with these activities, without
pay, thus increasing the income inequality for older women. However, family support
is rapidly declining due to the breakdown of families into smaller units, children living
further away from their homes due to professional commitments, and rising female labor
participation. [1].

In the care sector, not only numbers are important but also other factors like trust.
Trust is the essence in the care industry and recruiting trustworthy caregivers is a time-
consuming and costly process at best. Additionally, many private people not only lack
time to find a suitable caregiver, but they also have limited or no experience in caregiving
themselves [4]. The recruitment process needs to be simplified and made more time- and
cost-efficient. Support in recruitment could be provided by experienced nurses and by
retired people who are looking for flexible activities to do from home, to feel included
and connected [5]. Some retirees long for their experience and accumulated knowledge
across their lifetime, to be recognized and appreciated [5]. Others need an occupation to
make use of their additional free time. Some might look for activities they can do from
home, at any time to feel included and connected. A lack of such purposeful activities
can impact older adults’ mental health and reduce their perceived quality of life [14, 15].
Finally, increasing financial stability with additional flexible income might be another
motivation. This could also be an interesting opportunity for nurses that are working
parttime or are unemployed. In lower-income countries such as Romania this might be
an especially fitting option [6].

One key challenge with solutions for older adults is that they are oftentimes excluded
from the development process of technologies and their design [16]. A participatory
design approach can be a solution to counteract the amplification of digital exclusion
of older adult technology users. It is an attempt to democratically involve marginalized
groups, such as people aged 65 +, in innovation processes of digital technologies, and
thus increase their chances of digital inclusion [17]. To assure an inclusive and user-
friendly solution, the HEROES (HomE woRk fOr retireES) app was developed with a
user-centered approach [8], involving seniors, nurses, and families early in the process
of designing, developing and testing the app. This has proven especially valuable for
vulnerable user groups, and in the health sector (e.g., 9–12).

2 The HEROES App

HEROES is a research project embedded within the European Assisted Active Living
(AAL) funding program which aims to create better quality of life for older adults,
fostering cooperation between research and industry. Its mission is to support ageing
communities by connecting them with caregivers and nurses. To achieve this, a platform
was built making hiring trustworthy caregivers for older and vulnerable people fast and
cost-effective. The platform intends to connect the following user group ecosystems:

• Recruiters: families, care organizations and people in need of care, looking for
trustworthy caregivers;
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• Candidates: individuals with formal or informal experience as caregivers or nurses
who are looking for work; either people who are already working in the care sector,
e.g., as (certified) nurses, or nursing assistants, and are looking for a new and / or
more flexible job, or people who are not yet working in this field but are interested in
supporting elderly people in situations of need, e.g., in daily life, shopping, cooking,
cleaning;

• Reviewers: a community people that screen and rate candidates online; on one hand,
people who are retired and would like to use their life experience for a meaningful
activity working a few hours a week reviewing candidates during their retirement; on
the other hand, people with a professional care or nursing background, e.g., (certified)
nurses, or nursing assistants, who would like to use their knowledge and skills for the
evaluation of candidates.

For each of the three user groups, a separate app was developed with specific relevant
use cases. To easily distinguish the three apps, they have a unique color scheme: the
recruiter app is kept in blue, while the candidate app is green in color, and finally the
reviewer app is colored red. The core use case for the recruiter app is that recruiters create
their own profile, as well as a job for caregivers or nurses. They can select predefined
questions or write their own questions relevant to their job posting. These questions will
then be presented to interested candidates (see Fig. 1).

Fig. 1. Three screenshots of the recruiter flow“creating a job” in the recruiter app (1: the recruiter’s
active jobs; 2: predefined questions for recruiters; 3: app screen after publishing a job).

Candidates create their own profile to see jobs that fit with their own interests and
expertise. Once they choose to apply for a job, candidates answer the questions of the
recruiters with a video reply (see Fig. 2).
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Fig. 2. Three screenshots of the candidate flow “applying for a job” in the candidate app (1:
details of a selected job; 2: predefined questions to answer with video or audio; 3 app screen after
a video response has been recorded).

Finally, the reviewers support the recruiters by screening the job description, the can-
didate’s profile, as well as the candidate’s video-answer. Reviewers provide the recruiters
with suggestions. Once a recruiter has chosen a candidate for a job, they can get in con-
tact with them. The HEROES app is a matchmaking solution, this means it does not
provide the parties with an employment contract at the end of the process. However,
frequently asked questions on the project website provide additional, country specific
information regarding legal aspects for employment in the field of homecare to meet an
important user need.

3 Research Design and Methods

3.1 Interdisciplinary Approach with End-User Involvement

The duration of the entire project spans 30 months, starting in April 2021 and ending in
September 2023. The project consortium consists of six project partners from Switzer-
land1, Romania2, and Austria3. While some of the project partners are mainly involved
in data collection based on co-creation workshops, end-user testing, and evaluation, as
well as validation, others focused on processing the generated results, planning, imple-
mentation, and design of the platform, as well as development of the business plan. Con-
sequently, team discussions and the gathering of different perspectives are an important

1 University of Applied Sciences of Eastern Switzerland (Institute for Ageing Research, IAF)
and terzStiftung.

2 The Care Hub SRL, Tricubiq Solutions SRL.
3 Rapid user feedback GmbH (RUF), FH Kärnten - gemeinnützige Gesellschaft mbH (Austria),
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part within the development process of the platform. By following a very user-centered
approach throughout the entire project, the newHEROES project was developed in close
exchange with the potential customers and end-users to avoid missing the market and
customers’ needs. Therefore, end-users were recruited from all three target groups of
the future HEROES project.

3.2 Development and Testing Plan

The first half of the project focused on understanding the needs of the stakeholders
involved, planning, and conducting three rounds of co-creation workshops together
with end-users. Feedback gathered from the workshops was used to compile techni-
cal requirements with the objective of developing an app prototype according to the
end-users’ needs. The second half of the project focused on testing the usability and
user friendliness of the app. A one-year long field trial with three iteration cycles was
conducted to continuously improve the usability and functioning of the app.

Co-creation Workshop 1. To gather early feedback from the target user-groups, co-
creation workshop 1 was planned while the HEROES app was still only a concept. The
purpose of the workshop was to collect impressions, topics of concerns, attitudes about
the entire concept, as well as ideas and suggestions from possible future end-users which
the technical partners considered during the development process. The NUF test [18], a
decision-making technique, was used for team members to rate the suggestions on three
criteria (novel, useful, and feasible; NUF) to indicate which app aspects developers
should focus on in the next stages.

Co-creation Workshop 2. The focus of the second workshop was to gain a deeper
understanding of how participants respond to certain aspects of the application, such
as the interface and layout tested on a mock-up. Comments and suggestions were
transcribed and categorized using the NUF score and rated by the team members.

Co-creation Workshop 3. Finally, in the third workshop a prototype of the app was
tested with the users. The focus was to test the accessibility and usability of the proto-
type. Unlike in previous workshops, a beta version of the application was tested with
the participants who acted as recruiters, candidates, or reviewers. Another focus was to
investigate how participants interact with the app and its interface, including its’ layout
and navigation. While participants completed each task, moderators observed the par-
ticipants’ behavior and recorded their feedback. The observations were noted in a data
collection form with the following categories: usability, navigation, and content.

Field Trial. The one-year field trial phase was conducted to evaluate the platform itself,
aswell as single features and new ideas,while collecting real and authentic user feedback.
Therefore the app was tested with potential end-users in their real-life contexts in their
homes, but with artificial content. A mixed-methods approach, combining qualitative
and quantitative measures was used for this “living lab” approach. The field trial started
in April 2022 and ended in April 2023. Overall, it was divided into three different cycles
(see Fig. 3), wherein participants tested the three apps in a real life setting and discussed
their findings at the end in a group discussion. This was followed by a “passive” phase
(no tasks for the participants), which was used for further development of the apps based
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on the user feedback. However, based on feedback from the very first test cycle resulting
in fundamental changes, the consortium decided to rework the flows in the app. Before
implementing these changes, the second cycle was replaced with a friendly user test to
make sure, that the new features and flows are well received by potential users.

Fig. 3. Overview of the three initially planned cycles and groupmeetings with participants during
the field trials.

4 Results of the Field Trials

A total of 91 participants started the field trials in three countries, of which 89 par-
ticipated to the end. The main reasons for dropouts were lack of time, and problems
with downloading the app. Participants’ age distribution varied strongly in each group:
candidates’ median age was M = 43 years, recruiters’ median age was M = 51 years,
and reviewers’ median age was M = 68.5 years. Overall, more women participated in
the field trials (90% of the candidates, 60% of the recruiters, and 70% of the reviewers
were female). Value propositions for the HEROES project (i.e., user needs, gains, and
pains) as well as qualitative feedback on participants’ observations and experiences were
collected in the group discussions.

4.1 Qualitative Feedback from Recruiters

The recruiter app was tested by N = 30 participants during the field trials. Overall, the
app was appreciated for its clarity, simplicity, and design, which made it easy to use for
participants. The concept of the app was highly appreciated, and participants perceived
it as an effective way to recruit caregivers. The video answers were seen as helpful to
get a better impression of suitable candidates. However, several participants criticized
spelling mistakes and unclear expressions. Additionally, data privacy concerns were
raised,. Participants missed guidelines and explanations addressing the legal aspect of
recruiting, especially in the homecare sector.

4.2 Qualitative Feedback from Candidates

In total,N = 29 participants tested the candidate app during the field trials.Most reported
it to be very user-friendly and intuitive, mainly due to its simplicity and clarity, as well
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as its layout and structure. Navigation was described to be easy with straightforward
instructions. However, some participants found the registration process repetitive. Many
participants found the candidate app to be a helpful tool to find a job easily and quickly.
While many participants did not report any issues with the app, several others reported
issues when trying to find a fitting job (e.g., due to a lack of location filters, or desired
qualifications) or reported technical issues with the app (e.g., with audio and video
upload). Additionally, the color choice of the candidate app (green) was criticized by
a few participants. An imbalance between the information provided by the recruiters
regarding the person needing care compared to the information provided by candidates,
as well as a lack of information regarding the app security was mentioned as well.

4.3 Qualitative Feedback from Reviewers

A total ofN = 30 participants tested the reviewer app during the field trials. The app was
perceived as self-explanatory and easy to use. The participants appreciated the innovative
idea of the platform and see a demand for such an app. The structure of the appwas found
to be logical and consistent. However, some participants reported technical issues (e.g.,
uploading photos), while others criticized that candidates can only apply with video or
audio answers, as not all candidates might feel comfortable presenting themselves in
this format, and that in particular older candidates might not want to apply for jobs using
these formats.

5 Conclusion and Outlook

To some extent, all participants have already dealt with the topic of care either in a private
or professional context (e.g., as private caregivers, or former professional nurses). Most
of them sees a lot of potential in the HEROES project to find support for themselves
or loved ones in need of care. Therefore, this project could provide much needed relief
for the formal and informal care sector, which are facing more and more pressures due
to lack of caregivers in the coming years [1]. Provided that the app works well, most
participants reported that they would use it privately and even recommend it to friends.
The participants recognized that the app can create new opportunities in a professional
and social context, and that local networks may help to reduce the consequences of a
shortage of care professionals. This in turn can help older and vulnerable people to stay
in their homes longer as recommended by Alber, Köhler [3].

In line with some studies [5, 14, 15], feedback from participants was able to
demonstrate that the flexible work opportunity as a recruiter was appreciated by
participants.

Overall, most of the participants enjoyed participating in the field trials and appre-
ciated the opportunity to contribute with their opinions and experience. The HEROES
project was able to address end-user needs (e.g., regarding user-friendliness), resolve
issues and continuously improve the solutionwith the participatory, user-centered design
approach by including the diverse group of end-users very early in the project [8–12]. A
challenge that many solutions ignore, especially when designing for older adults [16].
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Even though participants didmention a risk that older candidates might not feel comfort-
able recording their own video or audio to apply for a job, the process of designing the
solution in a user-centered process improves user-friendliness and might help increase
digital inclusion nevertheless [17].

Regarding the user-friendliness and usability of theHEROES app, participants appre-
ciated the simple and clear layout and structure, its intuitive and straightforward navi-
gation, and that it is easy to use. However, the lack of guidelines, information about app
security as well as some technical issues were criticized. These concerns will need to be
addressed before entering the market. A live trial is planned to gather further insights on
the feasibility under real world conditions. Finally, analysis of the quantitative data will
be part of the next phase.
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Abstract. In Japan, “Specific Health Checkups” and “Specific Health Guidance”
are implemented to prevent lifestyle-related diseases [1]. In the specific health
guidance, health professionals (e.g., public health nurses and dietitians) interview
patients and guide them toward a healthy lifestyle.We have analyzed the interview
dialogues and found that experienced health professionals learn the characteristics
of patients (biological, psychological, and social aspects [2], and lifestyle habits)
and select interventionmethods (motivationalmethods, action plans, etc.) in accor-
dancewith these characteristics, leading to behavioral change and improved health
examination results.

However, although health professionals have learned from experience and
know ways to effectively interview patients in accordance with their character-
istics, they have few opportunities to share their knowledge and experience and
learn from each other. In this study, we developed a system to visualize interven-
tion methods in accordance with patient’s characteristics, which are the findings
of health professionals, with the aim of contributing to improving health guidance
skills by sharing knowledge among health professionals. To verify the usefulness
of the system, an experiment using health guidance interviews was conducted in
February 2023. Post-experiment interviews suggested that the system would be
effective in sharing health guidance knowledge.

Keywords: Behavior Change · Knowledge Sharing · Health Guidance

1 Introduction

1.1 Specific Health Guidance

In Japan, specific health checkups and specific health guidance focusing on metabolic
syndrome have been implemented since 2008 to prevent lifestyle-related diseases [1]. On
the basis of the results of the specific health checkup, specific health guidance provides
support for lifestyle improvement to those who are at high risk of developing lifestyle-
related diseases and for whom lifestyle improvement can be expected to be effective
in preventing lifestyle-related diseases. In specific health guidance, health professionals
give advice on which lifestyle habits to change and how to change them, on the basis of
the patient’s health checkup results, lifestyle habits at that time, and the patient’s person-
ality, interests, and hobbies. The health professionals who interview patients are public
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health nurses, dietitians, physicians, etc. We analyzed the interview dialogues and found
that experienced health professionals learn patients’ characteristics (biological, psycho-
logical, and social aspects [2] (hereinafter referred to as BPS), and lifestyle habits) and
choose interventions (motivational methods, action plans, etc.) in accordance with these
characteristics, while leading to behavioral change and improved health examination
results.

Health professionals have learned from experience and know ways to effectively
interview patients on the basis of their characteristics, but they have few opportunities
to share their knowledge and experience and learn from each other.

1.2 Motivation

We believed that storing and sharing the health professionals’ knowledges through
human computer interaction would improve the quality of health guidance and support
effective health guidance. Therefore, the purpose of this study is to develop a system to
visualize intervention methods in accordance with patients’ characteristics, which are
known by health professionals, and to contribute to improving health guidance skills by
sharing knowledge among health professionals.

2 Health Guidance Visualization System

2.1 System Configuration

Fig. 1. System Configuration

To visualize and share health guidance knowledge,
we developed a health guidance visualization sys-
tem. The system consists of an interview man-
agement system, a visualization system, and client
PCs.

The interview management system manages the
interviewers and patients for each interview, dis-
plays data input interface, and saves input data. The
visualization system draws a picture of the patient’s
lifestyle, intervention details, intentions, and action
plan when the health guidance content stored in the interview management system is
input (Fig. 1).

2.2 System Functions

The health guidance visualization system allows the input of a patient’s BPS information
(Table 1), as well as the patient’s lifestyle (Table 2), as information on the patient to be
ascertained through health guidance. The system then allows the input of the content
and intention of interventions for the patient, the patient information used to select the
intervention content, and the action plan made with the patient.
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Characteristics of the Patient, Items Related to Lifestyle. The items related to the
characteristics of the patients to be captured in the health guidance (Table 1) and the
items related to lifestyle (Table 2) were extracted on the basis of the dialogues in the 14
previously conducted health guidance sessions and were determined on the basis of the
opinions of the experts (Fig. 2).

Table 1. Examples of items related to BPS

Aspects Data item

Biological Results of physical examination (height, weight, blood pressure, blood sugar,
etc.), chief complaint, body shape, etc.

Psychological Personality tendencies, health consciousness, preferences, etc.

Social Family and relationships, work relationships, community, etc.

Table 2. Examples of items related to lifestyle

Lifestyle item Data item

Diet Content, amount, and time of breakfast, lunch, dinner, and snacks

Physical Activity Type, exercise, amount, duration, frequency, past experience

Lifestyle Activities Type, amount, duration, frequency

Alcohol Amount per dose, frequency

Smoking Number of cigarettes per day, smoking history

Sleep Sleep duration, chief complaint

Input of Interventions and their Intentions. The interviewer can freely describewhat
he/she recommended (intervention details). Examples include explaining the meaning
of the health checkup results, explaining the risks of the patient continuing their current
lifestyle, etc.

The interviewer can enter a free description of his/her intention for selecting the
intervention. For example, "I explained themeaning of the results of themedical checkup
because the patient was very anxious about them.”

On this screen, a health professional can record the patient information used when
he/she selects interventions.

Visualization of Health Guidance Content. After a health professional (interviewer)
inputs the health guidance data, health guidance content is visualized as a diagram. The
format of the visualized diagram is shown in Fig. 3. The patient’s BPS is displayed on
the left; lifestyle habits, intervention details for lifestyle habits, and intentions of the
interviewer are displayed in the center; and an action plan is displayed on the right. At
the bottom, options of the patient’s BPS that were not selected are displayed and can be
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Fig. 2. Input screen image of BPS and lifestyle (originally Japanese)

Fig. 3. Input screen image of intervention report

moved freely using the drawing application to show their relationship to lifestyle habits
and interventions with arrows (Fig. 4).

3 Experiment

To test the feasibility and usefulness of the system, a health guidance interview experi-
ment was conducted in February 2023, involving 4 experienced health professionals (3
public health nurses and 1 dietitian) and 26 participants (22 men and 4 women, average
age 45). Before the interviews, the participants (interviewees) submitted the results of
their most recent and previous health examinations and answers to a medical question-
naire. Among 26 interviews, 14 interviews were conducted in person and 12 online.
After the interview, the interviewer entered the patient characteristics and intervention
details from the system.
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Fig. 4. Format of visualized health guidance content

After all interviews were completed, the four health professionals conducted a con-
ference using two of the visualized health guidance contents. Figure 5 shows a part of
the figure used for the conference. As this patient expressed a desire to lower her body fat
percentage, but she did not have time to exercise, the interviewer decided to recommend
that she use her commute time. Finally, she made an action plan involving fast walking
at intervals during commuting.

Fig. 5. Visualized health guidance content

4 Results

A group interview was conducted with four health professionals after the conference
regarding their use of the visualization system.

• Self-reflection: Someparticipants commented that the visualization diagramand input
process helped them to reflect on their own interviews. Some said it would be nice to
be able to depict the relationship between lifestyle habits as well.

• Handover: It was commented that visualizations were easier to understand than text-
only materials, and that the written intent was easier to understand.

• Sharing of interviews of other health professionals: Since conferences are held only
once amonth, some participants said it would be helpful to visualize and immediately
see the interviews of others and to compare cases.
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• Training: The possibility of utilizationwas raised, such as inexperienced people being
easily consulted on the basis of diagrams or being able to provide guidance on the
basis of diagrams of inexperienced people.

5 Consideration

The results of the post-experimental interviews suggest that visualization of health guid-
ance content has the potential to support knowledge sharing. It also has the potential to be
used as an educational tool for inexperienced health professionals and as an information
sharing tool in multidisciplinary collaboration.

6 Conclusion

Avisualization systemwas developed to share the knowledge accumulated by individual
experts in health guidance. An experiment was conducted using the developed system.
The results of post-experimental interviews suggested that visualization of the content of
health guidance has the potential to support knowledge sharing. The systemmay also be
used as an educational tool for inexperienced health professionals and as an information
sharing tool in multidisciplinary cooperation.

In the future, we will accumulate health guidance knowledge using this system and
study effective IT support through human computer interaction for health professionals
using the accumulated data.
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Abstract. Gestational Diabetes Mellitus (GDM) is a rising concern
worldwide, particularly in low-resource countries such as Bangladesh,
where access to healthcare facilities is limited and awareness of GDM
management is inadequate. This work proposes an early-stage design of
user interfaces (UIs) for a mobile health (mHealth) intervention using
the Bengali language that allows users to input daily measures of blood
glucose, weight, and other GDM-related health data. The intervention
is designed to provide users with personalized feedback based on their
input and the necessary coaching for managing GDM. It also reminds
users to take medication if prescribed by their doctors. The app has six
key features: blood glucose tracking, food logging, medication reminders,
activity tracking, educational resources, and personalized recommenda-
tions. Overall, this work provides a valuable contribution to the field of
mHealth-based maternal and child health in Bangladesh. However, fur-
ther research is necessary to evaluate the effectiveness and feasibility of
the intervention in real-world scenarios. Such evaluations will provide
valuable insights into its potential impact and help refine the design to
better serve the needs of GDM patients in Bangladesh.

Keywords: Gestational diabetes · mHealth · Bangladesh

1 Introduction

Gestational Diabetes Mellitus (GDM), a type of diabetes occurring during preg-
nancy, presents notable challenges and concerns for women in Bangladesh [4,6].
The prevalence of this condition has been on the rise, emphasizing the immedi-
ate need for effective management and attention [6]. The escalating prevalence
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of GDM among pregnant women in Bangladesh has become a growing cause
for alarm. Managing GDM poses numerous challenges in Bangladesh [3,7]. Lim-
ited access to healthcare services, particularly in rural areas, impedes timely
diagnosis and effective management of the condition. Moreover, the dearth of
healthcare professionals specializing in GDM exacerbates the situation. Cultural
norms surrounding pregnancy and dietary practices further hinder women from
adopting healthier lifestyles and adhering to recommended treatment plans [3].
Prior research demonstrates that mobile health (mHealth) interventions can sig-
nificantly improve the health services available to women with GDM [1,5,8–10].

For this work, we surveyed the relevant literature and related works and found
that there was not a single mHealth app in the Bengali language that had all fea-
tures required for helping GDM patients in Bangladesh. All of these aspects are
included in our proposed mHealth app which is in Bengali, allowing users who
are not fluent in English to use it effectively during GDM. This work proposes an
early-stage design of a mHealth intervention which is a prototypical smartphone
app and it allows users to input daily measures of blood glucose, weight, and
other GDM-related health data. The intervention is designed through an under-
standing of the socio-cultural context of Bangladesh and the barriers faced by
pregnant women in accessing healthcare services during their GDM [2–4,7]. The
app is designed to provide users with personalized feedback based on their input
and the necessary coaching for managing GDM. The intervention is designed to
be user-friendly, culturally appropriate, and accessible to women living in rural
areas. The proposed mHealth app has six key features: (i) Blood glucose track-
ing; (ii) Daily food diary; (iii) Medication reminders; (iv) Daily activity tracking;
(v) Educational resources for GDM; and (vi) Personalized recommendations.

Overall, this work provides a valuable contribution to the field of mater-
nal and child health in low-resource settings, particularly in Bangladesh. The
proposed mHealth intervention has the potential to address the current gap in
GDM management and improve health outcomes for pregnant women and their
babies. These evaluations will offer valuable insights into the potential impact
of the intervention and facilitate the refinement of its design to better cater to
the specific needs of GDM patients in Bangladesh.

2 Design Methodology

2.1 Requirements Analysis

For gathering the initial design requirements, we started with reviewing the
existing literature on GDM in Bangladesh to see what factors are wanted by
the women having GDM. We have also explored the available mHealth tools for
managing GDM in different countries and languages. This strategy assisted us
in coming up with features for the proposed intervention. A few of the articles
that we reviewed are summarized as follows-
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Varnfield et al. [10] presents the development and evaluation of a mHealth
platform for the management of GDM in women of Australia that includes a
smartphone app for data entry of BGL and other health data, delivery of mul-
timedia content, and secure cloud data storage. Also, a clinician portal is there
for the review of patient data and communication with patients.

Al Hashmi et al. [1] developed and experimented with a self-efficacy-
enhancing mHealth app for women in Oman with GDM. This app is featured to
promote behavioral modifications among patients with the components of goal
setting, tracking healthy behaviors (e.g., body weight, diet, physical activity),
and self-monitoring of BGL. Their findings found that the app was a feasible and
acceptable intervention for behavioral modifications among women with GDM.

Mackillop et al. [5] compared the efficacy of a mHealth-based BGL man-
agement system with standard clinic care in women with GDM in the United
Kingdom. This mHealth system allowed users to record, tag, and review their
BGL readings in real-time and provided personalized feedback and support to
the users based on their BGLs. They found that the mHealth-based system was
as effective as standard care in controlling BGLs.

Scar et al. [8] explored the experiences of women with GDM with controlling
their BGLs by recording BGLs and receiving health and nutrition information
accordingly using a mHealth app in Norway. Their findings suggested that a
mHealth app may have the potential for supporting women with GDM, partic-
ularly in their blood glucose management.

Surendran et al. [9] investigated the usage behavior and perceived usefulness
of a mHealth application for managing GDM in Singapore. The app consists
of three main elements: engaging educational lessons, monitoring tools for self-
tracking of BGLs, physical activity, diet, and weight, and personalized coaching.

2.2 Prototype Design

Referencing the findings from the requirement analysis, we brainstormed var-
ious design ideas and settled on a few by establishing scenarios. After several
iterations of screen sketches for these designs, sketches were transformed into a
prototypical app using a web-based wireframing tool called MockPlus1.

3 Prototypical mHealth Intervention

The proposed mHealth application encompasses a range of valuable features to
support individuals with GDM. The language used in the user interface (UI)
is Bengali. The proposed prototypical app has six key components (Fig. 1) and
sample UIs for each component are illustrated in Fig. 2a, 2b, 3a, 3b, 4a, and 4b:

1 https://app.mockplus.com/.

https://app.mockplus.com/
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3.1 Blood Glucose Tracking

The app facilitates users in recording their blood glucose readings conveniently.
Whether manually inputted or automatically synced with a glucose meter, this
functionality enables easy monitoring of blood sugar levels over time.

3.2 Daily Food Diary

Users can effortlessly log their food intake within the app, aiding in the man-
agement of carbohydrate consumption. This aspect holds particular significance
for individuals with diabetes as it empowers them to make informed decisions
about their diet and adjust accordingly to maintain stable BGLs.

3.3 Medication Reminders

Incorporating timely medication intake reminders, the app assists users in adher-
ing to their prescribed insulin or other medications. This feature ensures users
are prompted to take their medications as per their designated schedules, thereby
enhancing medication compliance and overall disease management.

3.4 Daily Activity Tracking

The app enables users to track their physical activity and exercise routines
effectively. Regular exercise has been proven beneficial for individuals with dia-
betes, positively impacting blood sugar control. Monitoring physical activity
levels through the app keeps users motivated and aware of their exercise habits,
facilitating better condition management.

3.5 Educational Resources for GDM

To foster an understanding of GDM and its management, the app offers a diverse
range of educational resources. These resources may comprise articles, videos,
or interactive tools that furnish information on various aspects of the condition.
Users can access these resources to acquire knowledge about healthy lifestyle
choices, dietary recommendations, monitoring techniques, and other pertinent
information for making informed decisions about their health.

3.6 Personalized Recommendations

Leveraging the user’s BGLs, diet, and exercise habits, the app generates person-
alized recommendations. These tailored suggestions encompass dietary adjust-
ments, exercise routines, and reminders for specific actions, all designed to meet
the individual’s unique needs. Such personalized guidance aids users in achieving
optimal blood sugar control and effectively managing their GDM.
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By integrating these six fundamental features, the mHealth app empow-
ers individuals with GDM, equipping them with indispensable tools for self-
management, education, and support. The app enhances their ability to monitor
BGLs, make informed dietary choices, adhere to medication schedules, engage in
regular physical activity, access educational materials, and receive personalized
recommendations, all contributing to improved management of their condition.

4 Current Limitations and Future Works

One limitation of the proposed design is that it may not sufficiently consider
the cultural and contextual factors involved in managing gestational diabetes in
Bangladesh. Since there were no user studies conducted with the target popu-
lation before designing, it becomes difficult to fully grasp their specific needs,
beliefs, and healthcare practices. Additionally, without user studies, the early-
stage design may overlook important insights into user preferences, cognitive
abilities, and interaction patterns. Consequently, the user interface and overall
usability might not meet the expectations and capabilities of the intended users.

At present, the features for the proposed intervention have been generated
through brainstorming sessions, incorporating design requirements identified in
existing related works. However, the next immediate step is to conduct user
studies involving the target population in Bangladesh. This user-centered app-
roach aims to gather valuable insights into the perceptions and thoughts of the
users regarding the tool’s functionality and usability specifically for GDM man-
agement. Furthermore, it is crucial to validate the designs with domain experts,

Fig. 1. Home page of the proposed prototypical mHealth app. The language of the app
UI is Bengali. The corresponding English translation is given for understanding.
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(a) ‘Blood Glucose Monitoring’ (b) ‘Daily Food Diary’

Fig. 2. Sample UIs of ‘Blood Glucose Monitoring’ and ‘Daily Food Diary’ features.

specifically, healthcare professionals (HCPs) who have experience in treating
patients with GDM in Bangladesh. Their expertise and input will ensure that
the tool aligns with the requirements and expectations of HCPs, facilitating
seamless integration into existing healthcare practices. The findings from the
user studies with the target population and the input from HCPs will inform the
redesign process of the prototypical app. The aim is to incorporate the identified
user preferences, needs, and expectations, as well as the professional expertise
of HCPs. This iterative design process will help refine the tool to better suit the
requirements and context of managing GDM in Bangladesh.
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(a) ‘Medication Reminder’ (b) ‘Daily Activity Tracker’

Fig. 3. Sample UIs of ‘Medication Reminder’ and ‘Daily Activity Tracker’ features.

Following the redesign, another round of user studies will be conducted, utiliz-
ing well-established usability measurements scales such as the System Usability
Scale (SUS) and the Mobile Application Rating Scale (MARS). These standard-
ized scales will provide quantitative and qualitative feedback on the usability and
user experience of the tool. By leveraging these measurement scales, researchers
can gain insights into user satisfaction, effectiveness, efficiency, and learnability
of the redesigned tool. Through this iterative process of user studies, expert val-
idation, and usability evaluation, the mHealth tool for managing GDM can be
continually refined, ensuring its effectiveness, acceptance, and suitability for the
target users in Bangladesh.
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(a) ‘Educational Resources for
GDM’

(b) ‘Personalized Recommenda-
tions’

Fig. 4. Sample UIs of ‘Educational Resources for GDM’ and ‘Personalized Recommen-
dations’ features.
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Abstract. Studies have been conducted to determine the status of the internet
gaming disorder (IGD) using various bio-signals, including quantitative studies
using electroencephalography (EEG) and heart rate variability (HRV) that have
suggested discriminant models to identify IGD subjects. This study aimed to test
the accuracy of the suggested models especially when the EEG and HRV param-
eters were used together to build up a discriminant equation. An experiment was
designed based on previous studies. The subjects consisted of 25 college stu-
dents with an average age of 22.7 (±2.5) and were classified into the IGD group
(n = 13) and the healthy group (n = 12) by using Young’s Internet Addiction
Test (IAT) and Compulsive Internet Use Scale (CIUS). The subjects played the
League of Legends game for 30–40 min and collected EEG (16 channel) and
ECG data throughout the game. The 240 EEG parameters (16ch. * 15) and 14
HRV parameters were used to extract the most effective sets of parameters. The
t-test was conducted to sort out the parameters differentiating between the IGD
group and the healthy group. Factor analysis was used to select parameters with
the eigen value greater than 0.8. To remove multicollinearity, Pearson correlation
was employed in this analysis. Finally, six sets of parameters were selected for
logistic regression to differentiate two groups. As a result, the highest accuracy
of the model was found to be Model 4. The HRV parameter has been dropped
during the process of parameter elimination. The observed accuracy ranged from
63.3 to 71.4% whereas the existing accuracy ranged from 63.5 to 73.1%. In this
study no synergy was observed when using both EEG and HRV parameters. In
future study, a refined model can be further investigated focusing on EEG signals.
Otherwise, bio-signals at particular events during game play can be explored to
find a statistical model with a high and robust accuracy value.

Keywords: Classification of IGD · Electroencephalography · Heart rate
variability · Logistic regression model
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1 Introduction

Since the American Psychiatric Association (APA) highlighted the need for additional
research on addictive gaming behavior in Diagnostic and Statistical Manual of Mental
Disorders (5th Ed., DSM-5) [1]. In 2018, the World Health Organization (WHO) added
“gaming disorder” to the 11th revision of International Classification of Diseases (ICD-
11) with the code 6C51 [2].

Many subjective questionnaires for diagnosing gaming disorder have been studied
over the years. However, there were limitations that have been reported bymany authors.
Kuss et al. [3] stated that subjective questionnaires could result in bias due to subjectivity,
and King and Delfabbro [4] mentioned that subjective questionnaires could result in
multiple interpretations due to the lack of standardization. In addition, Stevens et al. [5]
noted that there might be limitations due to cultural differences. According to Andreetta
et al. [6], there might be restrictions due to cultural distinctions.

In order to overcome the limitation of subjective questionnaire, quantitative studies
havebeen conducted.Kimet al. [7] studied thedifferences between the IGDgroupand the
control group by using HRV parameters when specific events occurred during gameplay.
They reported the maximum classification accuracy of 70.3%. Furthermore, Kim et al.
[8] investigated the relative power of EEGs measured during the entire gameplay, and
they classified the IGD group with the accuracy of 73.1%. The results from these studies
motivated authors to further investigate both EEG andHRV parameters for enhancement
of classification.

Therefore, the purpose of this study is to develop a statistical model for the dif-
ferentiation between the IGD group and control group by using both EEG and HRV
parameters.

2 Method

2.1 Subject

The IGD and healthy groups were determined by using both the IAT [9] and the CIUS
test by Meerkerk et al. [10]. The subjects who scored 50 on the IAT and 2.5 on the
CIUS were classified to the IGD group, and the subjects who scored 30 on the IAT and
1.5 on the CIUS were classified as belonging to the healthy group. 364 volunteers were
recruited from the Hanyang University community, and finally 13 IGD subjects and
12 healthy subjects were selected based on the IAT and CIUS scores. The ages of the
healthy group and IGD group were 24.7 (±2.77) and 22.9 (±1.91) respectively. Each
of the subjects had a minimum of two years of gaming experience. Subjects had no
history of mental disorders, including depression and ADHD. To have the proper level
of intensity, subjects played the ‘Ranked game’ that could affect their levels, and they
were compensated at the end of the study to maintain the motivation. The experiment
was conducted in accordance with the Declaration of Helsinki and regulations under
consideration of the Institutional Review Board of Hanyang University in the Republic
of Korea (IRB number: HYU-2019–08-004–1).
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2.2 Apparatus

League of Legends (LOL) from Riot Games Inc. (Los Angeles, CA, USA) was used for
the experiment. In 2022, the average monthly player count for League of Legends was
180 million, with a daily peak of 32 million players worldwide [11]. In 2022 Hangzhou
Asian Games, ‘e-sports’ was an official event, and League of Legends was one of the
official nine games.

For the experiment, the ‘QEEG-64FX’ from LAXTHA Inc. Was used for measuring
EEG and ECG. The data collection software was ‘Telescan’ by LAXTHA Inc. A testing
room was isolated to minimize the external stimuli that could influence the subjects.
Figure 1 shows the experimental setting. For data collection, EEG cap was worn accord-
ing to the 10–20 system electrode attachmentmethodwith 16 channels: Fp1, Fp2, F3, F4,
F7, F8, C3, C4, P3, P4, P7, P8, T7, T8, O1, O2. And the surface electrodes for ECGwere
also attached according to Standard limb lead II method, with the active electrode (+) at
the right chest, the reference electrode (-) above the left chest, and the ground electrode
behind the neck. The stability of signals was verified before running the experiment.

Fig. 1. Experimental setting

2.3 Procedure

The experimental procedure was shown in Fig. 2.

Fig. 2. Experimental procedure
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2.4 Experimental Design and Data Analysis

A between subject design was used in this study. The independent variable was the type
of group with two levels: IGD group and healthy group. The dependent variables were
EEG and HRV/ECG parameters: 15 EEG parameters * 16 channels and 14 HRV/ECG
parameters. A total of 254 parameters were used for dependent measures.

The sampling rate was 500 Hz. The window size for data collection was 30 to
40 min, and the analysis was performed with 20 min high quality data. Fast Fourier
Transform (FFT) was used to compute the relative power of parameters: theta 4–8 Hz,
alpha 8–12 Hz, SMR 12–15 Hz, mid-beta 15–20 Hz, high-beta 20–30 Hz, beta 12–30
Hz.

The Christov ECG R-peak division algorithm was used to extract HRV parameters:
mean NN-interval, SDNN, RMSSD, pNNI50, pNNI20, SDSD, and average of HR. FFT
was also used to extract theECGfrequencyparameters: LF,HF, normLF, normHF,LF/HF
ratio, Total Power. The statistical process for parameter elimination is summarized in
Fig. 3. SPSS 26 was used for statistical computation in this study.

Fig. 3. Statistical process for parameter elimination

3 Results

Among254 parameter candidates, the 13 parameters (12EEGparameters, 1HRVparam-
eter)were selected after t-test out of 23 parameters that satisfied the normality assumption
by Kolmogorov-Smirnov test (Table 1)

ln
(

P
1− P

)
= −0.131− 19.372Rel.AlphaF4 + 5.409Rel.ThetaF3 (1)

.
Factor analysis was conducted in order to find principal components among 12 EEG

parameters. Parameters with eigenvalue greater than or equal to 0.8 were selected and
presented (Table 2). For HRV, only one parameter demonstrated a significant differ-
ence between groups. To avoid multicollinearity, Pearson correlation analysis was used
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(Table 3), and parameter pairs with greater than 0.60 correlation coefficient value were
discarded for the logistic regression models. The model was constructed with principal
parameters in factor 1, factor 2, and HRV parameter (Table 4). Finally, the six final
logistic regression models were presented along with accuracy values (Table 5). The
classification accuracy ranged from 63.3% to 71.4%. The most sensitive parameters
were Rel.Alpha (F3), Rel.Alpha (F4), Rel.Theta (F3), and Rel.Theta (F7). On the other
hand, SDSD, the onlyHRVparameter, was not selected due to lack of discriminant power
in this statistical process. The final logistic regression model is presented in Eq. 1.

Table 1. Twelve EEG parameters and one HRV parameter that significantly differentiate two
groups (Rel. = relative power)

Parameter (ch.) Group Mean t sig

Rel.Theta (F3) IGD 0.485(±0.255) 2.061 0.045

Healthy 0.344(±0.223)

Rel.Alpha (F3) IGD 0.251(±0.175) −2.087 0.042

Healthy 0.378(±0.248)

Alpha/Theta (F3) IGD 0.369(±0.218) −3.022 0.004

Healthy 0.571(±0.249)

(SMR +Midbeta)/Theta (F3) IGD 0.235(±0.157) −1.755 0.086

Healthy 0.328(±0.21)

Rel.Alpha (F4) IGD 0.324(±0.162) −2.475 0.017

Healthy 0.463(±0.227)

Alpha/Midbeta (F4) IGD 0.282(±0.217) −1.758 0.085

Healthy 0.398(±0.243)

Alpha/Theta (F4) IGD 0.333(±0.175) −1.999 0.051

Healthy 0.457(±0.255)

Rel.Theta (F7) IGD 0.715(±0.142) 3.069 0.004

Healthy 0.541(±0.243)

Alpha/Midbeta (F7) IGD 0.351(±0.233) 1.683 0.099

Healthy 0.254(±0.158)

Rel.Alpha (O1) IGD 0.344(±0.123) -2.776 0.008

Healthy 0.477(±0.204)

Midbeta/Alpha (O1) IGD 0.48(±0.193) 1.924 0.060

Healthy 0.379(±0.175)

(continued)
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Table 1. (continued)

Parameter (ch.) Group Mean t sig

Midbeta/Alpha (O2) IGD 0.622(±0.218) 2.110 0.040

Healthy 0.499(±0.188)

SDSD IGD 0.351(±0.207) -1.691 0.098

Healthy 0.45(±0.202)

Table 2. Factor analysis results for 12 EEG parameters (excluding HRV parameters) that showed
significant differences in the t-test

Component

Factor 1 Factor 2

Rel.Alpha (F3) 0.890

Rel.Alpha_(F4) 0.866

Rel.Theta_(F3) −0.926

(SMR +Midbeta)/Theta (F3) 0.864

Rel.Theta_(F7) −0.827

Table 3. Results of Pearson correlation analysis among five parameters with high eigenvalues

Correlations Component 1 Component 2

Rel.Alpha
(F3)

Rel.Alpha
(F4)

Rel.Theta
(F3)

(SMR +
MidBet)/Theta
(F3)

Rel.Theta
(F7)

Rel.Alpha
(F3)

Coef. 1.000 0.888 -0.121 0.058 −0.291

p-value 0.000 0.000 0.408 0.692 0.042

Rel.Alpha
(F4)

Coef. − 1.000 -0.108 0.098 −0.342

p-value − 0.000 0.460 0.502 0.016

Rel.Theta
(F3)

Coef. − − 1.000 −0.865 0.651

p-value − − 0.000 0.000 0.000

(SMR +
MidBeta)
/Theta (F3)

Coef. − - − 1.000 −0.616

p-value − − − 0.000 0.000

Rel.Theta
(F7)

Coef. − − − − 1.000

p-value − − − − 0.000
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Table 4. Six sets of parameters selected from factor analysis

Model
Candidates No

Final Candidate Parameters

1 Rel.Alpha (F3), Rel.Theta (F3), SDSD

2 Rel.Alpha (F3), (SMR + MidBeta)/Theta (F3), SDSD

3 Rel.Alpha (F3), Rel.Theta (F7), SDSD

4 Rel.Alpha (F4), Rel.Theta (F3), SDSD

5 Rel.Alpha (F4), (SMR + MidBeta)/Theta (F3), SDSD

6 Rel.Alpha (F4), Rel.Theta (F7), SDSD

Table 5. The performance of six logistic regression models based on the final six sets of
parameters

Model No Model
Variable

B p Sensitivity Specificity Accuracy

1 Rel.Alpha
(F3)

−19.018 0.073 0.640 0.708 67.3%

Rel.Theta
(F3)

5.576 0.075

Constant −0.277 0.906

2 Rel.Alpha
(F3)

−20.294 0.054 0.720 0.542 63.3%

Constant 3.031 0.053

3, 6 Rel.Theta
(F7)

8.052 0.011 0.680 0.583 63.3%

Constant −4.942 0.014

4 Rel.Alpha
(F4)

−19.372 0.037 0.720 0.708 71.4%

Rel.Theta
(F3)

5.409 0.084

Constant −0.131 0.954

5 Rel.Alpha
(F4)

−21.238 0.027 0.640 0.667 65.3%

Constant 3.197 0.028
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4 Conclusion

In this study, the authors have attempted to develop a classification model by combining
the parameters of EEG and ECG bio-signals. The statistical process demonstrated that
five EEG parameters and one HRV parameter could best discriminate between IGD and
healthy group. However, the final logistic regression models were constructed only by
EEG parameters. This indicated that the EEG signals have prevailed in differentiating
bio-signals of two groups. Conclusively, the final model presented in Eq. 1 showed the
accuracy of 71.4%. This level of accuracy was not sufficient for diagnostic purpose.
Thus, it needs to be further refined. The further study can be conducted by focusing on
EEG parameters that were proven to be effective in this study. Moreover, the study can
be extended by using event related data that could be the outcome of strong stimuli for
game players.
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Abstract. Mental health disparities within African American commu-
nities are a significant concern, as research shows that they often receive
poor quality care and lack access to culturally competent mental health
services due to various barriers. Culturally responsive care can be facil-
itated through the integration of virtual reality (VR) technology, which
has become more accessible and affordable in recent years. This research
aims to design, develop, and evaluate the usability of Dreadphobia, a VR
application built in Unity cross-platform engine, that provides evidence-
based information and resources about mental and behavioral issues in
African American communities in an engaging way. The Meta Quest 2
headset was used to create a VR escape room environment that allows
individuals to explore and find hidden facts about different mental health
illnesses surrounding Black communities. The application has gamifica-
tion features such as music, sound effects, teleportation, and scoring. The
goal is to bring awareness to mental health disparities within African
American communities and help individuals with mental illnesses seek
treatment. This study aimed to test the functionality of Dreadphobia
and identify areas of confusion in the user experience, as well as uncover
opportunities for improvement. Out of a total of nine participants who
evaluated the system, two of them rated it poorly, indicating that there
were issues with its performance. However, despite this negative feed-
back, the average SUS score given by all participants was 74.44, which is
above average and falls between a good and excellent rating. Although
there are areas for improvement, the pilot study had promising results,
and this research is a positive step toward creating a more equitable and
comprehensive mental health learning tool accessible to everyone.

Keywords: Mental Health · Disparities · African-American
Communities · Virtual Reality · Usability Testing

1 Introduction

According to the Centers for Disease Control and Prevention (CDC), mental
health refers to a person’s psychological and emotional well-being, which affects
their thoughts, feelings, and behaviors [3]. Good mental health enables individu-
als to manage daily life stressors, work efficiently, and contribute meaningfully to
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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their communities [8]. Conversely, poor mental health can lead to various men-
tal illnesses such as depression, anxiety, bipolar disorder, and schizophrenia [6].
There are inequalities in mental health outcomes among African Americans in
the US. Due to a range of social and environmental factors, African Americans
are more likely to experience mental health problems and less likely to receive
culturally responsive appropriate care and treatment compared to other racial
counterparts [2].

A significant factor contributing to mental health disparities in African
American communities is discrimination and racism [9]. Discrimination can
cause chronic stress and lead to feelings of anxiety and depression. Addition-
ally, African Americans are more likely to face systemic racism and experience
trauma from police brutality and other forms of violence, which can have long-
term effects on mental health. Additionally, African Americans are more likely to
face socioeconomic challenges, such as poverty, unemployment, and inadequate
access to health care services. These issues can lead to higher levels of stress
and affect mental health. African Americans are also more likely to lack health
insurance coverage, which can limit their access to mental health services.

Furthermore, cultural factors may influence mental health disparities in
African American communities. The stigma and shame associated with men-
tal health problems can discourage people from seeking help. African Americans
are also more likely to rely on religious and spiritual beliefs to help deal with
mental health issues, which can be a barrier to seeking professional care. Finally,
the shortage of culturally competent mental health professionals may also con-
tribute to mental health disparities in African American communities. Many
mental health professionals may not understand the cultural experiences and
perspectives of African Americans, which can make it difficult to provide effec-
tive treatment. To address mental health disparities in African-American com-
munities, it is essential to provide appropriate and culturally responsive care,
increase access to mental health services, and reduce the stigma surrounding
mental health. Additionally, efforts need to be made to address systemic racism
and socioeconomic factors that contribute to mental health disparities. By rec-
ognizing and addressing these issues, we can work to improve mental health
outcomes in African-American communities.

Virtual Reality (VR) has been the focus of several research studies examin-
ing its effectiveness in treating different mental health conditions such as pho-
bias, eating disorders, PTSD, and psychosis [5]. Lucia Valmaggia has recently
reviewed the growing interest and popularity of VR [7]. VR is an immersive
technology where a person wears a head-mounted display, and the computer
generates images/sounds that are synchronized with their movements, aiming to
simulate real-life experiences. Researchers and certified clinicians can use VR to
bring real-life experiences to a laboratory setting, making it an effective thera-
peutic, educational, and exciting tool to support various mental health conditions
[4]. This paper aims to evaluate the use of VR and its potential for supporting
mental health in African American communities.
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2 System Overview

Dreadphobia is a VR application built in Unity cross-platform engine that pro-
vides evidence-based information and resources about mental and behavioral
issues in African American communities. It is designed to raise awareness about
mental health disparities within African American communities and help indi-
viduals with mental illnesses seek treatment. The application takes the form
of a VR escape room environment where users can explore and find hidden
facts about different mental health illnesses surrounding Black communities. It
includes gamification features such as music, sound effects, teleportation, and
scoring to engage users and make learning about mental health issues more fun
and interactive. The goal of Dreadphobia is to address the persistent and com-
plex issues of mental health within African American communities by providing
culturally responsive care through the use of VR technology.

3 Study Design

The purpose of this study was to test the functionality of Dreadphobia by observ-
ing real users as they attempted to complete the designated tasks. The goal was
to identify any areas of confusion and discover opportunities to improve the
overall user experience.

3.1 Participants

The study was completed by 9 participants in its entirety. All participants (100%)
identified as African-American or Black. Among the participants, 7 (77.8%) were
male and 2 (22.2%) were female. In terms of age, 5 (55.6%) were between 18–20
years old, and 4 (44.4%) were between 21–25 years old. Additionally, 6 (66.7%)
of the participants had used VR before the study, while 3 (33.3%) had never
used VR before.

3.2 Procedure

At the beginning of the study, the informed consent was explained to the partici-
pants by the researchers. After obtaining consent, a pre-survey was administered
to collect demographic information. Participants were then instructed to com-
plete five tasks using a headset that had Dreadphobia preloaded onto the screen.
These tasks included reading instructions, exploring the entire virtual environ-
ment, teleporting to a claw machine, resetting their position in the environment,
and finding five hidden facts. The System Usability Scale (SUS) was used to ask
participants 10 questions to evaluate the app’s usability. Lastly, a post-interview
was conducted where participants were asked to share their likes, dislikes, and
suggested changes for the system.
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4 Results

4.1 Usability

Out of a total of nine participants who evaluated the system, two of them rated it
poorly, indicating that there were issues with its performance. However, despite
this negative feedback, the average SUS score given by all participants was 74.44,
which is above average and falls between a good and excellent rating according to
Bangdor’s [1] scale. While the overall score suggests that the system performed
well, the fact that some of the participants had negative experiences highlights
the importance of considering individual user feedback when evaluating a sys-
tem’s effectiveness. It is also worth noting that the context and specific tasks
involved in the evaluation may have played a role in shaping the overall score,
so further investigation and refinement may be necessary to fully optimize the
system’s performance.

4.2 Task Completion

All participants completed Tasks 1 through 3. Task 4 (Reset Yourself) and Task
5 (Find 5 hidden facts) had the highest rates of incompleteness among the five
tasks, and the usability scores were negatively impacted by unanticipated tech-
nical and design issues. One participant encountered a design flaw that caused
them to be outside of the virtual environment’s boundaries, while two others
experienced headset malfunctions while performing the task. Additionally, some
participants may not have adequately read instructions for resetting themselves
due to eagerness to explore the virtual environment. The resulting frustration
from these unaccounted issues likely contributed to the lower usability scores.

4.3 Post-interviews

During the post-interview, participants provided feedback on what they liked,
disliked, and would change about the system. They generally liked the overall
idea of Dreadphobia, the look of the map, and the fact that it uses virtual reality.
However, participants also expressed several dislikes, including the controls for
moving around, the fact that the system only displayed information in one eye of
the Oculus lens at times, the inability to use any of the arcade machines, and the
music selection. In terms of changes, participants suggested that Dreadphobia
should have continuous movement instead of teleportation, allow users to play
games on some of the machines for entertainment, display the facts in both
lenses of the Oculus simultaneously, make the lighting dimmer to create a feeling
of dread, allow users to pause music, and add a tutorial or training session to
teach users how to toggle the controller. Overall, these suggestions could improve
the user experience and make Dreadphobia more engaging and effective for its
intended purpose.
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5 Future Work

Based on post-interview feedback from participants, the team has decided to
make some modifications to the Dreadphobia system. One major suggestion was
to add more features and playing levels to enhance the overall experience and
increase engagement. Additionally, the system will be made cross-platform by
optimizing it for use on mobile devices, allowing users to access the system on-
the-go. Another area of focus is investigating the ease of use and satisfaction of
the modified user interface. User testing will be conducted, and feedback will be
gathered to ensure that the interface is intuitive and user-friendly.

An investigation will also be conducted into the effectiveness of the system,
including its impact on knowledge acquisition, attitude change, and behavioral
intentions related to mental health. This will involve collecting data from users
before and after interacting with the system and analyzing the results to deter-
mine its effectiveness. Finally, a comparison will be made between Dreadphobia
and traditional methods for teaching about mental health, such as textbooks,
lectures, and workshops. This will allow for an assessment of the unique strengths
and weaknesses of the system and identify areas for improvement. Overall, these
modifications and investigations will help to further enhance the effectiveness
and impact of Dreadphobia.

6 Conclusion

The hypothesis that Dreadphobia would have below-average usability was dis-
proven since the system was found to be usable and well-received by undergrad-
uate students, as demonstrated by the high SUS score and positive feedback.
However, it’s crucial to recognize that the conclusion is based on limited data,
and further research may be required to fully evaluate the system’s usability
and likability. A significant proportion of participants also learned at least one
piece of information inadvertently, highlighting the potential of Dreadphobia as a
mental health learning tool. Although there are areas for improvement, the pilot
study had promising results, and this research is a positive step toward creating
a more equitable and comprehensive mental health learning tool accessible to
everyone.
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Abstract. The increasing use of ChatGPT by the general public has prompted us
to assess ChatGPT’s performance in health fact-checking and uncover potential
biases and risks arising from its utilization. In this study,we employed two publicly
accessible datasets to evaluate ChatGPT’s performance.We utilized BERTopic for
clustering health claims into topics and subsequently employed the gpt-3.5-turbo
API for fact-checking these claims. ChatGPT’s performance was appraised on
multi-class (False, Mixture, Mostly-False, Mostly-True, True) and binary (True,
False) levels, with a thorough analysis of its performance across various topics.
ChatGPT achieved a F1-score of 0.54 and 0.64 in the multi-class task and 0.88
and 0.85 in the binary task on the two datasets, respectively. In most health topics
(e.g., vaccines, Covid-19), ChatGPT’s F1-score exceeded 0.8, except for specific
topics, such as novel or contentious cancer treatments, which yielded a F1-score
below 0.6. We scrutinized the erroneous fact-checking labels and explanations
provided by ChatGPT, revealing that it may produce inaccurate results for claims
with misleading intent, inaccurate information, emerging research findings, or
contentious health knowledge.

Keywords: Misinformation · Large language model · Health information
retrieval

1 Introduction

Large language models (LLMs) have demonstrated extraordinary capabilities in the
comprehension and generation of the natural language across various domains including
health and medicine, promising richer cooperation and integration between humans and
AI [1–3]. With growing user adoption and public interest, LLMs like ChatGPT are
being used by a wide range of people. LLMs have the potential to revolutionize how
people access health knowledge in their daily lives by serving as efficient tools for
fact-checking and retrieving health information [4]. Thus, a critical evaluation of its
performance, biased, and risk in health fact-checking is warranted to ensure its effective
and ethical utilization in this sensitive domain.
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In this study, we employed two publicly accessible datasets comprising a broad
range of health-related claims accompanied by expert-annotated fact-checking labels,
to evaluate ChatGPT’s performance. We utilized BERTopic for clustering health claims
into topics and subsequently employed the gpt-3.5-turbo API for fact-checking these
claims. ChatGPT’s performance was appraised on multi-class (False, Mixture, Mostly-
False, Mostly-True, True) and binary (True, False) levels, with a thorough analysis of
its performance across various topics.

2 Methods

2.1 Datasets

We utilized two misinformation datasets, namely Monant [5] and PUBHEALTH [6].
Details of the two datasets are shown in Table 1.

Monant [5] contains both medical news articles/blogs and fact-checked claims. For
the scope of this research, the focus is intentionally directed toward the claims, primarily
due to their succinctness and the inclusion of veracity ratings. Monant comprises 3,424
claims, each labeled as false, mostly false, true, mostly true, true, mixture, or unknown.

PUBHEALTH [6] pertains to a wide spectrum of health topics including biomedical
subjects, government healthcare policy, and other public health-related stories, along
with explanations offered by journalists to support the veracity labeling of these claims.
It comprises 11,832 claims, each labeled as true, false, mixture, or unproven.

Table 1. Public misinformation datasets on health and medical topics.

Name Timespan Topic Labels Number of claims

Monant 2019/12–2022/01 Medical
information

False, Mostly
False, Mixture,
Mostly true, True,
Unknown

3,424

PUBHEALTH 1995/10–2020/05 Health
information

True, False,
Mixture, Unproven

11,832

2.2 Experiment Procedure

Our experiment procedure consists of three parts: topic modeling, performance evalua-
tion, and content analysis.

BERTopic [7] were applied to group health claims into topics.Wemanually reviewed
each topic and removed non-health-related topics such as guns and political elections.
In addition, we removed claims with fact-checking labels of unproven and unknown.
Given the timespan of ChatGPT’s training data, claims created before September 2021
were removed. Finally, there are 1,308 claims with 29 topics in the Monant dataset and
11,003 claims with 171 topics in the PUBHEALTH dataset.
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We then call the gpt-3.5-turbo API to evaluate the veracity of the health claims.
For the Monant dataset, ChatGPT’s performance was evaluated on a multi-class scale,
categorized into five distinct labels: False, Mostly False, Mixture, Mostly True, or True.
For the PUBHEALTH dataset, the performance was assessed on a slightly different
multi-class scale, categorized as True, False, or Mixture. Alongside these multi-class
evaluations, we also evaluated the performance at a binary level, considering only the
categories of True or False. We added the additional category “Not enough information”
due to the short length of the claims text and the lack of context. Claims that are classified
as “Not enough information” are not included in the performance evaluation. The API
call looks as follows:

response = completions_with_backoff(
model="gpt-3.5-turbo",
max_tokens=400,
messages=[

{"role": "system", "content": "You are a medical ex-
pert. Please judge the veracity of health infor-
mation and give an explanation. Output format: Verac-
ity: True/False/Mixture/Mostly-false/Mostly-true/Not 
enough information; Explanation"},
{"role": "user", "content": claim}

]
)

Word clouds were used to visualize the topics with F1 higher than 0.9 and the topics
with F1 lower than 0.6. Finally, we manually reviewed the misclassified claims and
compared the differences between ChatGPT’s explanations and experts’ explanations.

3 Results and Discussion

Figure 1 depicts the multi-class scale evaluation results for Monant and PUBHEALTH
datasets. The lower-than-expected weighted average F1-scores in both Monant (0.54)
and PUBHEALTH (0.64) might be attributed to the divergent perceptions of ‘True’ and
‘False’ degrees between ChatGPT and human experts, as well as the inherent blurred
boundaries among the datasets’ multi-class categories. For instance, claims deemed
unambiguously True or False by experts were often classified by ChatGPT as a Mixture.
Despite this ambiguity, ChatGPT excelled in identifying false claimswith high precision,
scoring 0.87 in Monant and 0.79 in PUBHEALTH. This suggests a lower risk of the AI
incorrectly labeling true health claims as false, highlighting ChatGPT’s potential value
in health fact-checking scenarios.

Table 2 illustrates the binary classification evaluation results of theMonant and PUB-
HEALTH datasets. In terms of the weighted average F1-scores, both datasets yielded
satisfactory results, with 0.88 forMonant and 0.85 for PUBHEALTH, indicating an over-
all effective performance byChatGPT.However, careful analysis uncovers potential risks
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(a)                                                              (b)

Fig. 1. Evaluation of performance on multi-class scales: (a) Monant Dataset and (b) PUB-
HEALTH Dataset

and biases. In both datasets, the ‘False’ category had a lower recall than precision; the
‘True’ category presents lower precision than recall. This pattern implies that ChatGPT
is more likely to misidentify false claims as true, potentially leading to false affirmations
and the propagation of incorrect health information.

Table 2. Evaluation of performance on a binary scale

Monant Precision Recall F1-score Support

FALSE 0.95 0.88 0.92 854

TRUE 0.68 0.86 0.76 250

Accuracy 0.88 1104

Macro Avg. 0.82 0.87 0.84 1104

Weighted Avg. 0.89 0.88 0.88 1104

PUBHEALTH Precision Recall F1-score Support

FALSE 0.89 0.64 0.74 2185

TRUE 0.85 0.96 0.90 4528

Accuracy 0.86 6713

Macro Avg. 0.87 0.80 0.82 6713

Weighted Avg. 0.86 0.86 0.85 6713

In theMonant dataset, 89.66% of topics (26 out of 29) achieved a F1-score exceeding
0.80. In the PUBHEALTH dataset, 59.65% of topics (102 out of 171) achieved an F1
score above this threshold. For a more visual perspective, we have illustrated the topic
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terms with a F1-score higher than 0.9 in Fig. 2, and those with a F1-score lower than
0.6 in Fig. 3, providing a clear representation of ChatGPT’s performance across various
topics. As seen in Fig. 2, ChatGPT performed well on the verification of health claims
related to topics such as vaccines and Covid-19. However, when it comes to new or
controversial cancer treatments or drug use (see Fig. 3), the F1-score of ChatGPT is
below 0.6.

Fig. 2. Word cloud for topics with F1 higher than 0.9

Fig. 3. Word cloud for topics with F1 lower than 0.6

We found that ChatGPT tends to misclassify false claims as true when these involve
misleading intent, emerging research findings, or contentious health knowledge. The
divergence appears to stem from differing focuses. Medical experts emphasize the intent
behind claims, such as marketing, and they scrutinize potential side effects and costs.
Conversely, ChatGPT prioritizes the verification of new treatments’ existence and their
descriptions.

For instance, consider the claim, ‘New study finds that proton therapy has fewer
side effects in esophageal cancer patients.‘ Experts rate this as false because the claim
does not address crucial questions like the extent of the side effects reduction, whether
it actually decreases patients’ health risks, or if proton therapy effectively treats cancer.
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However, ChatGPT considers it true, recognizing the existence of such a study. This
highlights the unique challenges and biases in AI-driven health fact-checking.

4 Conclusion

The results of this study shed light on ChatGPT’s performance, potential risks, and
inherent biases in the realm of Health Fact-Checking. In conclusion, ChatGPT demon-
strates commendable competence in binary health fact-checking tasks. However, upon
closely examining ChatGPT’s incorrect fact-checking labels and explanations, we found
that it may produce inaccurate results when handling claims characterized by mislead-
ing intent, emerging research findings, contentious health knowledge, or health-related
anecdotes. In future work, we plan to delve deeper into understanding the limitations
and strengths of ChatGPT in complex health fact-checking scenarios.
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Abstract. In post pandemics scenario, viral respiratory diseases are show up
very often in changeable and usually cold weather locations. Ecuadorian cities
in Andean region have altitude and unpredictable climate characteristics where
respiratory diseases are frequent. COVID-19, influenza, flu and other infections are
still present in the environment This research shows a development and application
of digital animation, showing the audiovisual production processes developed
through digital tools, products in educational contexts, adapted to the global health
situation post pandemics.

The study shows amixed-type researchdivided into twophases. Thefirst stage,
for information collection, determined the needs for learning topics that collabo-
rates in COVID-19 prevention in elementary education population through digital
cartoons as a tool using social media as broadcast medium. The second stage, the
animated product evaluation, inside an application scenario, in elementary schools
in Riobamba city, that was exhibited through social networks. Through qualita-
tive and quantitative research approaches, it has been possible to demonstrate the
animation (digital cartoons) relevance in educational areas. Likewise, the study
shows teachers and parents positive predisposition of digital animation use, as a
learning tool and its use for educational content transmission, which is something
new in the Ecuadorian school scene.

Keywords: Digital Animation · Health education · Covid-19 · educational
content · Cartoons

1 Introduction

The World Health Organization WHO, declared a global public health emergency on
January 30, 2020, recommended supporting world organizations to promote global sol-
idarity due to COVID-19 [1]. On April 27, 2020, assistance to educational centers at all
levels was suspended, affecting 115 million students. In Ecuador, more than five million
students were affected by the suspension, 952,993 was at the basic level. Twenty-one
Latin American countries, continued their studies remotely [2]. Isolation in educational
field, activities in these conditions have generated tensions and difficulties for students,
teachers and parents by assuming an active role as co-educators. For teachers, it has
caused more work by having to teach content from their curriculum, review tasks and
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implement learning strategies in a different scenario [3, 4]. It is necessary to take emerg-
ing measures to satisfy the consequences generated by the change in teaching proce-
dure from the face-to-face to virtual process, which is framed in economic and social
problems, such as the learning interruption, little or no parents preparation for distance
learning, the students conditioned access (economic, technological, regional factors) to
digital resources [5–7].

Teaching Tools. Didactic tools have been very helpful since they allow the knowl-
edge acquisition and provide impetus towards individual learning [8], audiovisuals have
potential and aptitude as teaching resources [9]. Before social networks, audiovisual
and animated consumption, there were studies of educational cartoons potential were
presented on television. As well, television can be merged with educational dynamics,
they combine emotion and curiosity to learn through audiovisual content [10]. Cartoon
series can be class part, adding ICT in classrooms, along with digital whiteboards and
computers [11]. Within didactic tools, there are games applied in classroom for children,
however due to COVID-19 situation, these tools cannot be used physically, but through
digital animation the message can reach the infants, becoming a learning effective chan-
nel, audiovisual resources are in children’s daily lives, approach their interests outside
and inside school, which benefits teachers because they have great potential to transmit
curricular content [12].

Cartoons and Education.UNESCO [13], points out: “inequality in education is the
main cause of the global learning crisis”. In Ecuadorian territory, the interest in improv-
ing educational processes is framed in state laws, which cite the Radio and Television
Broadcasting Law and the Organic Communication Law. “Art.- 8.- Prevalence in con-
tent dissemination. - The media, in general, will disseminate an informative, educational
and cultural nature content, in a predominant way” [14]. Although it has not always
been that way, nevertheless, antecedents can be found that relate animation (cartoons) to
education. It can be mentioned that in the mid-1990s, UNICEF and Ministerio de Salud
Pública worked on communication campaigns on child care and disease prevention with
the character Yo soy Máximo, with Disney production company advisory [15].

In Latin America, animation and education have been reflected in The Cantinflas
Show (1972), a partnership between Hanna-Barbera and Televisa [16]. In the Panama-
nian scenario, Mornhinweg and Herrera [17], point out cartoons in academic production
should articulate projects to explain scientific concepts, history, culture, values, tradi-
tions, national symbols, social problems, among others. In Ecuador since 2012, Educa,
a project with government support, of animated content, multiplatform [18]. Ecuadorian
universities, the digital animation projects like Llígallo [19], in ancestral knowledge
diffusion, Beltrán [20], animation and urbanity, Bermúdez [21], journalism and digital
animation, Zumba [22], animation in diseases prevention, Méndez [23], with animation
on interpersonal relationships and Oleas et al. [24], in teaching special education with
animated avatars APP.

Animation works as educational resource, through entertainment, understand and
conveyed educational content, acts as psychological filters were the viewer connects
with reality, captures attention and arouses curiosity [25]. Also, use characters and role
design, to generate positive impact and learning in children [26]. Audiovisual language
contributes to infant personal identity who observes the story [17, 27]. This has evolved
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from experimental and artisanal to industrial [28, 29], technological advances allowed
their processes evolution. García [30], points out “it could be affirmed that the evolu-
tion of society emerges in an accelerated manner, showing multiple communication and
information products”. The digital revolution hasmade animation faster andmore acces-
sible production, has made it ICT part [31]. The animation software used allowed new
production forms and several application areas [32]. As well, Digital animation produc-
tion technique known as Motion Graphics [33], stands out, which is made up of graphic
design, infographics and animation, elements that move in a 2D and 3D environment,
its essential characteristic provides dynamism and better capture attention [34].

Methodology. The research was qualitative and quantitative type, developed in two
moments at the end of the year 2020 and the beginning of 2021. In the qualitative aspect,
a sample of experts was used, applied interviews to basic education teachers, on teaching
methods and tools. The quantitative section, surveys to 31 parents, by means clusters
probabilistic criterion [35] in Unidad Educativa España from Ambato city for diagnosis,
and Unidad Educativa Jose María Roman, in Riobamba city for evaluation phase to 35
parents, using focus groups [35]. The ICT usefulness for data collection, in diagnosis and
verification, Zoom was used for interviews, surveys in both phases was applied through
google forms.

Results Diagnostic Stage. The structured interviews conducted online with four
teachers of basic education 2nd to 4th year, to Lic. Mg. Olga Astudillo and Lic. Mg.
Gabriela Romo in Ambato and Lic. Patricia Asqui and Lic. Mercy Bravo in Riobamba.
Information on didactic topics was obtained, summarized in the following Table 1:

Interviewees responses general synthesis.
Quantitative Section, Results of Parent Surveys. Surveys were carried out through

questions about parent’s perception about the ICT use for virtual teaching and cartoons
use as teaching tool. The answers have been synthesized in the following items:

• Children, in pandemic and isolation scenario, spend their time on ICT in mobile
device, from 3 to 4 h a day in 54%, from 2 to 3 h in 37% and 9% less than 2 h.

• Parents consider that ICTs collaborate in the students’ learning process, in a 97%
positive way.

• There is a considerable parent’s ignorance about animation potential in 40%, they are
unfamiliar about discipline.

• 87% consider cartoons as an ideal medium for transmitting information on education
and health care.

• Knowledge reinforcement in their children learning, consider educational cartoons,
would be a proper way in 93%.

• 96% consider cartoons are adequate resources, for education in health issues such
Covid-19 virus.

After completing the first stage field research (diagnosis stage), qualitative, quanti-
tative information interpretation and interpretation analysis it could be determined:

• The animated short production for health information about COVID-19 to basic
education students is viable.

• Audiovisual media, become a transmitting information opportune way due to social
networks and mobile devices.
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Table 1.

Questions for teachers Interviewees answers

Teaching methods during pandemic Affectation in physical and leisure activities, due to
confinement and little control in virtual classes. Also,
family integration has increased, Parents integrated in
their children educational process. Connectivity
problems, internet and technological devices (cell
phones, tablets, computers) access have arisen.
Teaching creativity has been present in resources
such as videos, images, interactive content and social
networks (WhatsApp) use

Digital tools use Increased use of own and third-party audiovisuals for
classes and social networks use to teach classes,
disseminate resources, send and receive tasks

Animation, education, health and COVID-19 Prior to confinement, audiovisuals use was sporadic,
but they agree that cartoons, due to their playful and
versatile nature, capture attention and generate
greater retention. By other hand, teaching hygiene
habits, was carried out with tools requested from
parents, but in virtual class, emphasis was placed on
health care through audiovisuals. Videos were used
to prevent COVID-19 for cleaning, disinfection,
mask wearing and distancing. Likewise, animation is
considered to be an optimal medium, as it makes
children pay more attention and learn better. Children
learn by watching animated characters actions

Animation and cartoons, are playful, fun and clear tool within children teaching and
learning process.

Proposal and Validation Stage. The animation proposal follows White [36] and
Mínguez [37] process, as a creative base, audiovisual production procedures [38] were
used. In this way, the following methodology is applied (Table 2):

Table 2.

1. Subject
2. Idea

3. Preproduction • Script
• Sketch
• Character/Scenario
• Storyboard

4. Production • Digitalization
• Animation

5. Postproduction
6. Exhibition/distribution
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Exhibition andDistribution.Before Internet ICT and irruption, audiovisual exhibi-
tion and distributionwas very complicated, traditionalmedia implied costs and schedules
that limited the scope of products [39]. Independent productions have found in social
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networks a dissemination space at low cost [40]. In order to reach the target audience and
the isolation and social distancing conditions, the cartoon was broadcast in Facebook.

Evaluation and Validation. To validate the animated products relevance in elemen-
tary education content transmission, a survey was carried out after the cartoon exhibition
to the children and directed at forty parents or representatives. The survey was carried
out using the Google forms platform.

The questions were based on project usefulness according to the parent’s perception.
In the following aspects:

• Access to animated content or cartoons about Covid-19 prevention, 42% of parents
have not access on that subject through this format.

• The animated short contents significance for understanding the impact of Covid-19,
84% of statistic sample considers the contents were satisfactory and very appropriate
for understanding by children.

• Perception of animated cartoon and possible recommendation to other families, the
response was 100% positive.

• Acceptance of animated cartoon for educational content. The sample 100% agrees
that its children receive educational subjects in animation format.

• About educational subject’s types in which animated cartoons can be used, able to
choosemore than one answer, the parents indicated the contents inMathematics 80%,
Natural Sciences 52%, History 36%, Civics 23%, Geography 19% and Language 6%.

Conclusions. For Llorent and Marín [10], educational dynamics are supported by
animation formats to be class resources. In current context, has been demonstrated
by research, cartoons generate student’s great acceptance. However, relations have not
changed in their traditional methods, although they have suffered the forced increase due
to global health conditions derived fromCOVID-19 pandemics, also social networks and
technological resources use instead open or pay TV.

The emerging measures to educate students in virtual context, mentioned byMurillo
andDuk [5], have seen a positive scenario for audiovisual tools and especially animation,
which has not been affected by the relative teacher’s preparation, technologies access
and virtuality. Animated learning tools, prepared by professionals, consider these factors,
their effectiveness is quantitatively greater than 80%.

The animation production processes preceding 21st century, were experimental and
pre-industrial kind, implied extensive time and economic resources [28, 9], currently,
these have been simplified and optimized thanks to digital technology. For this reason,
this project has been experimented to target consideration, in a relatively short time,
where has obtained positive results and has placed new prospects for collaboration in
several education areas.
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Abstract. This paper presents a design case that discusses how to solve the prob-
lem of difficult access to medical care for the elderly in a more remote rural area
of China. Using service design thinking, this paper fully understands the actual
situation of Huangbu Village and the local elderly through fieldwork and other
methods, integrates the actual needs of multiple stakeholders, and uses tools such
as stakeholder maps and service blueprints and organizational framework dia-
grams to construct a service system and form a set of service processes, thereby
improving the current rural elderly access system and attempting to form a uni-
versally applicable model that can be extended to other rural areas. Finally, we
analyze the rationality and sustainability of the system through the evaluation
criteria of service design innovation.

Keywords: Rural elderly · Service design ·Medical treatment system

1 Introduction

1.1 Current Situation of Rural Medical Treatment

Since entering an aging society in 2000, China’s aging population has continued to
deepen. By 2022, 14% of China’s population will be over the age of 65. In some remote
rural areas, the health care system is incomplete, lacking medical facilities and medical
personnel, and access to medical care for the elderly is a problem for those in power at
all levels. The elderly in these areas are generally not well educated and have few ways
to seek medical help, thus missing many opportunities to seek medical care and causing
hardship in their old age. Rural health care is a priority for China’s health sector, and it is
directly related to the interests of the majority of farmers. However, the actual situation
is not optimistic, as the medical system in rural areas of China has been suffering from
poor organization and coordination, a general lack of medical knowledge, a shortage of
medical personnel, loopholes and gaps in the medical management system platform, and
unbalanced allocation of medical resources, which makes the medical system in rural
areas face great challenges and complexity. According to relevant data, the number of
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rural doctors in China is being gradually reduced by 50,000 per year, and most of them
are over 45 years old. It is evident that the loss of young village doctors is very serious.
The issues of treatment, management system, and business capacity enhancement of
rural doctors need further attention so that rural medical care can be taken to another
level [1].

1.2 Service Design Intervention in Public Affairs

The search for solutions to complex social problems is the domain of sociology, manage-
ment and economics, but with the multidimensional development of design, the design
community has also responded to the search for solutions to complex problems. The
discipline of design, because of its openness, systematization of the design process, and
practicality, can be associated with the power of multiple disciplines for innovation.
There are also examples of practice in many social issues, such as coping with aging,
rural poverty alleviation, and social innovation [2]. As one of the most interdisciplinary
design disciplines, service design has been making its mark in the field of public affairs
systems in recent years, playing an increasingly important role in decision-making to
solve complex social problems. The goal of service design is to bring better experience
and higher user satisfaction. Human-centeredness is the basic concept of service design,
and in the process of designing services, people, objects, environment and behavior are
organically integrated to form a more rational system. As a college teacher, I have made
various attempts in the course of Service Design, such as using the thinking and meth-
ods of service design to realize rural revitalization, solve the problem of campus waste
classification, and solve the problem of stray cats in the community, and have achieved
good results. The example of Huangbu Village studied in this thesis is one of the topics
in my Service Design course.

2 Literature Review

Wu Jian and You Donggui pointed out in their “Research on the Design of Medical
Services forRural Elderly” that the existing problemsofmedical services for rural elderly
mainly lie in three aspects: difficulty in obtaining medical services in a timely manner,
vulnerability to errors in the transmission of disease information, and relatively outdated
diagnostic and treatment equipment. They divided the medical service process for rural
elderly people into four parts: “seeking assistance”, “on-site diagnosis and treatment”,
“emergency transfer”, and “completing treatment”, and formed three corresponding
processes. At the same time, they proposed strategies for designing medical services in
rural environments: establishing an internal familymedical security system, establishing
a neighborhood mutual assistance security system, establishing an online family doctor
system, conducting regular health examination activities (obtaining health data for the
elderly), establishing medical information networking and sharing, and establishing
fast emergency stations. Finally, according to the severity of the patient’s condition,
a rural medical service model was established. This model divides patients into mild
and critically ill patients, and divides them into two situations: assisted and unattended,
forming four different targeted service processes [3].
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Wu Yue (2020), “Research and Design of Rural Emergency Medical Service Sys-
tem under the Background of” Beautiful Rural Construction” Starting from the thinking
mode of service design, using service design tools and methods, we conducted research
on rural emergencymedical service systems. After analyzing the regional characteristics
of rural areas, the current situation of rural emergency medical care models, and inves-
tigating and analyzing the pain points and needs of stakeholders, we deeply explored
the gaps and opportunities of rural emergency medical services, and determined the
core value propositions of service-oriented and technology-oriented rural emergency
medical service systems, Combining the technological advantages of modern 5G devel-
opment, a rural emergency medical service system centered on the 120 emergency data
management platform will be ultimately constructed. The main innovation of this study
is to construct a complete implementation path for service systems in different modes
from a new perspective of service design research, combining four aspects: the need for
contact points in rural emergency services - the feasibility of technology - the cohesion
and integrity of service experience - and the specificity of rural regional environment,
and ultimately improve the application contact design under the main rural emergency
service modes [4].

The scope of this study, excluding emergency medical aspects, focuses on medical
solutions for non-acute patients as a complement to existing studies.

3 Methods

3.1 Field Investigation and In-depth Interviews

This article uses the method of field research to understand the detailed local situation
of Huangbu Village, including the medical organization structure of Huangbu Village,
the organizational structure of the public sector, the basic situation of the elderly and
their medical habits.

In the in-depth interview, the intervieweesmainly includeHuangbu villagers (mainly
the elderly), Huangbu village committee staff, rural medical workers, and urban medical
workers. Among them, 8 villagers were interviewed, 5 village committee staff members,
2 rural medical workers, and 5 urban medical workers. The purpose of the interview is to
understand their feelings and thoughts about the current medical service system. Their
opinions mainly focus on two aspects: one is that the access to medical care for elderly
villagers is not smooth, and the other is that the number and level of rural doctors are
insufficient.

3.2 Quantitative Survey - Questionnaire Survey Method

The questionnaire was mainly used to survey the villagers in Huangbu Village, and was
conducted in an online format. Based on the field research, we prepared a questionnaire
on the “Health Care Situation of the Elderly in Huangbu Village”, which included socio-
demographic variables, as well as the basic conditions and health care habits of the
elderly. Since the elderly are generally not well educated and not familiar with the use
of smart terminals, the questionnaire was mainly targeted at the middle-aged and young
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people around the elderly, in order to understand the medical condition of the elderly
from the side. A total of 38 questionnaires were sent out, and 35 valid questionnaires
were returned. From the questionnaires, we can see that the rural elderly is generally
afraid of spending money and unwilling to go to the hospital for fear of trouble. The
root of the problem lies in the distrust of the elderly to the village doctors and the poor
access of the elderly to medical treatment.

Based on the above survey, we identify user pain points, paint user portraits, and
use tools such as stakeholder maps and service blueprints and organizational framework
maps to build a new healthcare service system.

4 Conclusions

4.1 Demand Analysis and User Portrait

Old Villagers. From the in-depth interviews and questionnaires, we can conclude that
the current situation of rural elderly people’s medical treatment mainly includes the
following aspects: 1. fear of spending money, thinking that small diseases can be cured
without treatment, but it costs too much to cure big diseases; 2. distrust of existing
doctors’ technology; 3. most of the elderly people have inconvenient legs and legs,
so it is troublesome to go out for medical treatment; 4. there are no hospitals in rural
areas, only small clinics, so some diseases cannot be detected and treated in time. In
this paper, through the analysis and summary of the survey results, the following rural
elderly characters are fictitiously created to build a representative user portrait of the
elderly residents of Huangbu Village (see Fig. 1).

Fig. 1. The user portal Huangbu Village elderly patient.

Doctors. China’s existing medical system, according to the size of the hospital,
research direction, talent and technical strength, medical hardware and equipment on
the hospital qualification assessment is divided into primary, secondary and tertiary.
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Health stations in rural areas are level one, equipped with village doctors. Doctors from
higher-level hospitals also occasionally go down to villages to practice medicine. There
are two main types of such rural medical practice: one is mission-based, where the
hospital will make tasks and plans to assign some doctors to the village on a regular
basis, and also occasionally assign professors and deans to the village; the other is
public service, where the second-level hospital will assign volunteers to the village to
provide assistance and help. Since the villagers’ distrust of village doctors was fully felt
during the research process, this study tries to seek help from higher level hospitals in the
hope that it can really solve the villagers’ needs for medical treatment. Therefore, village
doctors were basically avoided in the survey process when selecting survey respondents,
and doctors from higher-level hospitals were found directly, hoping that through certain
effective ways, more urban doctors would be encouraged to open clinics in villages
to improve the level of medical services in villages and truly solve the rural medical
problems. Through comprehensive survey and result analysis, the role of a first-level
hospital doctor was virtualized, and a user portrait with a representative group of urban
hospital doctors was constructed (see Fig. 2).

Fig. 2. The user portrait of the doctor who provide medical assistance in rural areas.

4.2 Stakeholder Map

Currently, stakeholders in the rural medical system mainly include interest providers,
interest participants, and interest demanders. In the traditional stakeholder Map (see
Fig. 3), the relationship between them is basically one-way, with no other connections.

By synthesizing the results of the survey and summarizing the user pain points, we
can learn that the core conflict between supply and demand in rural healthcare services
is that the needs of stakeholders are not sufficiently valued, and the needs of some
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Fig. 3. Traditional stakeholder map.

stakeholders are even ignored. How to balance the interests of multiple parties in the
healthcare system is the key to solve the problem.At present, more demand identification
methods are based on various types ofmodel analysis under quantitative samples, such as
the mainstream KANO model, FBS model, QFD model and so on. This is similar to the
big data analysis method, which can achieve the generalized analysis of user needs, but
thesemethods are a bit superficial for themultiparty needs analysis ofmedical systems in
rural specific scenarios. Therefore, with the basic principle of “human-centered” service
design, this paper builds a stakeholder map that can satisfy the interests of multiple
parties by taking into account the needs of benefit providers and participants in addition
to the needs of benefit demanders (see Fig. 4). What distinguishes this stakeholder map
is that the relationship between stakeholders is multi-directional, and each stakeholder
will form a mutually beneficial relationship with each other. It takes full advantage of
the holistic and systematic thinking of service design to bring attention to the needs of
a certain party that was previously neglected. At the same time, it also allows the public
sector to play a greater role, so that the interests of all parties are balanced.

4.3 Service Process

Touchpoint Design. Since a multi-party evaluation mechanism was added to the stake-
holder map, electronic touchpoints were added to the process touchpoint design, and a
smart terminal application was created to facilitate users to do evaluation and record.
Increase the touchpoint between doctors and village doctors, and gradually improve
the level of village doctors, so as to better solve the problems of rural medical care in
the future. Increasing the contact point between the village committee and the elderly
patients, so that the village committee can play the role of informing and assisting the
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Fig. 4. New stakeholder map.

elderly to travel, can enable the elderly to better receive high-level treatment. The addi-
tion of volunteers as a contact point will enable the elderly with limited legs and reduced
sensory functions to be better served.

Service Blueprint. Based on the stakeholder map, we redefined the service process
by combining the design of touchpoints in the service system to depict a service blueprint
for geriatric patients. The service blueprint is divided into online and offline parts,making
full use of modern information technology to make the whole service process more
detailed and in-depth, and more in line with the “people-oriented” design principle (see
Fig. 5).

Fig. 5. Service Blueprint.



424 B. Shi et al.

4.4 Service System Framework

After fully analyzing and summarizing the findings, the pain points of the stakeholders
were derived, and combined with the above service blueprint, the overall framework of
the service system was defined. This framework incorporates government departments
and hospitals as important components, as these public sectors are key factors in keeping
the overall system running continuously. This framework incorporates volunteers as a
touch point, using incentive mechanisms to get more volunteers involved in the rural
health care system to provide assistance to the elderly in a variety of ways. At the same
time, various evaluation mechanisms are added, including the evaluation of village com-
mittees, doctors and volunteers by the elderly, the evaluation of doctors and volunteers
by hospitals, the evaluation of hospitals and village committees by the government, and
the evaluation of volunteers by village committees (see Fig. 6).

Fig. 6. Service system framework.

4.5 Service System Evaluation

This paper sinks the object of service design to remote rural areas, uses the thinking
of service design to establish an organizational operation framework, fully mobilizes
resources from all parties, and solves the problem of difficult access to medical care
for rural elderly. This paper uses incentive mechanisms to fully mobilize doctors and
village committees, solves the problems of insufficient number of village doctors and
incomplete service system, constitutes a more rational system, and ensures the sustain-
ability of system operation. Information technology is used to make appointments, push,
and establish a patient information database, which greatly improves the efficiency and
accuracy of treatment afterwards. The APP is also used to establish a sound evaluation
mechanism and to improve the motivation of various stakeholders through merit evalu-
ation and promotion, which are key factors for the service system to be able to maintain
its operation.
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The system has universal applicability and is a high reference for other rural areas
and can be used to good effect as long as it is used in conjunction with local realities.
Although the prototype of this service system has not yet been built out, after the initial
return visits, all parties in the system have a high opinion of the rationality and feasibility
of the system.
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Abstract. With the spread of the Internet, many medical institutions have estab-
lished and are operating Web sites. According to the results of the “Survey on
Medical Examining Behavior” conducted by the Ministry of Health, Labor and
Welfare in 2020, “Information on the Internet provided by medical institutions”
was the secondmost common source of information when visiting a medical insti-
tution. Therefore, it is necessary to design a website and UX design that is easy for
patients to understand and operate. However, according to a previous survey, about
80%of all hospitals inHokkaido have awebsite. However, only about 45%of them
are updated within a month. In addition, prior research on websites of emergency
duty medical institutions is still scarce in Japan. Therefore, the purpose of this
study is to visualize improvements and issues in the websites of emergency duty
medical institutions. Therefore, we selected the following four cities in Hokkaido:
Sapporo, Asaikawa, Hakodate and Obihiro. And we objectively evaluate the web-
sites of emergency medical institutions in the four cities and a medical association
using Google Lighthouse with the four categories: Performance, Accessibility,
Best Practices, and Search Engine Optimization (SEO). As a result, among the
city emergency duty sites, Obihiro City and Hakodate City had a score of 90 or
higher for two out of four items. No site operated by a medical association has
calculated values of 90 or higher for more than two of the four items.

The site operated by the AsahikawaMedical Association also revealed no val-
ues above 90. As a point for improvement, visualization of the minimum andmax-
imum values revealed that there are large differences in values by region. In addi-
tion, the Obihiro and Sapporo websites were below the 50 criteria set by Google
Lighthouse in Performance, indicating the need for immediate improvement.

Keywords: Web Performance · Google Lighthouse ·Medical Website

1 Introduction

With the spread of the Internet, many medical institutions have established and are
operating websites. According to the results of a survey on medical treatment behavior
conducted by theMinistry of Health, Labour andWelfare of Japan in 2020, “information
on the Internet provided by medical institutions” was the second most common source
of information when visiting a medical institution, following “An opinion from family,
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acquaintances and friends” [1]. That means it is necessary to design websites and UX
designs that are easy for patients to understand and operate. As a previous study on
medical institution websites, a survey of medical institution websites targeting hospitals
and clinics in Hokkaido, Japan, was conducted to determine the degree to which med-
ical information is available on their websites. In that study, 79.9% of all hospitals in
Hokkaido had publicly available websites. In contrast to that result, only 44.7% of the
websites were updated within one month [2]. In addition, three websites of Hokkaido
hospitals with specific functions were evaluated using a web accessibility validation tool
[3]. The results indicated that the three websites had not only web accessibility prob-
lems but also accessibility problems to medical information. In addition, a survey of 413
parents of children who visited pediatric emergency rooms in two cities in prefecture A
was conducted to examine the actual and perceived use of the Internet by parents who
visited pediatric emergency rooms and their decisions on whether to visit a pediatric
emergency room or not. The results showed that the most common means for parents to
obtain medical information sources were the city newsletter (52.8%), followed by INET
(Internet) (46.9%). Furthermore, about half of the mothers reported that even a fever of
less than 38 °Cwas a source of fear [4]. Therefore, using emergencymedical services via
the Internet is not uncommon. On the other hand, using an on-duty emergency medical
service is unusual, urgent, and likely to cause anxiety and fear in families with children
and the elderly. However, only some studies exist on websites of on-duty emergency
medical services in Japan. In this study, we objectively evaluate the websites of emer-
gency medical institutions in four cities and a medical association in Hokkaido using
Google Lighthouse. The purpose of this study is to visualize the essential points, points
for improvement, and issues in the websites of emergency medical service organizations
based on the evaluation results.

2 Method

2.1 About Google Lighthouse

In this study, we conduct an objective evaluation using Google Lighthouse. The purpose
of this study is to visualize the essential points, points for improvement, and issues in
the websites of emergency medical service organizations based on the results.

As a previous study, a marketplace performance analysis using Google Light-house
was conducted on Tokopedia and Shopee. Although, as a result of the research and
testing, Tokopedia is superior to Shopee in various aspects of the tested metrics. In
particular, Tokopedia and Shopee are reported to be 85 and 13, respectively, in terms
of performance; Shopee needs to be improved as soon as possible [5]. That means this
evaluation using Google Lighthouse can visualize some problems and improvement
points of websites.

The 1st item is “Performance. This item measures loading speed, image display
speed, and speed of response to user operations. In a previous study, this item showed that
even when there were no changes to the website, the results varied depending on the time
of day and the environment in which it was conducted. Measuring a single website five
times reduced the variation and produced valid results [6]. The 2nd item is “Accessibility.
This item evaluates whether the text and contrast are easy to read and equally usable by



428 Y. Uenoya and N. Kang

all website users and whether buttons have names. The 3rd item is “Best Practices. This
item measures whether the site is trustworthy and safe by checking whether the code on
the page is written correctly. The 4th item is Search Engine Optimization (SEO). This
item evaluates whether the web page is optimized for search engine ranking results. The
results of these evaluations are displayed as a score of − 0–49, �50–89, ◯90–100 for
each item, with details for improvement indicated for each (Fig. 1).

Fig. 1. Evaluation picture using google lighthouse

2.2 Study Method

This study used Google Lighthouse, a tool provided by Google for analyzing and diag-
nosing websites. The websites of emergency duty medical institutions operated by the
four cities of Sapporo, Asahikawa, Obihiro, and Hakodate, and the websites of emer-
gency duty medical institutions operated by the respective medical associations of the
four cities were included in the study (Fig. 2, 3, 4, 5, 6, 7, 8 and 9). As mentioned
in Sect. 2.1, the “Performance” item may vary depending on the environment, such as
the time when the evaluation is conducted. Therefore, we conducted five trials for one
website during the same time period and calculated the average value for comparison.

Fig. 2. Sapporo City Website
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Fig. 3. Asahikawa City Website

Fig. 4. Obihiro City Website

Fig. 5. Hakodate City Website
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Fig. 6. Website of Sapporo Medical Association

Fig. 7. Website of Asahikawa Medical Association

Fig. 8. Website of Obihiro Medical Association
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Fig. 9. Website of Hakodate Medical Association

3 Results and Discussion

Using Google Lighthouse, we evaluated the websites of emergency duty medical insti-
tutions in four cities and medical associations in Hokkaido and discussed the results.
Table 1 shows themeasurement results of the websites of the four cities in Hokkaido, and
Table 2 shows the measurement results of the medical associations’ websites (Table 1)
(Table 2). As described in Sects. 2.1 and 2.2, the Performance item was calculated as
an average value of five times after five attempts. Therefore, the numbers above 90 in
the table indicate little or no improvement based on the criteria established by Google
Lighthouse.

Table 1. City Website

Table 2. Medical Association Website
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We analyzed each item of the websites:

1. Websites with a Performance score of less than 50 had some points in common.
2. It took a long time before they could respond to user actions.
3. The presence of unnecessary code.

One factor is the length of theWeb. Theminimum andmaximum lengths of the city’s
websites and the medical association are shown in the figure. The results suggest that
the city websites have a more significant variation of performance values by region than
the medical association websites. On the other hand, the performance of the medical
association’s website is above a certain level in all four cities. The fact that the perfor-
mance of the websites differs significantly from region to region is a point that needs to
be improved.

In the second category, “Accessibility,” all websites except for the Asahikawa Med-
ical Association’s website scored 75 or higher. In particular, the websites of the cities
of Sapporo and Obihiro recorded very high values of 95 or higher. On the other hand,
Asahikawa Medical Association’s Accessibility score is low compared to other web-
sites. The Asahikawa Medical Association’s website could be improved using more
appropriate tag names. In addition, the contrast ratio between the background and fore-
ground colors needs to be increased. On the other hand, the websites of the cities of
Sapporo and Obihiro, which have high values, are highly rated for their easy-to-read
text color and contrast. That is because they are equally usable by all users who access
them, including those with visual impairments.

In the fourth category, “SEO,” all of the four city websites had a score of 75 or
higher. In addition, Asahikawa, Obihiro, and Hakodate recorded high scores of 90 or
higher. The factors evaluated include links, tags, and codes easily understood as content
by search engines and an appropriate web page summary. For example, the websites of
medical institutions on emergency duty are often used in emergencies. Therefore, the
websites are created with texts and codes easily understood by search engines so that
users can reach the necessary information as quickly as possible. On the other hand, the
Asahikawa and Obihiro websites of medical associations had a score of less than 75.
The reasons for this are the use of unreadable font sizes in documents and the wrong
size of tap targets.

As in Fig. 10, the evaluation results for the medical association and the city are
expressed in minimum and maximum values. As a result, the minimum value for the
medical association’s website is 58, and themaximumvalue is 90, indicating a difference
in the SEO values by region. On the other hand, the city websites have a minimum value
of 83 and a maximum value of 97. Compared with the SEO values of the medical
associations, all city websites have a value of 80 or higher, and there is little difference
in the SEO values among the regions. This result indicates that the differences in SEO
values that affect search rankings on the websites of emergency dutymedical institutions
with urgent care should be improved, as well as the decrease in importance due to the
use of unreadable font sizes and inappropriate tap target sizes (11, 12 and 13).
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Fig. 10. Performance Evaluation

Fig. 11. Accessibility Evaluation

Fig. 12. Best Practices Evaluation

Fig. 13. SEO Evaluation
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Abstract. Stroke is a leading cause of death and physical disability worldwide.
Early rehabilitation plays a crucial role in helping stroke survivors regain their
basic daily living abilities. However, the effectiveness of training can be influenced
by compensatorymovements duringupper extremity rehabilitation.To address this
issue, wearable motion monitoring technology with spatial flexibility features has
been an increasing research focus to support rehabilitation training. Recently, the
emerging textile strain sensors offer advantageous features such as comfortable
wearability and conforming to the human form. In this study, we propose a wear-
able system including a smart garment equipped with a network of strain textile
sensors, along with a screen-based visual feedback platform. Subsequently, we
reported the results of preliminary usability testing.

Keywords: Strain textile sensor · stroke patients · shoulder compensation
monitoring · wearable system

1 Introduction

Stroke is the second leading cause of death globally and ranks third as the leading cause
of disability in adults, and 80 million people worldwide suffer from the effect of a stroke
[1]. After a stroke, upper limbmovement disorders are common, affecting approximately
80% of stroke survivors [2]. This dysfunction significantly impacts patients’ quality of
life. During the patient’s long-term rehabilitation process, compensatory movements
often occur due to the reduced control of the affected limb, using the alternative muscle
groups to complete the training task [3], which seriously affects the effectiveness of the
rehabilitation training. Currently, therapists rely on verbal and auditory guidance based
on experience to supervise and help patients control compensatory movements, which
is time-consuming [4].

In recent years, wearable motion monitoring technology with spatial flexibility fea-
tures has also been an increasing research focus to support rehabilitation training. While
inertial sensing units (IMUs) are widely used, they may suffer from alignment errors and
havedifficultyfitting the shoulder peak angle,making it difficult to achieve effectivemon-
itoring of compensatory movements of the shoulder joint complex. The emerging textile
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strain sensor [5], which utilizes the electronic textile itself as the sensing component,
can comfortably fit the human form and is expected to monitor human motion.

In this study, we proposed a wearable system that consists of a smart garment
equipped with strain textile sensor networks to monitor the shoulder complex and a
screen-based visual feedback platform that demonstrates the training task and compen-
sation status in real time. We designed the wearable system with considerations for
sensor performance and focused on the design of the interfaces.

2 Related Works

2.1 Interactive Wearable System for Upper Limb Rehabilitation

Various interactive wearable systems with feedback in multi-modality have been pro-
posed. For example, Markopoulos et al. [6] developed Us’em, a wearable device specifi-
cally designed to record real-time upper limb activity in stroke patients during their daily
lives. It captures data from both the affected and healthy sides of the patient, allowing for
a comparison between the functioning of the upper limbs on each side. This comparative
analysis provides valuable insights into the progress of rehabilitation. Wang et al. [7]
introduced the smart rehabilitation garment (SRG), which addresses symptoms like low
back pain and shoulder pain, the system monitors both trunk and shoulder posture, and
they adopted the metaphor of a pointer and dashboard to visualize the real-time com-
pensation movement. Guillén-Climent et al. [8] reported the MERLIN robotic system
based on serious games for upper limb rehabilitation in the home setting. This study not
only demonstrates the feasibility of using this low-cost, easy to learn, easy to use and
easily transportable rehabilitation system but also represents a substantial advancement
in the implementation of intensive rehabilitation at home.

2.2 Smart Fabric-Based Motion Monitoring

Among the wearable motionmonitoring systems, lots of researchers are paying attention
to smart textile sensors. For instance, Sang-Ho Han [9] introduced a method for iden-
tifying upper limb movement postures using an e-textile sensor consisting of a bilayer
structure with complementary resistive properties, and the functional feasibility of the
method was verified using data from 10 participants performing six interactive gestures.
Jorge et al. [10] proposed a wearable monitoring method involving a sensor array that
tracks three geodesic distances between specific points on the shoulder surface and the
lower back. This sensor array can be integrated into custom garments or used with
a mobile application. Esfahani et al. [11] designed and developed a lightweight and
portable trunk motion system (TMS) utilizing printed body-worn sensors (BWS). This
non-invasive system combines 12 BWS printed on stretchable garments to measure the
three-dimensional motion of the torso; the VUL team [12] used 10 fabric strain sensors
placed on the torso to assess complex lumbar motion.
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3 Design Process

3.1 Hardware Design

In this study, we used a new fabric strain sensor (Fig. 1.a) to precisely monitor shoulder
joint angles by detecting resistance changes when the fabric stretches. To ensure effi-
cient sensing performance, a resistance test was conducted using a tensile test platform
(Fig. 1.b), and the test confirmed the stability and linearity of the sensor’s data. Machine
learning techniques were employed to establish a mapping model between the sensor
data and angles calculated from an optical motion capture system, enabling accurate
monitoring.

(a) (b)

Fig. 1. An experiment was conducted to investigate the resistance characteristics of the novel
fabric strain sensor. a) Tensile strain fabric sensing materials, b) Experimental set-up

Taking the left shoulder as an example, we deployed a total of five fabric strain
sensors. This layout scheme (see Fig. 2) effectively monitored the movements of the
scapula and humerus while minimizing the number of sensors. To ensure that wearing
the prototype garment during rehabilitation training does not hinder force exertion or
impose excessive motion burden, we used a “z” stitching along the direction of stretch

Fig. 2. Smart garment prototype with fabric strain sensors
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variation. Additionally, the development board was sewn onto the back of the garment,
enabling sensor data collection through the Arduino hardware circuit.

3.2 Feedback Design

Fig. 3. Functional hierarchy diagram of the user interface

The interface is organized into three levels to present information. Taking the core
interface as an example (see Fig. 3), Tier 1 comprises real-time information that requires
the patient’s attention during the rehabilitation process, including the target movement
and the patient’s current action status. The avatar is positioned at the center of the
interface. Details such as angle, compensation level, and training time are located in the
bottom right corner of the interface, represented by large numbers for better visibility
and comprehension.

Tier 2 (see Fig. 3) comprises information that patients can choose to view between
rehabilitation training sessions. It includes adjustments of the first-level information,
the current session of rehabilitation exercises, and the different perspectives used for
rehabilitation comparison. This level of information is located on the left side and the
upper right corner of the interface.

Tier 3 (see Fig. 3) consists of information or functionalities that patients need to pay
attention to when interrupting the training or completing the rehabilitation session. This
part includes a history record, personal information, and the choice to return to the initial
rehabilitation movements. This level is hidden within a thumbnail icon positioned at the
upper left corner of the interface, aiming to minimize visual distractions for patients
during their rehabilitation training.
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Furthermore, in order to create a more immersive interactive experience, we have
conceptualized a rehabilitation system for stroke patients based onmotion-sensing games
(see Fig. 4). The patients wear smart garments and as they perform shoulder rehabilita-
tion movements, they can control a game character jumps between the mushrooms in the
game, ultimately reaching the endpoint to complete a rehabilitation session. If a com-
pensatory behavior occurs during rehabilitation, the game character may slide off the
mushroom, prompting the patient to repeat themovement until acceptable compensatory
behaviors occur.

Fig. 4. Scene design of the motion-sensing game.

4 Usability Evaluation

4.1 Protocol

To assess the usability and feasibility of the system, this study invited five participants
for a functional test. The test procedure was as follows: the five participants completed
the test independently in a lab-setting environment, following the interface prompts. The
participants wore the smart garment and performed five specified movements, including
two normal movements and three compensatory movements. After the test, the five
participants evaluated the interface comprehensively using the SUS questionnaire [13].

4.2 Result

In this study, the average score of SUS is 83.3, demonstrating good system usability.
All five participants were able to comprehend the information conveyed by the interface
effectively. They can make corrections to compensatory movements based on the inter-
face feedback. Participants expressed that the interface colors were soothing, and they



440 Q. Wang et al.

experienced no pressure or sense of urgency. Participants also mentioned the overall
experience to be smooth, including wearing the smart garment, conducting the rehabil-
itation training with real-time monitoring, and reviewing the results at the end of the
rehabilitation process.

5 Discussion and Limitations

The smart garment and its visual feedback platform were developed to support the reha-
bilitation training. Ultimately, we demonstrated that the system has the capability to
monitor real-time shoulder motions, detect compensatory movement during rehabilita-
tion tasks, and provide immediate visual feedback to enhance patients’ rehabilitation effi-
ciency. Additionally, the system generates quantifiable patient data, enabling clinicians
to better evaluate the patient’s rehabilitation progress in the future.

During the design practice, the following points require further optimization:

• Integration method: the integration between the fabric substrate and the fabric strain
sensors requires manual stitching, which is time-consuming and costly. Further
research can explore integrated methods for more efficient integration.

• Power supply and data transmission: future optimizations could involve transition-
ing to a wireless smart garment, offering convenience, comfort, and unrestricted
space limitation. This would enable monitoring of movement posture anytime and
anywhere.

• Testing and follow-up: in the future, it is anticipated to recruit a larger sample of
general participants and patients at various stages of recovery for testing. Changes
in recovery progress and attitude will be recorded monthly to enhance the overall
robustness of the system design.

6 Conclusion

This study focuses on upper limb rehabilitation for stroke patients. A wearable system
is proposed that consists of a smart garment equipped with a strain fabric sensor net-
work and a screen-based visual feedback platform. During the system design process,
various considerations were included for the feedback contents design. The system was
validated through preliminary usability tests, which demonstrated the system’s potential
for shoulder joint rehabilitation.
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Abstract. Cancer’s invasive characteristics have beenmetaphorically represented
for over seven decades in China. This study examines the utilization of metaphors
in digital news of cancer. Its objective is to identify prevalent metaphors used
in cancer reporting, the factors that influence their usage, and the social inter-
actions that follow as a result of the depiction of cancer and cancer patients in
digital news. The study utilizes a metaphorical criticism analysis method, which
involves selecting language samples, identifying and categorizing metaphors, and
analyzing their use and effects. The findings reveal that the cancer report of Peo-
ple’s Daily (1949–2022) utilized seven metaphors, namely war, demon, killer,
opportunistic, plague, star, and hell metaphors. Among them, the war and killer
metaphors were the most frequently used. The study suggests that the prevalence
of war metaphors in Chinese mainstream media can be attributed to China’s his-
torical and ideological background. Furthermore, the results indicate that the use
of metaphors in cancer reporting follows a distinct pattern influenced by political
and social factors across different periods.

Keywords: Cancer ·Metaphor · Digital News · Critical Metaphor Analysis

1 Introduction

1.1 Background

Cancer poses a significant global public health challenge. As reported by the World
Health Organization (WHO) in 2019, cancer is currently the leading or second leading
cause of death in 112 countries, and the third or fourth leading cause of death in 23
countries [1]. According to the latest national cancer statistics released by the National
Cancer Center in 2022, the incidence and mortality rates of numerous cancers in China
have continued to rise from 2000 to 2016 [2]. According to the 2020 cancer burden data
published in the CA Journal by theWorldHealth Organization, there will be an estimated
19.29million new cancer cases worldwide in 2020, with China alone accounting for 4.57
million of these cases, representing 23.7% of the global total. Additionally, there will
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be approximately 9.96 million cancer-related deaths worldwide in 2020, with China
accounting for 3 million of these deaths, making up 30% of the total number of cancer
deaths [3].

In China, cancer has been metaphorically represented to capture its invasive nature
for over seven decades. Effective health communication in China heavily relies on main-
streammedia andmass communication channels.Metaphor canbeunderstood as ameans
of comprehending and relating to present experiences by drawing upon something else.
It serves as a direct way to name a life experience or a novel concept, involving the
mapping of one conceptual domain onto another. Metaphor is not merely a linguistic
phenomenon; it is a fundamental cognitive tool that humans employ to make sense
of the world and develop concepts. In the context of news reporting, metaphors have
also become a significant element in framing news stories [4–8]. Through emphasizing
or obscuring particular categories within a structural concept, metaphorical concepts
reinforce certain aspects of the concept, creating a "metaphorical frame" in cognitive
thinking, which is referred to as the "news frame" in news reporting.

1.2 Related Work

There has been limited research on metaphors in digital news reporting, and previous
studies primarily focused on the implicit ideologies conveyed by these metaphors [9].
One study examined the usage of metaphors in public health crisis reporting and dis-
covered that while these metaphors enhanced the expressiveness of the news, they also
instilled fear and led to potential agenda drift [10]. Scholars have analyzed metaphors in
media reports related to occupational diseases, such as pneumoconiosis, to investigate
their origins and impacts. Additionally, researchers have conducted metaphorical analy-
ses of news reports on new coronaviruses using corpus-based methods. Furthermore, the
metaphor of the doctor-patient relationship has been analyzed by some scholars [11].

During the 18th century, as medicine underwent a transformation, the discourse sur-
rounding medical taxonomy shifted the focus from the patient’s subjective experience
of discomfort to the objective concept of "disease" as an entity residing within a seg-
mented body space. This shift was based on certain predetermined "configurations" of
disease. Within the discourse of clinical medicine, a system was established to catego-
rize and distribute diseases, thereby making the patient’s body the subject of medical
intervention and granting healthcare professionals a form of control or "power" over the
patient’s body [12, 13]. In the realm of digital media, coverage of diseases and patients
often tends to construct a specific representation of the human body. The formation of
this representation is closely intertwined with the discursive rhetoric employed by the
media.

1.3 Research Questions

RQ1: What are the most frequently used disease metaphors in People’s Daily’s digital
coverage of cancer?
RQ2: What are the probability factors for the use of metaphors in the People’s Daily
digital report on cancer?
RQ3: What are the consequences of the use of disease metaphors in People’s Daily’s
digital coverage of cancer?
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2 Method

2.1 Procedure

The study utilizes a metaphorical criticism analysis method, which involves selecting
language samples, identifying and categorizing metaphors, and analyzing their use and
effects. The study is conducted in four steps: Firstly, the corpus is selected, and the
rhetorical context is presented. Secondly,metaphorical texts are extracted and thoroughly
read to identify all the metaphors relating to cancer and cancer patients in relevant news
reports. Thirdly, the relevant metaphors are coded and categorized, and the frequency of
differentmetaphor types used at different times is counted. Finally, the analysis examines
how and why cancer metaphors are used in mainstream media reports at different times
and explores whether and how cancer patients are characterized.

2.2 Data Collection

People’s Daily, the oldest daily newspaper in China, holds significant influence and
appeal among the general population, serving as a platform for representing China’s
policy. Thus, studying the construction of cancer metaphors in health communication
within People’s Daily carries practical importance. For this study, the People’s Daily
Graphic Database (1949–2022) was selected. Using the keyword “cancer” and applying
the search condition “title & text,” the search period spanned from January 1, 1949, to
January 1, 2023. A total of 397 relevant reports were retrieved initially. After thoroughly
reviewing all the reports, non-cancer-related articles, advertisements for cancer drugs,
and newsletters from academic conferenceswere filtered out, resulting in a final selection
of 321 cancer reports that met the screening criteria.

3 Results and Discussion

3.1 Metaphorical Description

This part focuses on the analysis of metaphors in cancer report discourse, which are
categorized into three subject types: metaphors related to the cancer disease, metaphors
concerning cancer patients, and metaphors describing the situations faced by cancer
patients (Table 1). A notable trend observed in People’sDaily is the increasing preference
for employing metaphors in their cancer reports (Fig. 1). The findings demonstrate that
the cancer reports of People’s Daily (1949–2022) utilized seven metaphors, namely
war, demon, killer, opportunistic, plague, star, and hell metaphors. Among these, the
war and killer metaphors were the most frequently used (Fig. 2). The study suggests
that the prevalence of war metaphors in Chinese mainstream media can be attributed
to China’s historical and ideological background. Furthermore, the results indicate that
the utilization of metaphors in cancer reporting follows a distinct pattern influenced by
political and social factors across different time periods.
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Table 1. Table captions should be placed above the tables.

Subject Metaphor type Word frequencies Text examples

Cancer Diseases War (a) victory(18);
overcome(16); fight(12);
conquer(9);
eliminate(9);
anti-cancer(7); attack(8);
invade(8); resist(5);
enemy(5); defend(3);
imperialism; reactionary
faction; Paper Tiger;
fortress; bio-missile;
iron army; blocking;
defender; culprit;
surrender; revolution;
combat;

Cancer, like imperialism
and all reactionary
factions, is a paper tiger.
We should treat cancer
the same way as we treat
our enemies.
(1969–1-2-a)

Demon (b) disease demon(7);
death(4); cancer
demon(2);

To conquer this vicious
disease
demon.(1990–1-2-b)

Killer (c) kill(23); killer(13); The No. 1 killer is lung
cancer. (1989–2-1-c)

Opportunistic (e) escape(3); sly(3);
interference(2); play
tricks(2); cunning;
disguise;

Cancer cells are very
cunning and play tricks
to disguise themselves in
order to avoid detection
by the immune system.
(1988–1-7-e)

Plague (f) plague(2); There are still four major
“plagues” threatening
humanity. (1994–2-1-f)

Cancer Patients Star (g) star(4); hero; Many cancer-fighting
stars have emerged.
(1999–1-2-g)

Situation of Cancer
Patients

Hell (d) hell; Falling to the gates of
hell.(1990–1-4-d)

During the 1970s, warmetaphors were exclusively used to describe cancer. In the fol-
lowing decades of the 1980s and 1990s, both killermetaphors andwarmetaphors became
increasingly common, with the latter comprising the majority of their usage, accounting
for 15% (Fig. 3a). The utilization of war metaphors declined after China’s reform and
opening up, indicating a shift away from the emphasis on struggle consciousness in
Chinese ideology (Fig. 3).
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3.2 Metaphorical Interpretation

Political Factors. The war metaphor serves as both a political discourse and a rhetorical
tool within news media. Following the establishment of the People’s Republic of China,
there existed a pervasive sense of ideological struggle, which was reflected in news
coverage and led to the widespread use and acceptance of war metaphors. During this
period, the notion of struggle permeated society and contributed to the prominence of
these metaphors. However, with the implementation of China’s reform and opening-up
policies, the usage of war metaphors has generally declined. This can be attributed to
China’s adoption of a more open policy and the subsequent weakening of the ideological
struggle.
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Fig. 3. Use of metaphorical types for each time period in People’s Daily(1949–2022)

Social Factors.Raising awareness about a disease that is not fully understood neces-
sitates effective packaging and guidance to resonate with mainstream society and effec-
tively establish a social consensus and norm. In the Chinese social context, the main-
streammedia, with its significant credibility and influence, plays a crucial role in shaping
social ideology, constructing new interpretations, capturing the public’s attention, and
arguably, it possesses the ability to define a disease through the use of metaphors.

3.3 Consequences of the Cancer Metaphor

In various cancer reports from 1980, 1999, 2005, and 2013, the People’s Daily made
references to the concept of a "cancer personality" and emphasized its significance and
scientific nature. For instance, in 2005, the People’s Daily reported that individuals
with a "cancerous personality" are more susceptible to developing cancer. While the
intention behind the People’s Daily’s use of this metaphor may be to encourage people
to maintain a positive and optimistic mental state, it is important to consider the potential
unintended consequences of employing such ametaphor. Over time, the persistent use of
this metaphor can unintentionally contribute to implicit and rigid stereotypes concerning
the body. This study argues that human personality is a deeply personal trait that is not
suitable for media judgment in the public sphere. Labeling individuals with a "cancer
personality" can result in the transfer of that label to a larger group, leading to public
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scrutiny and criticism of individuals who possess similar personality traits. Ultimately,
the long-term common use of this metaphor perpetuates body stereotypes.

4 Conclusion

This study offers a comprehensive analysis of the metaphors employed in the cancer
reports of People’s Daily, shedding light on their implications and potential conse-
quences. The study addresses three main research questions. Firstly, it identifies the
metaphors utilized in People’s Daily cancer reports, including war, demon, killer, hell,
Opportunistic, plague, and star metaphors, with war and killer metaphors being the most
prevalent. Secondly, the paper explores how the media’s preference for metaphor use
varies across different periods, influenced by both political and social factors. Notably,
the widespread use of war metaphors is primarily shaped by political considerations.
Lastly, the research reveals the presence of a body metaphor in cancer reports, which,
when used over an extended period, can subtly contribute to the reinforcement of body
stereotypes.

This study carries both theoretical and practical significance. Theoretically, it con-
tributes to the exploration of conceptual metaphors in disease-related discourse within
the field of research. Practically, it delves into how cancer and cancer patients are rep-
resented through the use of metaphors in digital news reports, examining the resulting
metaphorical implications. The findings of this study can serve as a valuable reference for
media organizations engaging in digital reporting, helping themeffectively communicate
health knowledge and information.

One limitation of this study is that it relies on speculation andhypothesis regarding the
potential consequences of stereotypical representations of the body. These hypotheses
have not been empirically tested. Future research can build upon this aspect and further
investigate the actual outcomes of such stereotypical representations.
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Abstract. In vitro diagnostic (IVD) tests using immune colloidal gold technique
are widely used in home disease prevention and disease diagnosis and have great
potential for development. However, as a medical product, the existing design of
the test card tends to focus on the satisfaction of the product’s function rather than
the user’s emotions, so it is necessary to design the appearance of products from an
emotional perspective and bring care to users. This study takes IVD cards using
colloidal gold method as the design object, combines with Kansei Engineering
(KE) as the theoretical guidance, quantifies the product characteristics by using
Quantification Theory Type 1 (QT1), and constructs the correlation model with
high confidence between Kansei words and design elements through multiple lin-
ear regression analysis. Finally, the test card design strategy is proposed according
to the data, which can help relevant enterprises determine the direction of product
form development.

Keywords: Kansei Engineering · Product design · In vitro diagnostic card ·
Quantification Theory Type 1

1 Introduction

In Vitro Diagnosis (IVD) is a technique for biomedical testing of tissue, body fluids,
blood and other samples extracted from the humanbody to obtain diagnostic information,
and is one of the important pillars of modern medical technology [1]. Among them, IVD
tests using immune colloidal gold technique can be used for self-testing in a home
environment with ease of operation, low cost, rapid detection and high accuracy [2]. At
present, there have been detection products for Corona Virus Disease 2019 (COVID-19),
Influenza A/B virus (FLUA/B), and human immunodeficiency virus (HIV) and so on.
With the continuous development of economic level, the maturity of immune colloidal
gold technique and the improvement of public health awareness, IVD tests (colloidal
gold method) may have huge development space and demand [3].

However, as a medical product, the existing design focuses more on the product
function and ignores the emotional reactions during the usingprocess, such as anxiety and
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fear, so the test card design should paymore attention to the user’s psychological feelings
and own emotional characteristics [4]. This study attempts to explore the relationship
between the IVD test cards and users’ emotional needs based on the theory of Kansei
Engineering(KE) to provide theoretical reference for future design. The research process
is shown in Fig. 1.

Fig. 1. Research process

2 Kansei Engineering and Related Theories

2.1 Kansei Engineering (KE)

KE is a subject with strong comprehensive attributes and cross attributes, focusing on
consumers’ own needs and subjective feelings and quantifying them to explore the
corresponding product elements [5], which has been widely used in the design field
since it was proposed.

2.2 Quantification Theory Type 1 (QT1)

QT1 is a variant of multiple regression analysis. Through mathematical processing,
qualitative variables are represented by numerical values [6], so as to determine the
influence of qualitative independent variables on quantitative dependent variables. This
study will construct the relationship between design elements and perceptual images in
order to maximize the degree of positive perceptual images.

3 Selection of Kansei Words and Product Samples

3.1 Identifying Kansei Word Pairs

Through user interviews, shopping website mining, and social network platform
research, a total of 68 words describing the perceptual intention of the antigen test cards
were collected. Through focus group discussions, the remaining words were grouped
and filtered based on the principles of scientificity and similarity [7], and 9 representative
perceptual words were extracted and matched with antonyms to form adjective pairs,
which covered the descriptions of “performance”, “shape”, “feeling”, and “style”.
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To reduce the cognitive load of the subsequent subjects [8], the semantic imagery
space was further filtered. 10 professionals with design-related experience were invited
to fill in the questionnaire, and the most suitable and necessary words were selected
from 9 adjective pairs. Finally, 4 groups of adjectives with high scores were got, i.e.,
“cumbersome - concise”, “cold - friendly”, “tough - soft”, and “restless - relaxed”.

3.2 Selecting Product Samples

A total of 52 samples of IVD reagent cards (colloidal gold method) were collected from
domestic and international shopping sites, social networking platforms and daily use.
The samples were collected to include all kinds of reagent cards of various brands and
diseases.

The remaining 46 samples were pre-processed with Adobe Photoshop CC 2018 to
remove visual distractions such as logos, QR codes, measurement result markers, pen
marks, etc. Since this study focuses on the perception of the product shape, the color
[9] factor is not considered, and the elements with color are grayed out. Through focus
group discussions, sample imageswith similar or identicalmorphologywere categorized
using an affinity diagram technique, which is also known as KJ [10], to obtain a logical
sample classification. The 14 representative sample images finally determined are shown
in Table 1.

Table 1. Representative samples

illustration 

sample 
number 1 2 3 4 5 6 7 

illustration 

sample 
number 8 9 10 11

1

2
13 14

3.3 Constructing the Space of Product Shape Design Elements

According to the principle of immune colloidal gold technology [11] and the instruc-
tions for use of the test kit, it is possible to make a clear division of the structure of
the test card, while combining user interviews to understand the product structure that
users are concerned about, the design object shape can be decomposed into “external
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outline”, “number of inspection items”, “overall aspect ratio”, “structure display area
and sampling hole” and “surface decoration” by morphological analysis [12]. Among
them, the structure display area and the sampling hole are grouped together as the same
design element, because they occupy the main body of the inspection card together and
the user looks at them almost simultaneously when using.

According to the representative samples, the 5 design elements are then decomposed
into 18 design categories. The sample design elements and design categories are shown
in Table 2.

Table 2. Product design elements and design categories

design ele-
ment design category

external out-

line A
rectan-

gle A1 roundA2
groove 

A3

special 

meaning A4

number of 

inspection items 

B single 

B1
multiple 

B2

overall as-

pect ratio C
nar-

rowC1

medi-

umC2
wide C3

structure dis-

play area and 

sampling hole D
rectan-

gle D1

round

D2 

rectan-

gle + round 

D3

arch D4 

surface deco-

ration E

straight 

line E1
curve E2

flat dot 

matrix E3

circular dot 

matrix E4

sur-

face E5

4 Study of the Correlation Between Kansei Words and Design
Elements

4.1 Perceptual Imagery Experiment

The experiment was conducted by means of a questionnaire containing 14 samples, each
paired with 4 sets of adjective pairs. The semantic difference (SD) scale [13] consists
of 5 orders with negative and positive perceptual words placed at the left and right
ends of the interval, respectively, with values ranging from -2 to 2. The scores represent
the subjects’ perception of the sample pictures. 32 questionnaires were distributed and
30 valid questionnaires were obtained. The subjects all had experience in using the
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relevant products, including 9 males and 21 females, and 23 of them were engaged in
design-related work. Descriptive statistics were analyzed to obtain the mean values of
the evaluation results for each sample, which are shown in Table 3.

Table 3. Mean values of the evaluation and design category quantification table

sample A1 A2 … E5 cumbersome-concise cold-friendly tough-soft restless-relaxed

1 0 1 … 0 0.6 0.43 0.47 0.43

2 1 0 1 1.43 0.1 0 −0.07

3 1 0 0 −0.37 0.17 −0.13 0.17

4 1 0 1 −0.1 0.3 0.3 0.13

5 0 1 0 −0.23 −0.07 0.17 −0.27

6 0 1 1 −0.97 −0.57 −0.37 −1.1

7 1 0 0 −0.43 −0.97 −1.07 −0.57

8 1 0 0 −0.23 −0.1 0 −0.2

9 0 1 1 0.87 0.37 0.4 0.5

10 0 0 0 −0.37 −0.67 −0.77 −0.43

11 0 0 0 −0.03 1 0.97 0.7

12 0 1 0 0.1 0.47 0.4 0.23

13 0 1 0 0.37 0.43 0.43 0.37

14 1 0 0 −0.77 −0.4 −0.67 −0.47

4.2 Building Mathematical Models

According to QT1, the sample design elements are treated as items, and the subdivided
design classes under the same item are called subcategories. The matrix of subcategories
composition consists of 0 and 1. Based on this principle, the sample design classes are
coded and quantified, see Table 3.

The relationship between product design elements and users’ perceptual imagery
can be expressed by linear or nonlinear regression models, but in such studies, linear
regression models [14] are usually conducted as a premise. Let each of the above design
categories be the independent variable and the corresponding mean values of perceptual
imagery ratings be the dependent variable, and explore the influence of the independent
variable on the dependent variable, a linear mathematical model can be developed.
Multiple linear regression analysis was conducted using IBM SPSS Statistics 26.0, and
the coefficients of determination R2 obtained were all close to 1, indicating a high degree
of fit of the regression line to the observed values. The coefficient of the influence of
design category on perceptual imagery is shown in Table 4. The larger the absolute value
of the coefficient, the deeper the influence of the category, and a positive coefficient
indicates a positive influence on perceptual imagery. For example, the design categories
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of straight line E1, curve E2, circular dot matrix E4 and face E5 under surface decoration
E have scores of -0.63, 0.4, 0.6 and -0.5 respectively in the “relaxed” perceptual image,
which means that the decoration of circular dot matrix will make the detection card the
most relaxed, followed by curve decoration, while the decoration of straight line and
face form tend to bring serious and uneasy feelings.

Table 4. Relationship between design categories and perceptual imagery

design
element

design
category

concise score
range

friendly score
range

soft score
range

relaxed score
range

external
outline A

round A2 −0.27 2.43 −0.15 1.46 −0.135 1.305 −0.4 0.67

groove A3 1.53 −1.04 −0.94 −0.8

special
meaningA4

−0.9 0.42 0.365 −0.13

number of
inspection
items B

single B1 1.84 1.84 0.94 0.94 0.77 0.77 1.6 1.6

overall
aspect
ratio C

narrow C1 −1.53 1.24 0.2 0.22 0.3 0.235 0.2 0.77

wide C3 −0.29 0.42 0.535 0.97

structure
display
area and
sampling
hole D

rectangle
D1

0.34 3.01 −0.57 0.83 −0.4 0.745 −0.1 1.27

rectangle +
roundD3

−1.3 0.01 −0.16 0.37

arch D4 −2.67 −0.82 −0.905 −0.9

surface
decoration
E

straight line
E1

−0.97 1.84 −0.26 0.8 −0.205 1.21 −0.63 1.23

curve E2 −1.03 0.16 0.37 0.4

circular dot
matrix E4

0.81 0.48 0.975 0.6

surface E5 −0.47 −0.32 −0.235 −0.5

The magnitude of the effect of items belonging to design categories on perceptual
imagery can bemeasured according to the range of scores for each item [7]. According to
the analysis, the largest factor influencing “cumbersome - concise” is 3.01 for “structure
display area and sampling holes”, the largest factor influencing “cold - friendly” is “1.46
for “external outline”, the largest factor influencing “tough - soft” is “1.305 for “external
outline”, and the largest factor influencing “restless-relaxed” is “1.6 for “number of
inspection items”.
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4.3 Design Strategy

Based on the above data analysis and summarizing the relationship between design
elements and perceptual images, the following design strategies can be proposed to
guide the design of the test card.

1) From the perspective of emotional design and caring design, the product semantics
should be more inclined to affinity and relaxation, and when the external outline has
special meaning, the affinity score is the highest. The sample of this experiment is the
“HIV Reagent Card”, whose shape is derived from the international symbol of AIDS,
the “red ribbon”, as shown in Fig. 2. The reason for the high score of the sample in
terms of affinity may be that the red ribbon logo was designed with care and hope in
mind, and the use of its visual elements can convey a similar feeling, so the design
of the test card can be based on the design of the care logo for related diseases. In
the case of disease detection for domestic pets such as cats and dogs, corresponding
morphological features such as cat paws can be added to the outline of the test card
to enhance recognition and affinity. Multi-test cards (containing multiple test items)
such as theCOVID-19, FLUA,FLUB3-in-1 test card, hepatitisB5-test card, although
providing convenience in use, but the feeling of uneasiness and depression will also
increase, but it can be neutralized by the rounded surface decoration design.

Fig. 2. HIV test card sample (left) and HIV international logo (right)

2) The design of test reagent cards should also be as concise as possible. In terms of
production, simple disposable medical products are more in line with green design; in
terms of use, products with a sense of simplicity and harmony are often more usable.
According to the score analysis of “cumbersome-concise “, the results show that the
structure display area and the sample addition area should have the same shape, for
example, both are square or round; and the arched shape makes the visual sense more
crowded and complex due to the combination of straight lines and curves. When the
external outline is a notched groove shape, due to the lack of visual elements it looks
most simple, but it will look cold and depressing as well.

3) If you want to make the shape more inclined to softness, the design elements should
preferably satisfy: the external outline is of special significance type, the surface
decoration is rounded dot matrix, the number of inspection items is single, and the
structure display area and sampling hole are rounded type.
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5 Conclusion

This study takes the IVD reagent card using colloidal gold method as the design object,
uses the design method of KE to study the user’s perceptual needs, and uses QT1 theory
to quantitatively analyze the product modeling characteristics. After multiple linear
regression analysis, a correlationmodel between perceptual imagery anddesign elements
with high credibility is constructed, and design strategies from caring design, green
design, ease of use and styling design are summarized to guide the design of testing
reagent cards, so that such medical products can pay more attention to users’ perceptual
needs.

However, there are shortcomings in the study, such as the use of expert ratingmethod
to screen adjectives in this experiment, the results may be subjectively influenced by the
rating experts. At the same time, the design scheme is only described in textual form,
lacking model demonstration and verification. These problems will be improved in the
subsequent research and practice.
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Abstract. The rapid development of information technologies, artificial intel-
ligence, and the Internet has enabled the emergence of smart products and on-
demand e-services as an integrated solution to meet individual user needs. In
the medical and health industry, smart product-service systems have been widely
applied. Suboptimal health (sub-health) status can be considered an intermedi-
ate stage between health and disease, characterized by a range of uncomfortable
symptoms such as chronic fatigue, sleep disorders, poor mood, and aches. How-
ever, sub-health cannot be identified accurately by medical standards. Tuina ther-
apy, an ancient form of massage from traditional Chinese medicine, can improve
these symptoms by focusing on balancing a person’s energy flow with various
techniques such as kneading, pressing, rolling, and stretching. In this study, we
designed a smart massage product-service system based on Tuina therapy for
young people suffering from sub-health status. The system integrates traditional
Chinese medicine with intelligent technologies, sensors, and connectivity. The
product can provide relief to young people who suffer from sub-health but lack
the time and energy for long-term medical treatment. This research provides a
valuable design case for applying traditional Chinese medicine in a new scenario
with smart technologies.

Keywords: Smart product-service system · sub-health status · traditional
Chinese medicine · Tuina therapy · intelligent technologies

1 Introduction

Sub-health is a state characterized by disturbances in psychological behaviors, physical
characteristics, or medical examination indices, without any typical pathologic features
(Wei and Yan 2012). It is considered an intermediate stage between health and disease
and afflicts people with various uncomfortable symptoms without diagnosable illnesses
(Li et al. 2013). Tuina, a branch of traditional Chinese medical treatment (Ernst 2019),
can release sub-health conditions. It is believed to restore the balance and harmony of
the body by stimulating the flow of qi, the body’s vital energy force, and improving
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both acute and chronic musculoskeletal conditions, as well as non-musculoskeletal con-
ditions. Tuina therapy is often used in conjunction with acupuncture, moxibustion, fire
cupping, Chinese herbalism, tai chi or other Chinese internal martial arts, and qigong
(Dorland 2007). Tuina therapy has been applied in the treatment of sub-health symptoms
to improve the disturbances in human’s psychological and physical condition. It is usu-
ally served in the form of hand massage. During the session, a practitioner may use their
hands and arms to massage, knead, press, and stretch the body. However, the therapy
is limited by human power and time, and there is a lack of massage products incorpo-
rating this technique. With the rise of sharing economy and smart product technology,
the development of smart product-service systems (SPSS) can enable collaborative con-
sumption of products and services with pro-environmental outcomes. In this context,
the current electronic massage products, potential technologies, materials, and Tuina
techniques are examined to design and develop an SPSS named i-Health, encompassing
user scenario, product design, and user interface design.

2 Literature Review

2.1 Research of Massage Product

Prior medical research has demonstrated that massage can provide numerous benefits,
including pain relief, reduced trait anxiety and depression, and temporary reductions
in blood pressure, heart rate, and state of anxiety (Moyer et al. 2004). Furthermore,
additional testing has revealed an immediate increase and faster recovery periods for
muscle performance (Dupuy et al. 2018). Several theories have been proposed regarding
the mechanisms of massage therapy, such as enhanced skeletal muscle regrowth and
remodeling (Miller et al. 2018), blockage of nociception via the gate control theory
(Chen and Michalsen 2017), activation of the parasympathetic nervous system, which
can stimulate the release of endorphins and serotonin, prevention of fibrosis (Bove et al.
2016), scar tissue, and increased lymph flow, and improvement in sleep quality (Owais
et al. 2018).

The development ofmassage products has been studied by several researchers.Wang
et al. (2011) utilized Kansei Engineering to design massage products that meet the emo-
tional and spiritual needs of consumers, particularly in the case of massage chairs. Shi
et al. (2009) investigated the affective experience of massage products, examining aes-
thetic pleasure, attribution of meaning, and emotional response, particularly for massage
chairs. McDonagh et al. (2005) examined massagers that use vibration to relieve muscu-
lar strains and pains and promote relaxation, focusing on user attitudes and perceptions
to identify areas of dissatisfaction. The authors also highlighted the importance of under-
standing the differences between consumer and therapist perceptions in order to develop
more effective hand-held massagers that meet the needs of all stakeholders. The insights
gained from these studies can inform the development of massage products that are more
effective and meet the needs of both consumers and therapists.
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2.2 Current Massage Product

After examine the previous research, we have classified the general massage products on
the market into three different groups for the purposes of this review (Table 1). Each of
these groups has its own unique characteristics and features. Hand-held massagers like
fascia guns are portable and convenient for targeting specific areas of the body, which
uses mechanical vibration to transmit relaxation to deep fascia muscles and reduce mus-
cle tension. While body-carrier devices like shoulder and neck massager can promote
blood circulation, relieve muscle tension, and improve the body’s condition when used
on various massage points. Chair massagers offer a more comprehensive massage expe-
rience and can be used for extended periods of time. It utilizes machinery, air bags,
electromagnetic components, and electric heating to massage different parts of the body.
However, these products have limitations in terms of their effectiveness in treating sub-
health conditions, as they typically only provide temporary relief rather than addressing
the root cause of the problem. This is where the integration of Tuina therapy and smart
technology in the design of massage products can offer a potential solution.

Table 1. Three Types of Current Massage Product

Group Hand-held Massagers Body-carrier Massager Chair Massagers

Name Fascia gun Shoulder and neck massager Shiatsu Neck Back Massager chair

Picture

Use for Whole Body Shoulder and neck Whole Body

Item Weight 1.85 Kilograms 4.6 Kilograms 9.5 Kilograms

Brand Raemao Nekteck Comfier

Advantages

• Long Battery Life

• Powerful & Quiet Deep Mas-

sage

• Brushless High-torque Super 

Quiet Motor

• LCD Touch Screen

• 15 Massage Heads

•

• 8 Powerful Deep-Shiatsu 

Kneading Massage Nodes

• Easy and Safe to Use

• Adjustable Intensity

• Durable and Comfortable 

Matreial.

• Relax Full Body

• Creative 2D/3D Shiatsu Mas-

sage

• Adjustable Rolling & Spot 

Massage

• Adjustable Compression Mas-

sage

• Ultimate Comfort

Disadvantages

• The price is high

• The volume is large and not 

easy to carry

• The styling products are single

• The massage head is hard

• The massage range is lim-

ited;

• The mute function is poor

• The volume is large and

not easy to carry

• Hands cannot be freed

•

• The price of family purchase is 

high

• The volume is too large and not 

easy to carry

• The shape is single
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2.3 Tuina Technique

Upon reviewing the literature on massage techniques, it becomes apparent that there
are several key techniques that are fundamental to Tuina massage. These techniques
include swing, friction, vibration, extrusion, percussion, and sports joints. The swinging
manipulation technique involves continuously swinging the palm and wrist joints, such
as with the one-finger pushing, and kneading. The friction technique involves creating
friction by moving the palm or fingers back and forth in a straight line or in circles, such
as with the pushing, rubbing, and wiping. Vibration technique refers to the rhythmic
and light continuous action on the human body to create vibrations. The squeezing
manipulation technique involves pressing the body with palms, fingers, or other parts
of the limbs to make it feel squeezed, such as with pressing, holding, twisting, and
stepping. Tapping techniques involve tapping the body surface with the palm, back of
the fist, fingers, side of the palm, or a stick to create a tapping sensation, such as with
hitting and clapping. Transport joint-moving manipulations refer to performing passive
movements on joints, such as with shaking, back method, pulling method, and pulling
method (Yu 1985).

2.4 Acupuncture Point of Massage

The following are descriptions of acupuncture points and their indications for therapeutic
use (Cheng and Lin 2020). The Zusanli Leg Three Li (足三里)point is located on the
anterior and lateral aspect of the calf, 3 cun below the Calf’s Nose and slightly more than
1 cun lateral to the tibia, in the interstitial space between two muscles. Although this
point primarily controls gastrointestinal and digestive diseases, it can also treat systemic
ailments, including bloating, heart and abdominal pain, cold stomach, and vomiting.
The Guanyuan Pass Head (關元) point is situated 3 cun below the navel and 2 cun
above the pubic bone. It is used for treating conditions such as enuresis, dysmenorrhea,
amenorrhea, menstrual disorders, leucorrhea, metrostaxis, uterine prolapse, mounting
qi, cold qi entering the abdomen, and lower abdominal pain. The Zhongwan Central
Stomach Duct (中脘) point is located at 1 cun below the Upper Stomach Duct, 4 cun
above the navel, and between the xiphoid process and the navel. Its indications include
various stomach illnesses, food damage with indigestion, difficulty consuming food
and drink, indigestion, cold aggregation with qi bind, acute and chronic fright wind,
gastritis, stomach ulcer, gastroptosia, and stomach spasms. The Neiguan Inner Pass (內
關) point is located below the palm, 2 cun above the wrist, and between two muscles.
It is used for treating insomnia, dizziness, fearful throbbing, axillary swelling, elbow
spasms, angina pectoris, fullness, distention, and pain in the chest, vomiting, andmorning
sickness or malign obstruction. The Hegu Union Valley (合谷) point is located at the
midpoint of the firstmetacarpal bone of the palmon the radial side. Its indications include
migraines and general headaches, wind injury, coughing, nasal congestion, deep-source
nasal congestion, ocular pain, tinnitus, deafness, and wind stroke. The Yanglingquan
Yang Mound Spring (陽陵泉) point is situated on the lateral side of the calves, 1 cun
below the knee, and in the depression behind the tibia and before the fibula. It can treat
pain in the lateral costal area, bitter taste in the mouth, hemiplegia, bisyndrome caused
by preponderant cold and numbness in the lower limbs, swelling and pain in the knees,
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hypertension, and gripping pain in the gallbladder. The Fengchii Wind Pool (風池) point
is located behind the mastoid process posterior to the ear, on the lateral border outer face
of the large muscle, below naokong Brain Hollow and in the depression in the hairline.
Its indications include wind stroke, hemilateral or medial headache, cold-induced febrile
diseases without sweating, stiffness of the neck with an inability to turn the head and
look back, and crick in the neck. The YinmenGate of Abundance (殷門) point is situated
in the center of the back of the thigh, at 6 cun below the Support point. It is used to treat
lumbar and leg pain, sciatica, and thigh pain. The Mingmen Life Gate (命門) point is
located below the fourteenth vertebra, or between the second and third lumbar vertebrae.
Its indications include stiffness of the spine with pain in the lumbar region, bi-syndrome
caused by preponderant cold in the arms and legs, spasms and tension, and fear and
fright with a dizzy head. Lastly, the Dazhui Great Hammer (大椎) point is located in
the depression above the first vertebra, or between the first thoracic and seventh cervical
vertebrae. Its indications include stiffness of the behind, stiffness of the back along the
spine, contracture along the back and arms (Fig. 1).

Fig. 1. Acupuncture Point

2.5 Techniques of Massage Product

Electrical muscle stimulation (EMS) is the use of electric impulses to elicit muscle
contractions. EMS has been shown to be particularly beneficial prior to exercise and
activity due to its ability to activate muscles early (Dupuy et al. 2018). The impulses are
generated by a device and delivered through electrodes on the skin in close proximity to
the muscles being stimulated, typically using adhesive pads. These impulses mimic the
action potential generated by the central nervous system, leading to muscle contraction.
EMS has gained increased attention in recent years due to its versatility, as it can be
used as a training tool (Babault et al. 2007; Banerjee et al. 2005), a therapeutic tool
(Delitto et al. 1988; Lake 1992), or a cosmetic tool. Specifically, it can be utilized as a
strength training tool for healthy individuals and athletes, as well as a testing tool for
evaluating neural and/or muscular function in vivo. It can also be used as a rehabilitation
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and preventive tool for individuals who are partially or totally immobilized, such as in
physical therapy to prevent muscle atrophy resulting from inactivity or neuromuscular
imbalance after musculoskeletal injuries (Palmer et al. 1998).

Transcutaneous electrical nerve stimulation (TENS) is a non-invasive therapeutic
technique that utilizes electric current to stimulate nerves for pain management (Johnson
2007). Typically, TENS units consist of two or more conductive gel pads connected to
the skin, and the current can be modulated in terms of frequency, pulse width, and
intensity. TENS is usually applied at a high frequency (>50 Hz) with an intensity that
is below the threshold for motor contraction (sensory intensity) or at a low frequency
(<10 Hz) with an intensity that induces motor contraction. Some newer TENS units
use a mixed frequency mode to reduce the development of tolerance with repeated
use. It is recommended that the stimulation intensity should be strong but comfortable,
with greater intensities producing more significant analgesia regardless of frequency
(Robinson and Snyder-Mackler 2007). TENS differs from EMS, which utilizes electric
current for muscle contraction. TENS has been shown to alleviate both acute and chronic
pain by reducing the sensitization of dorsal horn neurons, increasing levels of gamma-
aminobutyric acid and glycine, and inhibiting glial activation (Huang et al. 2022). Studies
have shown that TENS may be beneficial for managing chronic musculoskeletal pain
(Johnson and Martinson 2007), knee osteoarthritis (Maheu et al. 2022), and painful
diabetic neuropathy (Dubinsky and Miyasaki 2010). Furthermore, objective evidence
suggests that TENS may modulate or suppress pain signals in the brain (Ellrich and
Lamp 2005). For instance, high-frequency TENS has been shown to decrease pain-
related cortical activations in patients with carpal tunnel syndrome, while low-frequency
TENS has been found to reduce shoulder impingement pain and modulate pain-induced
brain activation (Kara et al. 2010; Kocyigit et al. 2012).

Based on our literature review, the majority of research has focused on traditional
electronic massage products, rather than on smart massage product-service systems
(SPSS) that provide users with a more comprehensive experience. While traditional
electronic massage products are widely available, portable massage SPSS, with features
such as being lighter in weight, capable of simulating manual hand massage techniques,
and focusing more on relaxation, have received less attention. However, given the grow-
ing trend of meeting users’ expectations and needs, further exploration of this area is
necessary (McDonagh et al. 2005).

3 i-Health Massage SPSS Design

3.1 i-Health Concept

The i-HealthMassage SPSS comprises of two components, themassage product, and the
charging station, as illustrated in Fig. 2 and Fig. 3. The design of the i-Health massage
product is inspired by the jigsaw puzzle. The jigsaw puzzle is a tiling puzzle that involves
fitting interlocking and mosaic-shaped pieces, each of which typically represents a por-
tion of a picture. Previous research has indicated that the design and development of
massage products are moving towards increased portability and flexibility (McDonagh
et al. 2005). The jigsaw-inspired design allows for greater flexibility and customization
of the massage product. It can be used as a single piece for a small area of pain points, or
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it can be connected with other pieces to cover a larger area of pain points. The i-Health
massage SPSS combines TENS and EMS, which offers multiple benefits, including pain
relief and muscle strengthening. It can be used after work, exercise, training, or relax-
ation to reduce tension. Ten acupuncture points, including Zusanli Leg Three Li (足三
里), Guanyuan Pass Head (關元), Zhongwan Central Stomach Duct (中脘), Neiguan
Inner Pass (內關), Hegu Union Valley (合谷), Yanglingquan Yang Mound Spring (陽
陵泉), Fengchii Wind Pool (風池), Yinmen Gate of Abundance (殷門), Mingmen Life
Gate (命門), Dazhui Great Hammer (大椎), have been selected based on their effec-
tiveness in relieving muscle pain and stimulating neuromuscular and cellular activity to
activate muscle vitality. The selection of these acupuncture points also takes into account
sub-health concerns and the effects of i-Health.

Fig. 2. i-Health Massage

3.2 Components and Materials of i-Health

The i-Health massage SPSS is designed to be user-friendly and convenient. Themassage
module is lightweight and portable, making it easy to use anywhere and anytime. The
control circuit board and chip enable the user to control the smart functions, adjust the
intensity of themassage, and choose themassagemode that suits their needs. The battery
provides a long-lasting power supply, allowing the user to enjoy the massage for up to
16 h on a single charge. The use of silver wire in the massage module enhances the
performance of the product by better conducting intermediate frequency pulse current.
The hydrogel layer is an important feature of the product, as it is skin-friendly, washing-
friendly, and durable. Its smooth texture and air permeability allow for comfortable,
long-term wear without causing skin sensitivity. The wireless communication module
in the sharing charging station enables the product to be easily connected, charged,
and managed wirelessly, adding to the overall convenience and user-friendliness of the
i-Health massage SPSS (Fig. 4).
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Fig. 3. i-Health Massage SPSS

Fig. 4. Massage patch structure diagram

3.3 Massage Mode of i-Health

The i-Health massage SPSS offers users five modes, including kneading, slap, shiatsu,
dial-up, and tap, which can be selected through the user interface based on individual
needs. Kneading is suitable for treating pain in various parts of the body, particularly
the neck, limbs, and localized pain. It facilitates blood circulation, reduces swelling,
relieves pain, and reduces spasms. Slap mode primarily targets the shoulders, back,
waist, buttocks, and lower limbs, promoting nerve stimulation and tendon relaxation, as
well as enhancing blood and Qi flow, while alleviating spasms. Shiatsu mode mainly
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applies finger pressure and other techniques to acupuncture points, providing a calming
and analgesic effect. Dial-up mode is effective in releasing adhesions, promoting blood
and Qi flow, relieving spasms and pain, and reducing stenosis. Finally, the tap method is
best suited for the head, lower back, or lower limbs, allowing for muscle relaxation and
improved circulation, harmonizingQi and bloodflow, and promotingmental refreshment
(Fig. 5).

Fig. 5. User Interface Design

4 Discussion

The i-Health product is designed to meet various Product Service System (PSS)
attributes, including ease of maintenance, durability, flexibility, and customization.
Sundin and Bras (2005) and Williams (2007) argue that ease of maintenance and dura-
bility are essential PSS attributes that ensure a longer product lifetime, ease of upgrad-
ing, and remanufacturing. In line with these arguments, the i-Health massage product is
designed to be durable and easy to maintain, given that it is frequently used and replaced.

Additionally, flexibility and customization are critical PSS attributes in meeting
varying user requirements and operational processes (Azarenko et al. 2009; Meier et al.
2010; Ulaga and Reinartz 2011; Tukker 2004). As such, the i-Health design aims to
provide flexibility to accommodate different angles and requirements for users with
varying pain points. Furthermore, the product is customized to adapt to individual users’
needs, ensuring a personalized experience for each user. Overall, the i-Health product’s
design caters to various PSS attributes, ensuring that it is easy to use, portable, and
flexible,whilemeeting user requirements formaintenance, durability, and customization.
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Abstract. Gestational diabetes mellitus, a type of diabetes that develops during
pregnancy in women who don’t already have diabetes, has a greater impact on the
health of pregnant women than is often thought. Research data shows that GDM
is caused by hormones produced during pregnancy that can make insulin less
effective, which may bring health problems to both the pregnant woman and the
baby to be born. There are four main kinds of treatments for pregnant women with
GDM to control blood glucose levels: having a special diet in the right amount at
right time, keeping regular physical exercise which is moderately intense, moni-
toring daily blood glucose regularly to ensure it stays in a healthy range and inject
insulin if needed. However, pregnant women easily get themselves into trouble
during these treatments. Blood glucose measurements cannot always be poked
in the same place, as can insulin injections, and pregnant women have limited
mobility and often need help from others to complete the process. In addition,
pregnant women themselves have some other problems during pregnancy, such
as their baby bump getting heavier and heavier, and babies needing regular health
data monitoring. This poster proposes a product connected to an App to help preg-
nant women with GDM to be able to control their blood glucose levels easily and
directly during pregnancy while monitoring the health of their baby. This product
is in the form of a pregnancy support belt consisting of two belts, the upper belt for
different detectors to monitor data and the lower belt for different insulin injec-
tors. Pregnant women can be informed of their own and their baby’s health data,
receive dietary advice, and set up insulin injections from the App. This design is
dedicated to making life healthier and more convenient for pregnant women with
GDM.

Keywords: Gestational diabetes mellitus ·Wearable design · App design

1 Introduction

Based on data provided by the American Diabetes Association, gestational diabetes
mellitus (GDM) affects nearly 10% of pregnancies in the United States annually [1].
GDM, a type of glucose intolerance that is first recognized during pregnancy, poses risks
to both pregnant women and their babies. To control blood glucose levels in pregnant
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women with GDM, special diets, moderate exercise, regular blood glucose monitor-
ing, and insulin injections, when needed, are commonly used as main treatments [1].
However, these treatments can be challenging for pregnant women due to limited body
mobility and other factors, including pain from frequent injections and poking. In addi-
tion to monitoring blood glucose, fetal monitoring is also crucial, accomplished through
checking the baby’s heart rate and other functions [2]. However, it is impossible for
pregnant women to continuously monitor all these data themselves.

Fortunately, the emergence of certain technologies has helped address these chal-
lenges. In this study, we propose a pregnancy-supporting belt called Babelt, which uti-
lizes available technologies to develop a product that can alleviate the burden of a preg-
nant belly and establish a health monitoring system that operates around the clock.
Babelt is connected to a mobile app that allows users to easily monitor their health
conditions. Key features of the product include 1) real-time monitoring and tracking
of blood glucose levels, 2) setting specific injection times with or without alarms, 3)
recording insulin injections by time and volume, 4) real-time monitoring and recording
of the baby’s beats per minute (BPM) with visualization, 5) exercise management, such
as setting daily goals with reminders and visualizing progress and other related data, and
6) providing specialized diet suggestions for pregnant women with GDM. Our research
aims to design a better experience for pregnant women with GDM, providing them with
easy and instant monitoring of their health status and that of their baby, reducing the
pain of insulin injections, and offering encouragement and advice on diet and exercise
to improve their overall health.

2 Background of the Study

2.1 Self-management of Gestational Diabetes Mellitus

Gestational diabetes mellitus (GDM) is a condition that affects pregnant women and
occurs when a hormone produced by the placenta prevents the body from using insulin
effectively due to other hormones that make insulin less effective [3]. Although it usu-
ally doesn’t cause noticeable symptoms, it can pose significant health risks to babies,
including excessive birth weight, preterm birth, respiratory distress syndrome, low blood
sugar, and an increased risk of type 2 diabetes later in life if left untreated [4]. Daily
self-management of diabetes is crucial to achieving positive health outcomes [5].

Gestational diabetes management begins with non-pharmacological measures such
as dietary modifications, exercise, and glucose monitoring. The American Diabetes
Association (ADA) recommends personalized nutritional counseling by a registered
dietitian based on the patient’s BMI [6]. Moderate-intensity aerobic exercise for at least
30 min per day, five days a week, or a minimum of 150 min per week is also recom-
mended [6]. Self-monitoring of blood glucose (SMBG) is also essential, with the ADA
recommending SMBG three or more times per day for patients using insulin. SMBG
should be performed before and one hour after meals and during the night to diagnose
and prevent nocturnal hypoglycemia [7].

However, despite these strict rules, self-monitoring and insulin injections are not
as simple as they may seem. Frequent injections and finger pricking for blood glucose
testing can cause anxiety and fear in patients. In a questionnaire, 14% of patients avoided
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injections secondary to anxiety, and 42% expressed concern about having to inject more
frequently [8]. Fear of injections and pain can also affect adherence to insulin therapy, as
a systematic review in 2004 found that only one-third of the prescribed insulin dose was
used by young patients, with an estimated adherence rate of 62–64% among patients
with type 2 diabetes [9]. These challenges show that diabetes self-management based
on existing modalities is difficult to accomplish.

2.2 Opportunity Area

Continuous Glucose Monitoring
Blood glucose testing is a routine and necessary part of diabetes management, but the
current method of fingertip blood testing has limitations. This method can only be per-
formed up to seven times a day and only provides a snapshot of blood glucose at a single
point in time, which may not reflect the changes in blood glucose levels throughout the
day.

Continuous glucose monitoring (CGM) devices have been developed to overcome
these limitations. CGM devices use a miniature sensor that is usually attached to the
skin to continuously monitor blood glucose levels in the tissue fluid. This technology
allows for real-time monitoring of blood glucose trends and levels around the clock
and provides access to a full picture of the changes in blood glucose levels. The CGM
device sends this data to an app, which can be used to improve health outcomes and
prevent dangerous situations. Compared to the traditional fingertip blood test, the CGM
device is painless and does not require frequent blood sampling. Instead, micro-sensor
electrodes are used to intervene under the skin [10]. The use of CGMdevices represents a
significant advancement in diabetes management technology and offers a more effective
and convenient approach to blood glucose monitoring.

Microneedle Injection
Subcutaneous injections are the most commonly used method for administering insulin,
however, their usage is hindered by several obstacles such as potential pain, patient
avoidance of injections due to injection-related anxiety or phobias, concerns about the
frequency of injections, and the negative impact on quality of life. These issues may
impede patient adherence to treatment, ultimately leading to poor glycemic control [11].

Recent advancements in the use of micron-scale needles have demonstrated promis-
ing results in increasing skin permeability to transdermal delivery, especially for
macromolecules. Hollow microneedles have been developed and shown to successfully
microinject insulin into diabetic rats [12]. The use of microneedles offers a viable solu-
tion to address patient concerns and ensure a painless experience for those who require
frequent injections. Innovative insulin-specific injections, such as the i-Port Advance
injection port, are already available to provide a comfortable yet reliable method for
administering multiple daily subcutaneous injections over three days without punctur-
ing the skin for each dose. Moreover, patients can continue their daily activities without
having to remove the i-Port Advance [11]. In this way, pain-free and controlled insulin
injections are possible.
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3 User Experience Research

To gain a deeper understanding of the challenges pregnant women with gestational
diabetes mellitus (GDM) face during pregnancy and childbirth, and to avoid design
bias, I conducted an authorized interview with a 49-year-old woman who was diagnosed
with GDM during her pregnancy two decades ago. The interviewee had to endure a
higher level of discomfort than the average person during her pregnancy, including daily
fingertip blood collection to monitor her blood glucose levels, adherence to a special
diet, and regular exercise. Additionally, the interview yielded several other user needs.
The following key insights were identified:

• One of the primary pain points was the frequent finger pokes required to check blood
glucose levels, which were found to be both annoying and painful.

• Another challenge identified was the difficulty of remembering to inject insulin 10
min prior to meals, especially while eating outside.

• Additionally, the limited and unappetizing food options available for GDM patients
made meal planning challenging.

• The growing belly during pregnancy was found to be a deterrent for physical exercise,
and participants expressed reluctance to go to the hospital for weekly pregnancy tests.

Based on the key requirements obtained from the interview, the design objectives of
the product aimed to address several areas of concern for pregnant women with GDM.
These objectives include reducing the physical burden of the growing belly, providing
guidance on appropriate dietary choices, and encouraging regular exercise. Furthermore,
the product should enable continuous monitoring of blood glucose levels, mitigating the
need for frequent and painful fingertip blood collection, and aid in setting reminders for
insulin injections, both of which we have solved with the new technology mentioned
above. Additionally, the product should allow for daily monitoring of fetal well-being,
with appropriate alerts and warnings when necessary. These design objectives have been
informedby thefindings obtained through the interviewprocess and serve as a foundation
for developing a product that meets the needs of pregnant women with GDM.

4 Final Design

Based on the findings from the collected data and user interviews, the product design
process commenced with a focus on form. The NewYork-Presbyterian website recom-
mends the belly area, at least 2 inches (5.1 cm) from the belly button, as the optimal
injection site for GDM due to its consistent insulin absorption. Other potential injec-
tion sites include the back of the upper arms and upper buttocks [13]. Figure 1 shows
the ideal injection area, which coincides with the location covered by pregnancy sup-
port belts (see Fig. 2) that pregnant women wear for numerous benefits such as easing
exercise, reducing the discomfort of a heavy belly, and mitigating the risk of falls [14].
As such, the decision was made to integrate continuous glucose monitoring detectors,
insulin syringes, and pregnancy support belts, with data displayed through a mobile app.
The product is named Babelt, with the intention of serving as a supporting belt for a safe
and secure birth of the baby.
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Fig. 1. The ideal injection areas are around the belly, the back of the upper arms and the upper
buttocks.

Fig. 2. Pregnancy support belts wrap around the belly to help support the lower back, pelvis, hips,
and abdomen during pregnancy.

4.1 Product Design

After establishing the form of the Babelt, attention was turned towards refining the
details of its design (see Fig. 3). To accommodate the mobility of pregnant women, a
snap has been incorporated into the back of theBabelt to facilitate easywear and removal.
Furthermore, the length of the upper and lower straps can be adjusted using a side wheel
situated on the side of the Babelt, ensuring that it can be used as the pregnancy progresses
and the belly expands. The body of the belt has been crafted from high-quality silicon,
which endows it with excellent flexibility and ease of cleaning. The careful selection of
materials ensures that the Babelt is both durable and comfortable to wear.

The Babelt incorporates different holes on the upper strap, each specifically designed
to hold various types of detectors and sensors. Among these is the Continuous Glucose
Monitoring (CDM) detector, which continuously tracks and displays the blood glucose
level of pregnant women with GDM through the mobile app. Additionally, the baby’s
Beats Per Minute (BPM) detector continuously monitors the baby’s activity status and
alerts the user if any unusual movements are detected. Furthermore, the BPM data is
continuously uploaded to the mobile app for visualization. A motion sensor is also
integrated into the Babelt, which records the wearer’s number of steps and activities,
and syncs the data with the app for analysis.

The lower strap of the Babelt features four holes for insulin injection. These holes
enable the user to adjust the position of the insulin syringe at regular intervals, as repeated
injections on the same body part can lead to discomfort and complications. The elasticity
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Fig. 3. The perspective view and side view of Babelt shows the shape and composition of the
product.

and toughness of the material used to make the Babelt ensure that all detectors, sensors,
and syringes are securely held in their respective positions.

4.2 App Design

As previously mentioned, the collected data from the various detectors and sensors
are synchronized and visualized on the mobile application interface. The primary
functionalities of the app are comprised of the following four modules.

Bloodglucose relatedmodule (seeFig. 4). Thismodule displays the real-timeglucose
levels of the pregnant woman. The data is presented in a clear and easy-to-understand
manner and can be viewed in various forms. Moreover, the application provides a com-
prehensive recordof all insulin injections for pregnantwomenwithGDM,which includes
an option to pre-set the time and dosage of automatic injections. Alternatively, manual
injection is also available and can be paired with an alarm to avoid oversight. This feature
not only assists with insulin dosage accuracy but also promotes a sense of control and
accountability for the user.

Baby activity monitoring module (see Fig. 5). This module continuously monitors
the baby’s activity status and alerts the user to take necessary actions in case of any
anomaly. It also allows users to record their baby’s heartbeat as a keepsake.

Exercise management module (see Fig. 5). This module records and analyzes daily
steps and activities, displaying the data in a comprehensive manner to track physical
activity progress. Users can set an alarm to remind themselves to exercise.

Dietary advice module (see Fig. 5). This module provides customized nutritional
recommendationswith recipes andnutrition information for pregnantwomenwithGDM,
based on their current blood glucose levels. Users can easily navigate between menus
for tailored food choices.
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Fig. 4. Representative interfaces for blood glucose monitoring and insulin injection.

Fig. 5. Representative interfaces for BPM monitoring, exercise management, diet suggestion.

5 Conclusion

In conclusion, the Babelt is an innovative wearable device designed to help pregnant
women with gestational diabetes manage their health more effectively. By combining
continuous glucose monitoring detectors, insulin syringes, and pregnancy support belts
with an app that provides real-time feedback, personalized dietary advice, and exercise
management, the Babelt aims to improve the health outcomes for both mother and
baby. With its user-friendly interface and comprehensive features, the Babelt has the
potential to revolutionize the way we manage gestational diabetes during pregnancy.
Further research is needed to evaluate its efficacy and usability, but the initial result is
promising.



Babelt: A Pregnancy Belly Support Belt Connected with an App 477

References

1. Gestational Diabetes - Symptoms, Treatments | ADA. https://diabetes.org/diabetes/gestat
ional-diabetes. Accessed 16 Mar 2023

2. Default - Stanford Medicine Children’s Health. https://www.stanfordchildrens.org/en/topic/
default?id=fetal-monitoring-90-P02448. Accessed 16 Mar 2023

3. Gestational Diabetes Mellitus (GDM). https://www.hopkinsmedicine.org/health/conditions-
and-diseases/diabetes/gestational-diabetes. Accessed 16 Mar 2023

4. What are the warning signs of gestational diabetes? http://www.riversideonline.com/pat
ients-and-visitors/healthy-you-blog/blog/w/what-are-the-warning-signs-of-gestational-dia
betes. Accessed 16 Mar 2023

5. Beckerle, C.M., Lavin, M.A.: Association of self-efficacy and self-care with glycemic con-
trol in diabetes. Diabetes Spectrum. 26, 172–178 (2013). https://doi.org/10.2337/diaspect.26.
3.172

6. Quintanilla Rodriguez, B.S., Mahdy, H.: Gestational diabetes. In: StatPearls. StatPearls
Publishing, Treasure Island (2022)

7. Negrato, C.A., Zajdenverg, L.: Self-monitoring of blood glucose during pregnancy: indica-
tions and limitations. Diabetol. Metab. Syndr. 4, 54 (2012). https://doi.org/10.1186/1758-
5996-4-54

8. Zambanini, A., Newson, R.B., Maisey, M., Feher, M.D.: Injection related anxiety in insulin-
treated diabetes. Diabetes Res. Clin. Pract. 46, 239–246 (1999). https://doi.org/10.1016/
S0168-8227(99)00099-6

9. Farsaei, S., Radfar, M., Heydari, Z., Abbasi, F., Qorbani, M.: Insulin adherence in patients
with diabetes: risk factors for injection omission. Prim. Care Diabetes 8, 338–345 (2014).
https://doi.org/10.1016/j.pcd.2014.03.001

10. Meiqi: Thinking Smaller to Manage Diabetes with Continuous Glucose Monitoring Devices
(CGM) | Analog Devices. https://www.analog.com/en/signals/articles/improving-quality-of-
life-for-diabetics-with-cgm.html. Accessed 17 Mar 2023

11. Khan, A.M., Alswat, K.A.: Benefits of using the i-port system on insulin-treated patients.
Diabetes Spectr. 32, 30–35 (2019). https://doi.org/10.2337/ds18-0015

12. Prausnitz, M.R.: Microneedles for transdermal drug delivery. Adv. Drug Deliv. Rev. 56, 581–
587 (2004). https://doi.org/10.1016/j.addr.2003.10.023

13. Insulin Injection Areas For Gestational Diabetes | NYP. https://www.nyp.org/healthlibrary/
multimedia/insulin-injection-areas-for-gestational-diabetes. Accessed 17 Mar 2023

14. How Belly Bands And Belts Help Relieve Pregnancy’s Discomfort | Premier Health. https://
www.premierhealth.com/your-health/articles/women-wisdom-wellness-/how-belly-bands-
and-belts-help-relieve-pregnancy-s-discomfort. Accessed 17 Mar 2023

https://diabetes.org/diabetes/gestational-diabetes
https://www.stanfordchildrens.org/en/topic/default?id=fetal-monitoring-90-P02448
https://www.hopkinsmedicine.org/health/conditions-and-diseases/diabetes/gestational-diabetes
http://www.riversideonline.com/patients-and-visitors/healthy-you-blog/blog/w/what-are-the-warning-signs-of-gestational-diabetes
https://doi.org/10.2337/diaspect.26.3.172
https://doi.org/10.1186/1758-5996-4-54
https://doi.org/10.1016/S0168-8227(99)00099-6
https://doi.org/10.1016/j.pcd.2014.03.001
https://www.analog.com/en/signals/articles/improving-quality-of-life-for-diabetics-with-cgm.html
https://doi.org/10.2337/ds18-0015
https://doi.org/10.1016/j.addr.2003.10.023
https://www.nyp.org/healthlibrary/multimedia/insulin-injection-areas-for-gestational-diabetes
https://www.premierhealth.com/your-health/articles/women-wisdom-wellness-/how-belly-bands-and-belts-help-relieve-pregnancy-s-discomfort


User Experience Design for Cultural
Heritage



Reviving Events, Historical Figures
and Artefacts in the Context of a Physical

Museum Exhibition

Antonis Chatziantoniou1, Vassiliki Neroutsou1, Michalis Sifakis1,
Emmanouil Zidianakis1, Nikolaos Menelaos Stivaktakis1, Eirini Kontaki1,

Andreas Pattakos1, Stavroula Ntoa1, Nikolaos Partarakis1(B), Margherita Antona1,
and Constantine Stephanidis1,2

1 Institute of Computer Science, Foundation for Research and Technology—Hellas (FORTH),
70013 Heraklion, Crete, Greece

{hatjiant,vaner,misi,zidian,nstivaktak,anpattakos,stant,
partarak,antona,cs}@ics.forth.gr

2 Computer Science Department, School of Sciences and Engineering, University of Crete,
70013 Heraklion, Crete, Greece

Abstract. In this work, we present our approach towards reviving events, histori-
cal figures and artefacts in the context of a physical museum exhibition organized
by the National Historical Museum in the Old Parliament House as part of the cel-
ebration of 200 years since the beginning of the Greek Revolution. In this context,
several interactive systems were created to accompany the museum exhibits aim-
ing at augmenting the museum visiting experience through an interactive dialogue
with objects, places, persons and events.

Keywords: Interactive systems · interactive storytelling · interactive museum
installation · digital information systems

1 Introduction

The central anniversary exhibition highlighted the ideas, causes, persons, events and
results of the Greek War of Independence, as they were formed through conflicts and
compositions of different interests and traditions. The exhibition has been enriched with
a series of interactive systems designed and implemented by ICS-FORTH to serve the
needs of the exhibition.

The systems focus on several topics in the exhibition:

• The Chart of Rigas, where a large interactive view of the Chart allows visitors to
explore the complex content of this landmark work of Rigas Feraios.

• TheAthensBazaar, an excellentwatercolour by the traveller EdwardDodwell, depict-
ing the inhabitants of the city in the early 19th century, is presented on a touch screen
and offers information about society at the time.

• Weapons of theRevolution, a “smart” interactive showcase of relics of theRevolution.
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• The Press of the Revolution, a system that presents on a touch screen articles about
the Revolution from Greek and Foreign Newspapers of the 1820s.

• The Chronology of the Struggle unfolds in two large interactive touch projections
and presents events, persons and places of the Revolution.

2 Background and Related Work

The evolution of interactive ICT technology [1, 2] has provided today a plethora of
new applications of Virtual and Augmented Reality (VR) [3–6]. At the same time, MR
presents real and virtual world objects together on a single display [7, 8]. Recent and
current research activities on Virtual Museums [9] are exploiting the aforementioned
technical progress and have identified new technological methods and development
tools [10, 11].

In this context, CH institutions have identified the potential of increasing their appeal
and enhance their visitor’s engagement through interactive installations that include
some form of public information displays [12]. In addition to improving the aesthetic
experience, Mixed Reality (MR) environments positively influence visitor experience,
thus favoring the probability of revisiting a specific attraction [13, 14]. Apart from
providing an enjoyable experience, MR installations can facilitate cultural awareness,
historical reconstruction and heritage awareness. State-of-the-art approaches are not
limited to installations in indoor spaces [15, 16], but can also involve vehicles that act
as portable kiosks [17].

2.1 New Museology and Immersive Cultural Experiences

Today in the post-COVID era Cultural Heritage Institutions seek newways to attract and
engage new visitors [18]. One of the ways to obtain a competitive advantage in this era
is to implement strategies that have been proposed a long time before the pandemic such
as investing and implementing interactive experiences on-site [19, 20]. In the context of
the newmuseology [21], telling stories through immersive cultural experiences has been
proposed since it provides a feeling of being inside or part of the story [22]. Modern
technology provides additional benefits to the museum storyline since the visitor is able
of exploring a virtual world, perhaps from the viewpoint of one of the characters in the
story [23]. Furthermore, through user immersion, a “sense of place” and a “sense of time”
contributes to the creation of memorable moments that bind the audience to the story.
Examples of engaging storytelling experiences include (a) exploring collections, creating
virtual paths, and making links between artefacts [24]; (b) exploring narratives and
through them digital collections linked with them [25]; and (c) experiencing interactive
stories authored on top of museum collections [26].

3 Overview of Interactive Experiences

The basic storyline created by the museum evolves in three axes. The first regards the
presentation of the events of the revolution, the second dives into the social aspects of
living under the Ottoman rule and the third is on providing stories on great personalities
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of the revolution through their tangible remains that are exhibited in the museum (their
weapons). Information on the first axis is transmitted through a map of the key location
and a timeline of key events accompanied by testimonies recorded on the printed press
of the time. The second axis is transmitted through analysing the social structure through
a painting of the Athens bazaar of the time. The third axis is presented by linking the
weapons of the revolution with audiovisual story production. In this section, we analyse
each of the systems individually.

3.1 Chart of Greece

The interactive system “Chart of Greece” has a central role in the subsection “Modern
Greek Enlightenment” which features the importance of the Age of Enlightenment and
its influence in the Greek War of Independence (1821). The interactive system presents
the life of Rigas Velestinlis who published the Chart in Vienna (1797). It also presents the
impact of his work, his associates, the symbols, the historic places and the coins depicted
on the Chart. A special mention is made of the French Revolution and its influence on
Rigas’ ideas.

The interactive systemwas implemented in two versions: The first one, to be installed
in the exhibition spaces of the Old Parliament Building, comprises an oversized projec-
tionwith a touch-screen and users can interact bothwith touch and through an augmented
physical object (see Fig. 1). The second version is simpler, for the system to be presented
through a single touch screen so that it can travel to different cities for temporary or
long-term exhibitions.

Fig. 1. The Chart of Greece

3.2 The Athens Bazaar

The Athens Bazaar presents a watercolor drawing from the early 19th century. Users
interact via a touch screen. The system was installed both in the museum and in regional
exhibitions organized by the museum. The drawing depicts the inhabitants of the city in
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the early 19th century. Figures revivewhen interactedby thevisitor to present information
on the social context of the period including trade and professions, traditional crafts,
places of social activity and historical figures (see Fig. 2).

Fig. 2. Edward Dodwell: The Bazaar at Athens

3.3 Weapons of the Revolution

The Weapons of the Revolution is an Interactive Showcase that presents historical
weapons and other relics of the Revolution. The system comprises a physical show-
case and a projection screen. When a visitor touches the glass of the showcase over a

Fig. 3. Weapons of the Revolution
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certain object, a multimedia presentation in regard to that object is shown on the screen
thus extending and enhancing the provided information (see Fig. 3).

3.4 The Press of the Revolution

The Press of the Revolution is a Historical Texts Anthology that presents selected articles
from Greek and English language newspapers dating from the early 19th century. Users
interact via a touch screen for the selection of articles (see Fig. 4).

Fig. 4. The Press of the Revolution

3.5 The Chronology of the Struggle

This is an interactive timeline application that present historic information in the form
of an information stream with which the user can interact to extract information. Several
categorizations are available to support information filtering. An indicative screenshot
of the system in its operational mode is presented in Fig. 5.
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Fig. 5. The Chronology of the Struggle

4 Conclusion

In this paper, we presented a number of technologies integrated in a museum exhibition
organized by the National Historical Museum in the Old Parliament House as part
of the celebration of 200 years since the beginning of the Greek Revolution. These
technologies were carefully selected to augment visitor experience per thematic area-
type of exhibit thus allowing both interactive presentation of information on historic
artefacts and intuitive touch-based information retrieval.

Acknowledgment. The authors would like to thank the National Historical Museum in the Old
Parliament House for their valuable collaboration and contribution to the success of this work.
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Abstract. In this paper, we present an interactive guided tour of the House-
Museum of Eleftherios Venizelos located in the city of Chania, Crete, Greece.
The mobile application is using a mixture of Bluetooth beacons and Augmented
Reality (AR) to expand the museum experience both while visiting the museum
and when planning for a museum visit. In terms of tour personalisation, several
options are provided including short and long tours and audience-specific tours
for younger generations.

Keywords: Mobile tour guide · AR ·Mobile localization

1 Introduction

For the past three decades, tourism research has endeavoured to describe sustainability in
the field. Through this effort, researchers were able to formulate the concept of sustain-
able tourism and have it show positive results by establishing a theoretical foundation
and expanding the base of quantitative studies. Sustainability in tourism has been an
active research field for the past three decades [1–5]. At the same time, the emergence
of mobile information technology as a commodity in our daily life has provided new
opportunities for its exploration in the domain of tourism.

The role of mobile technology in tourism has been emphasized and conceptualized
under the term smart tourism [6–9]. Modern high-power mobile devices and mobile
internet services allowed the further penetration of mobile technology into daily life
[10]. As a result, the importance of ICT in tourism was acknowledged [11, 12].

This work builds on the technical advancement in mobile technologies and exploits
Bluetooth localization of mobile devices and RGB-based feature recognition for AR
augmentation to develop a mobile tour guide that can supplement the museum visiting
experience through mobile location detection and museum exhibit recognition.
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2 Background and Related Work

The evolution of mobile tourism applications and services generated a new trend of
mobile tour guides with one of its applications being in the domain of museums focus-
ing both on the tangible and intangible cultural heritage dimensions [13, 14]. Those
approaches facilitate mobile technology in standalone mode or in combination with
stationery ICT technology to provide various forms of mixed reality experiences [15].
Museum tour guides explore mobile technologies to enhance the museum visiting expe-
rience and over the years several different approaches have been proposed including
ones that blend virtual humans in the physical space [16–19] and approaches targeted to
the provision of cultural information to people with disabilities [20, 21].

In this research work, we implement a cost-effective localization feature for mobile
tour guides based on the combination of AR-based scene feature detection and Blue-
tooth beacons. Bluetooth beacons are used for a rough estimation of the location of the
mobile device (e.g. the room it is in) while AR-based localization provides fine-tuning
based on the detected features. Together they implement an efficient yet cost-effective
localisation approach validated in the context of a museum installation. Among these
mobile-AR based tour guides have received a wide attention. From these we can dis-
tinguish two main categories. The first category is using AR-based recognition from
the mobile device’s camera for localization [22–24] and the second is using AR-based
recognition for artefact/point of interest recognition [25–30].

3 Overview of the Tour Guide

The Venizelos Museum mobile app provides a tour guide experience for visitors of
the Museum-Residence of Eleftherios Venizelos in Chania, Crete [31]. Users can select
among three different tours, including a complete tour of the premises and a tour focused
on children. The application suggests the next exhibit to visit according to the selected
tour but also allows the user to freely scan any exhibit’s QR code to view information
about it. The details view of each exhibit allows the visitor to view photographs of the
exhibit, locate it on the map and read or listen to an extensive description of the item.

Detailed maps of every floor of the museum along with location markers of every
exhibit are available, facilitating navigation. The app also communicates with Bluetooth
beacons placed around the museum to display on the map the room where the visitor
is currently located. If the user has started a tour, the map will only show the exhibits
included in the tour, otherwise, the map will display the markers for all the exhibits.
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Several exhibits have been enhanced with Augmented Reality features, indicated by
physical AR signs next to them. Scanning their QR code or navigating to their details
screen through the app enables an AR button that turns on the device’s camera to outset
the exhibit’s AR features. Some of the exhibits come to life and start moving, while
others show an animation, video or audio related to the exhibit.

The application is multiplatform and runs on iOS and Android phones and tablets.
On iOS, it is written in the Swift language [32], using the latest SwiftUI framework [33].
Location beacon communication is achieved using Apple’s iBeacon protocol [34], while
Augmented Reality features are powered by the RealityKit framework [35]. OnAndroid,
it is written in Kotlin [36], using standard Android mobile development practices. Aug-
mented reality features are powered by the AR Core framework [37]. Both versions of
the app share a common JSON data source containing information on exhibits, tours and
localized strings in four different languages (Greek, English, German, and French).

4 UI Overview

From the home page of the application, the user has the option to get information about
the museum itself or get started with one of the available tours. Among those, the
provided variations are long or short, tours that are adapted to younger audiences and
free exploration (see Fig. 1, a). Each tour is comprised of several information spots (see
Fig. 1, b). Each information point is linked to multimedia information (see Fig. 1, c).
While on the tour information points are visualised on the building’s mapwith the option
of filtering them based on the room they are on the floor (see Fig. 1 c, 1 e, 1 f). To support
offline visits to the museum this functionality is available both onsite and offsite. When
offsite, users can browse information points virtually through the digital map and get
more information about what’s available for them to explore.

The activation of information spots is accomplished either by selecting them through
the map or by scanning their respective QR code. Points of interest with AR content can
be also located through scanning of the room using the camera of the mobile device.
Further information is provided by linking the application with the Bluetooth beacons.
Using these beacons the application can localise itself within the museum and provide
information when entering or leaving a museum room.
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(a) (b) (c)

(d) (e) (f)

Fig. 1. (a) Mobile App home page, (b) Create personalised route, (c) Preview the route on your
mobile phone, (d) On-site AR information, (e) Information point details, (f) Accessibility options.
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5 Evaluation

The application has been evaluated following an expert-based evaluation with usability
and domain experts, namely museum curators. More specifically, evaluation was pur-
sued through the heuristic evaluation approach, according to which a small number of
evaluators assess the user interface of the application against well-established principles
of usable design, the heuristics [38–41]. The goal of the evaluation is to identify any
potential roadblocks or areas for improvement of the user experience, identifying for
each problem the usability principle that is violated. A total of five experts assessed the
system across three iterations; in each iteration, the evaluators carefully examined the
interface and reported the problems identified, while after the evaluation the interface
was updated based on the recommendations provided.

Once the system was deemed acceptable in terms of usability, it was installed at the
museum, where it has been used until today by more than 2,000 visitors. This section
summarizes findings from the expert-based evaluation, as well as from in situ audits
observing the system in action, outlining lessons learned that may be useful for designers
of AR museum experiences.

More specifically, the following user experience issues we identified:

• User localization with beacons requires extensive testing to avoid erroneous recog-
nition, which then causes serious problems for the UX.

• It is important to be able to correctly identify the user’s location and whereabouts in
themuseum and to provide information through themobile guide, correctly indicating
which exhibits the user has already visited and which are pending to see.

• Museum maps displayed on mobile phone screens should present information grad-
ually, depending on the zoom level, to avoid information ‘pollution’ resulting in poor
usability.

• Users should be able to deviate from a selected guided tour (e.g. to see an exhibit
that seems interesting and get information about it) and resume the tour at their own
convenience, continuing where they left off. In our application, this was supported
by scanning the QR code next to the exhibit of interest and then selecting the guided
tour to resume.

• Information about the museum exhibits should be available both on the map and as
a list (e.g. list of exhibits available in a guided tour) to support different navigation
modalities and user preferences.

• Museum exhibits placed in a glass display case may cause problems with the feature
detection algorithms used in AR. In our approach, this was bypassed by utilizing QR
codes placed in close proximity to the exhibit, outside its display case, which acted
as anchors for determining the correct location to display the AR objects.

• The AR viewing experience should afford sudden movements of the camera made
by users trying to initiate the AR mode, ensuring to the best possible extent that the
AR object is not displaced from the user’s screen.

• In the case that only specific museum exhibits are augmented with AR, this should be
clearly annotated not only in the mobile AR application, but also through a physical
sign in the museum. Otherwise, visitors may miss the AR experience or try to initiate
AR in exhibits not supporting it, thus creating frustration for visitors. In addition,
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in situ observations revealed that to launch the camera for AR, users sometimes
pressed the “Scan QR” button always available in the app’s main menu instead of the
dedicated AR button shown only on the AR-powered exhibit’s details screen.

6 Conclusion

In this paper, we provided an overview of a museum tour guide application that provides
alternative visitingmodes to support seamless information provision to various audiences
and visiting periods both offsite and onsite. For user localization, a mixture of Bluetooth
beacons and RGB image feature extraction is employed to provide targeted information
on the location the user is in the museum and specific exhibits that through QR codes
provide information blended with AR features. The application is currently available
both for android and iOS-based devices through the respective app stores [42, 43].

Acknowledgement. This project was funded by the European Regional Development Fund,
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Abstract. The fully immersive virtual reality experience leads to living new cog-
nitive and scientific experiences giving an additional dimension and value to the
public. New paths of reflection around valorization and mediation of heritage are
crossed. The 360°VR Videos seem to offer innovative solutions to facilitate the
involvement of communities in the definition and valorization of their inheritance.
The main purpose of this paper is to study virtual reality devices and techniques
in the context of heritage mediation. We propose to understand the nature of the
mediations implemented and their potential uses for culture heritage mediation.
Furthermore,we highlight themechanisms of immersive storytelling in 360° video
and the influence they have on the audience’s perception, particularly the sense of
presence.

Keywords: Virtual environment · 360° videos in VR · Culture Heritage ·
Mediation · Public · Valorization · Immersive storytelling

1 Introduction

The monumental and patrimonial richness, and the diversity of the cultural offer, can
constitute themainmotivations for the designers and researchers to promote and enhance
the culture through digital technologies.

We are assisting in a revolution in the approaches and modalities of creation. The
use of virtual reality technology, more specifically the 360° VR videos, in the recon-
struction of cultural heritage has demolished the frontal relationship with museums and
monumental sites. The advantage of these technological tools consists not only in the
fact that they make it easier to conserve and safeguard information relating to heritage
elements but also in the opportunities they offer to access and valorize this information.

We can identify that these new digital tools seem to provide innovative opportunities
to facilitate the engagement of communities in the definition of their heritage.Wewonder
how and in which way the virtual environment can be considered a medium for cultural
heritage mediation. What changes the perception of the public? Indeed, immersive vir-
tual reality, as a new medium, offers new approaches to producing and telling a story
about a heritage or monumental site. The storytelling in VR or “immersive storytelling”
questions today the conventional narrative mechanisms to offer new immersive stories.
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The main contribution of the paper is to investigate the technique of 360° VR video,
which is based on immersive storytelling. We wonder if this technique contributes to
the immersion of the user in the preservation and valorization of cultural heritage. The
approaches introduced are tested in the context of a case study on the preservation
of the tradition of olive oil extraction (the case of the traditional oil mill in the ancient
region ofMatmata - South Tunisia). Indeed, this article questions the immersive narrative
mechanisms implemented and the influence they have on the perception of the public,
particularly the feeling of presence.

2 Concepts and Approaches

2.1 Culture Heritage

Traditionally, the term “cultural heritage” refers to tangible heritage. However, in the last
decades of the century, the meaning of the term has been extended to include intangible
heritage. Cultural heritage as introduced by UNESCO [17] includes tangible heritage
(TCH): (artworks, monuments, buildings, archaeological sites, cultural landscapes, and
museums that are distinguished by their diverse values, as well as symbolic, historical,
artistic, aesthetic, ethnological or anthropological, scientific, and social meanings) and
intangible cultural heritage (ICH) embedded in cultural and natural heritage artifacts
(oral traditions, songs, artistic expressions, social practices, cultural events, knowledge
and practices related to nature and the universe).

2.2 Mediation

The notion of mediation has considerably evolved and it has taken various orientations
according to the cultural field in which it is applied and according to the actors who
practice it, and the researchers who observe it. Today in the Sciences of Information
and Communication (SIC), it is rather to be understood as all the forms of intervention
to cultural character organized to the attention of the visitors [6]. The digital mediation
of cultural heritage is a form of heritage mediation that takes part in cultural mediation
at a wider dimension. It refers to the use of digital technologies to facilitate access,
comprehension, and valorization of cultural heritage for the wide public. It covers a very
large field of practices and actions within which digital technologies occupy a more or
less central place.

2.3 Technical Approach and Tools

In the paper entitled “Visiting Heritage Sites in AR and VR” [10], the authors tried to
examine and explore the potential of augmented reality (AR) and virtual reality (VR)
technologies that have been developed for heritage sites. They also examine the user
experience of these two applications and the role of these technologies in preserving and
communicating cultural heritage for future generations. Indeed, different methods and
techniques of communication and digital preservation are being developed.
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The devices of digital mediation of the heritage can be classified in multiple ways,
according to not only the technology, which they use but also regarding the use of the
technology and the intention of mediation in which they are involved. We can point out,
among others, the following non-exhaustive examples:

• The 3D Reconstitution Technology: the creation of 3D models is one of the key
elements of Virtual Reality applied to cultural heritage. This three-dimensional rep-
resentation has opened up new possibilities for mediation. Heritage sights can be
digitalized in 3D using such technologies as photogrammetry, laser scanning, or 3D
scanners [8, 11, 13].

• Augmented Reality (AR) is another technique, which can be used to enhance heritage
site visits. AR offers visitors additional information about heritage sites or reconstruc-
tions of lost structures. In “augmented reality in culture Heritage” [2], Boboc, R and
al. Present a comprehensive review of the use of augmented reality in cultural heritage
by examining a series of applications and case studies published on the Scopus and
Clarivate Web of Science databases over 9 years (2012–2021). The authors discuss
the benefits and challenges of using augmented reality in this context and suggest
future directions for research in this area.

• 360-degree VR video is a technique providing a fully immersive experience that
allows users to interact with and explore a virtual environment in a way that simulates
a real-world experience [19]. This technology has the potential to enhance users’
sense of presence and engagement, particularly in the context of tourism and cultural
heritage. These videos can be shot with special cameras and allow visitors to move
freely in the virtual environment.

• Interactive virtual tours: may be a useful tool in the context of cultural heritage,
offering the general public access to heritage while encouraging visitor participation
and engagement via an interactive and immersive experience. According to Aznoora
Osman and al. [1], interactive virtual tours refer to virtual environments that enable
users to navigate, explore, and interact with virtual objects or scenes in real-time.
Indeed, visitors can interact with 3D models, interactive maps, videos, and images to
better understand the history and significance of sites.

In other words, VR offers many possibilities for the preservation, promotion, and
mediation of cultural heritage while making it more accessible and interactive. In this
paper, we will only look at the technique of 360° VR video in VR, which is based on
immersive storytelling.

3 The 360° VR Video in the Context of Cultural Heritage

Some definitions of Virtual Reality highlight the subjective and experiential nature of
presence [3, 4] in virtual environments and emphasize the importance of immersion,
engagement, and interaction with the virtual world in a natural and intuitive way [15].

Overall, the concept of presence is a key concept for the evaluation of virtual reality
experiences, especially in relation to the cognitive and emotional aspects that contribute
to the perception of the virtual environment. To communicate and preserve a cultural
heritage it is important to have access to the experience of the community and the key
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people involved in this heritage. In the case of this work, we have used a case study to
explore the techniques of immersive storytelling in the context of heritage valorization.

3.1 Methodological Approach and Tools

The 360° video in VR is getting more and more popular in the field of tourism and
cultural heritage. Maud C. & Chris I. [9], and Wimmer, J. et al., [18] state that the
combination of 360° video with immersive storytelling, forms an approach that allows
to the creation of captivating and engaging immersive virtual experiences. One of the
main advantages of this technology is to allow users to move around the environment
at 360° and explore, for example, the interior of a historical building, walk around a
statue or monument, admire a picturesque landscape, discover a story, a plot, characters,
etc. The 360° video can be also associated with interactive elements, such as interactive
menus, contextual information, historical details, dialogues, three-dimensional sounds,
and special effects; to create a significant immersive experience.

To film the environment at 360° it was necessary to use specific cameras called
360 cameras. We can mention here, as a non-exhaustive reference: (Samsung Gear, the
KandaoObsidian | 8K, the Insta 360, the insta 360OneX,OneX2 orOneX3, etc. (Fig. 1).
Indeed, these cameras produce an immersive video format where the user chooses his
point of view and chooses the type of experience he wants to conduct in space, defined
by a sphere around him.

         a                                    b                            c

Fig. 1. (a) Insta 360 one x2 (b) Kandao Obsidian S, (c) Samsung Gear

The realization of a video in 360° requires three steps:

• The pre-production stage in filming 360° videos involves planning and preparation
before the filming takes place. This stage involved these main steps:

– Concept Development: This involves coming up with the idea for the 360° video,
including the story, the message, and the target audience. It also involves determining
the goals and objectives of the video (the case of cultural Heritage).

– Scriptwriting: Once the concept is developed, the next step is to write a script. The
script should include a detailed storyboard that outlines the camera angles,movement,
and action.

– Location Scouting: This involves identifying potential locations for filming and deter-
mining whether they are suitable for 360° video. Factors to consider include technical
planner: camera placement, lighting, audio recording, and the availability of power
sources. Indeed, before filming it will be rather to plan some shots, to think about the
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story we want to tell and the specific scenes we need to capture. Consider the location
and any obstacles that might affect the filming. (Fig. 2).

– Casting: If actors are required, the casting process involves selecting individuals who
are suitable for the roles. This involves also planning the look and feel of the video,
including the costumes, props, and sets.

Overall, the pre-production stage is crucial to the success of a 360° video. A well-
planned and executed pre-production stage can help ensure a smooth and efficient filming
process and a high-quality final product.

• The Second step is production. Once everything is set up (we will need to set up
the camera in the location we want to film, and make sure it is properly calibrated
and configured), it is time to start filming. Because we are capturing a 360° view,
we will need to think carefully about camera placement and movement to ensure the
capturing of the action from all angles. In addition, as we are filming, it is important
to monitor the footage in real-time to ensure everything is being captured correctly.
This can be done using a VR headset or other specialized equipment (phone with a
specific application for the camera).

• The Third step is Post-production. Once filming is complete, the footage will need
to be stitched together using specialized software. This process takes the separate
images captured by the camera and combines them into a single, seamless video.
Here we can also apply effects like horizon correction and improve stitching quality
with specific software (our case insta360 studio, Fig. 3). After, we can edit the video
just like any other video production. This includes adding effects, transitions, and
sound effects with specific software (Final cut, Davinci resolve, adobe premiere pro,
etc.). Once the video is complete, it can be exported in a variety of formats depending
onwhere itwill be displayed (The structure of the video is designed and presented for a
Head Mounted Display (oculus RiftS). The link to the video is provided online [16]).
Overall, producing 360° video requires careful planning and execution to capture
the immersive experience that this medium offers. Where the classic format offers
broadcasting on a flat screen, thus inducing a certain distance with the user, the 360
video offers a 360-degree vision, made by the combination in post-production of the
different shots, respecting the specific methodology of 360 video editing.

a b c d

Fig. 2. (a) the porch of the oil mill, (b,c) the Inside of the oil mill (d) the pressing machine.
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Fig. 3. Stitching Step on insta360 studio.

3.2 VR Storytelling

Digital approaches applied to the preservation and enhancement of a community’s cul-
tural heritage must take into consideration some elementary details related to the history
and cultural significance of that heritage. Indeed, interactive digital storytelling systems
provide users with an immersive experience by allowing them to control the events and
elements of the story and interact with the narrative environment.

Dooley [5] claims that this emerging medium requires a new “screen grammar”
which refers to the rules and conventions of this particular visual storytelling in order to
tell stories and engage audiences. This means that filmmakers need to carefully consider
how to guide the audience’s attention and tell a cohesive story.

Our video has been recorded by Insta360 one x2 Camera. The sound and the voice-
over of the storytelling were recorded separately with ZoomH3-VR virtual reality audio
recorder. We elected not to perform any specialization of the sound and chose to present
sounds in a binaural way. We ensured as much as possible, the guidelines of the story-
telling (on the left side, in front of you, etc.) [12]. In fact, to orient the users, storytelling
still has the main and the utmost unique guidance for them. The visitors could be trans-
ported back in timemore than 300 years to a specific place. Themain actor heads toward a
deep underground hole called the amazing traditional winepress or the stone press whose
builders. They could then explore the environment and interact with virtual sounds and
characters to learn more about this traditional method of pressing olive (Fig. 4).

Fig. 4. Screenshots from the 360°video, extended panoramic overview

Overall, storytelling in virtual reality provides a powerful way for visitors to be
engaged in a new and exciting way. Maud Ceuterick & Chris Ingraham [9] (2021),
highlight that by creating immersive and personalized experiences, history can be more
accessible and engaging to a wider audience. Then, Visitors can experience cultural
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heritage in a more meaningful way, and gain a deeper appreciation for the importance
of cultural heritage objects. Interactive storytelling is another powerful approach that
cultural heritage institutions can use in virtual reality exhibits [14]. By allowing visitors
to make choices and interact with virtual characters (learn about their perspectives and
experiences, objects, sounds, etc.).Visitors could play, for example, the role of a historical
figure and make decisions that affect the outcome of the story.

3.3 The Immersive Binaural Sound

Immersive binaural sound is a crucial component of immersive storytelling. It is often
used to create a realistic atmosphere and enhance immersion in the story or virtual envi-
ronment. This technology produces a 3D sound experience for the users. It is designed
to simulate the way that our ears perceive sound in the real world, by using special
microphones that capture sounds from different positions and by using algorithms to
process those sounds and play them back through the headsets. Binaural sound can also
create a sense of spatial awareness that is crucial for immersion. Besides, it also can be
used to provide audio cues or to direct the user’s attention to important elements and
this is what makes it an essential element of the story or the virtual environment of the
story.

3.4 Point of View and Sense of Presence

Immersive video in 360° can greatly enhance the experience of cultural heritage sites
for visitors. By creating experiences that enhance empathy and emotional connection
with cultural heritage sites, visitors may be more interested in appreciating and caring
for these sites, leading to greater preservation efforts.

In fact, this immersive technology aims to submerge the spectator in the space of the
story. In the historical and archaeological mediation, the use of immersive techniques
requires questioning the point of view that the narration seeks to develop and thus the
place given to the spectator in the visit that we have proposed to him [7]. It seems to be
relevant to highlight the human stories behind cultural heritage sites, such as the daily
lives of people who lived in a historic building or the cultural significance of a particular
artifact (the case of the oil mill).

By sharing these stories through immersive video, visitors can develop a deeper
emotional connection to the site and a greater appreciation for its cultural significance.

4 Conclusion

Storytelling is at the center of the development of VR technologies. It allows a new
extension of artistic expression in order to make the public live through new experiences.
Thus, thanks toVR,wecan submerge the user in a parallelworld or allowhim to transpose
himself into situations in which he could not live in normal times.We can see below here
some relevant points that summarize the new values offered by VR applied to cultural
heritage:
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– The user observes and establishes an emotional connectionwith the space just through
his presence in the VR world.

– The strong sense of presence in the Virtual world breaks the distance between the
space - the user - and the reality.

– Associated with an immersive narration (storytelling), the user can be integrated into
VR environments, which project him into an unexpected immersive experience.

– The user observe-Interact in Virtual Environments.
– The user is not passive, he operates an active perception. The sensorimotor theories

of perception have developed in opposition to a linear and sequential conception of
the perceptive process.

Such a conception of perception has a fundamental implication on the definitions
of immersion in virtual environments, such as cultural, architectural, and archaeolog-
ical heritage: the process of interaction is already at the center of the phenomenon of
immersion.
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Abstract. Intending to excavate and organize representative Cantonese cultural
resources, the author proposes a method and process for constructing Cantonese
cultural design resources based on creative design. This essay begins by thor-
oughly surveying the needs of dialect designers to set clear design objectives. The
second section describes howCantonese cultural knowledge is organized and cate-
gorized, creating a classifiable system geared toward Cantonese creative designs.
Additionally, the dialectal culture monomer resources are further designed and
translated to identify the knowledge framework of cultural design monomer infor-
mation. Finally, the Cantonese cultural design-resource-library is constructed by
combining the user requirements, the knowledge classification system of Can-
tonese culture, and the cultural monomer knowledge framework. The Cantonese
cultural design resource library is a valuable resource for designers to improve
efficiency and elevate the standard of design within Cantonese culture, promoting
the inheritance of Cantonese culture.

Keywords: Dialect culture · Cantonese · Design-resource-library · Culture
creative · Classification

1 Current status of Dialect Culture Resource Library

Currently, there are twomain areas focusing on the theoretical investigation and practical
research of dialect culture resource databases. The first area of focus is on the collec-
tion and documentation of dialect data, such as audible corpus, vocabulary, and other
linguistic data from various regions. Normally this data is usually preserved in text and
audio formats. Examples of such databases include the “Chinese Language Resource
Noise Database,” “Tianjin Dialect Speech File Resource Database,” and “Hong Kong
Cantonese Oral Corpus” [1], all of which are used to safeguard valuable dialect data.
The second area of interest in the application of dialects uses digital technology to
achieve speech recognition and synthesis. For instance, the XunFei Input Method has
realized the recognition of 23 dialects through intelligent speech technology. Based on
current research, Most studies in dialect resource libraries have primarily concentrated
on linguistics and computers. Aiming to collect, preserve, and apply dialect ontology
knowledge. However, they lack the collection of dialect using contexts, cultural conno-
tations, and spiritual characteristics, which makes it challenging to support the creative
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design of dialect culture. With the knowledge gathered from previous research, this
paper proposes an original method to construct a resource library for Cantonese cul-
tural design. Furthermore, it establishes a comprehensive and professional principle for
collecting Cantonese cultural design resources, a system for classifying knowledge, as
well as defining dialect cultural monomer information. Therefore, creative designers can
have easy and convenient access to these access designmaterials and cultural knowledge,
ultimately promoting Cantonese culture’s creative design and development.

2 Product Positioning and Requirements Analysis

The purpose of constructing the Cantonese Cultural Design Resource Library is to
explore and collect cultural design resources that embody the unique characteristics
of the Cantonese region. Additionally, it aims to organize dialectal cultural knowledge
systematically and scientifically from the creative design perspective. The primary users
of this library are creative designers. To facilitate designers in obtaining and utiliz-
ing Cantonese cultural design resources for enhanced dialect visual design, this study
analyzes the needs of designers based on relevant literature and case studies in dialect
creative design.

The identified needs of dialect creative designers include:

1. Obtaining representative dialect cultural elements: During the research and analy-
sis phase, designers aim to acquire dialect cultural elements that best exemplify the
distinctive features of Cantonese culture, focusing on a specific theme or cultural phe-
nomena. These cultural elements should be intuitive and easily understandable while
possessing a compelling narrative and cultural value, evoking emotional resonance
in viewers, and prompting contemplation on culture.

2. Acquiring the characteristics of cultural elements: Designers must also comprehend
the characteristics of dialect cultural elements to proceed with the design creation.
These attributes can be presented in the form of text, images, audio, and video.

3. Accessing Design Case: In the design conception stage, designers require relevant
design cases aligned with their design goals and positioning to derive inspiration.

The purpose of constructing theCantonese cultural design resource library is to facili-
tate designers in accessing themost representative dialect cultural elements of Cantonese
culture and their corresponding characteristics. Additionally, the library aims to offer
diverse dialect design cases across various design types. As a result, the construction
process of the Cantonese Cultural Design Resource Library is illustrated in Fig. 1.
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Fig. 1. Construction Process of Cantonese Cultural Design Resource Database

3 A Study on Classification of Cantonese Cultural Design
Resources

3.1 Dialect Cultural Knowledge Classification

Within the context of this essay, the termDialect Culture refers to three elements: dialect
usage, dialect phenomena, and the dialect itself, which hold cultural significance and
value[2]. According to this definition, dialect culture can be divided into three parts. The
first part is dialect ontology knowledge, which includes pronunciation, vocabulary, and
grammar. The second part consists of dialect phenomena that hold cultural significance,
referring to the expression of local namesake through dialect, including architecture,
common tools, clothing, diet, etc. Finally, the third part is dialect folk customs and art
with cultural value, such as blessing and tabooed words, proverbs, sacrificial worship,
and other folk activities. This includes dialect literature and art, such as folk songs, local
music, local drama, and story legends [3].

3.2 A Classification System of Cantonese Cultural Knowledge

The Cantonese is a significant part of Guang Fu culture, and Guangzhou is the center
of this culture[4]. So, this paper focuses on the Cantonese culture in Guangzhou. The
author classifies it into three categories based on the linguistic circles’ classification
method. These categories include 1) Cantonese ontology knowledge [5]; 2) Cantonese
phenomenon with cultural value and significance [6]; 3) Cantonese folk customs or art
with cultural value and significance [7]. To establish the classification system of Can-
tonese cultural knowledge, this essay extensively researched and analyzed various liter-
ary works, such as Annals of Guangzhou Dialects, Guangzhou Folklore Ethnography,
and List of Guangzhou Language Intangible Cultural Heritage.

3.3 The Classification System of Cantonese Cultural Knowledge for Creative
Design

The previous categorization of Cantonese cultural knowledge focused on linguistic
aspects. Regarding the design resource library, it is important to classify and organize cul-
tural knowledge from a creative design perspective. Cantonese culture contains a wealth



Research on Construction of Cantonese Cultural Design 509

of cultural information, and this study aims to select culturally representative elements
suitable for design creation [8]. Firstly, this paper provides guidelines for collecting Can-
tonese elements that apply to creative design requirements by analyzing literature and
design cases. In addition, distinctive and design-relevant Cantonese cultural elements are
identified based on these guidelines and the frequency of cultural element occurrence.
Finally, an oriented classification system of Cantonese cultural knowledge for creative
design is constructed, as shown in Fig. 2.

Fig. 2. Cantonese Cultural Knowledge Classification System of Creative Design

Principles for collecting Cantonese cultural monomers based on creative design
requirements are as follows:

1. Reflect the Cantonese region’s unique historical, traditional, and humanistic char-
acteristics, promote cultural identity, and enhance social cohesion in the Cantonese
area.

2. Highlight Cantonese culture’s independence and distinctive traits, incorporating ele-
ments that showcase the people’s unique personality while reflecting the local cus-
toms, seasonal traditions, climate, scenery, and traces of daily life in the Cantonese
region from the past and present.

3. Embody the unique linguistic features of Cantonese, including its distinct pronunci-
ation system, peculiar vocabulary, and unique written expression system.

4. Facilitate dialect design creation: widely accepted, evoking emotional resonance
and cultural identification, also allowing for creative exploration in both visual and
auditory aspects.

4 A Study on the Classification of Cultural Monolithic Knowledge
of Cantonese

4.1 A Study on the Classification of Dialect Culture Monolithic Knowledge

Dialect culture is a subset of language culture. In this regard this essay categorizes dialect
cultural knowledge into three aspects: 1) Dialect ontology information, including pro-
nunciation, phonogram, text, and semantics; 2) behavioral layer content, encompassing
language usage and life situation associated with it; 3) Intrinsic cultural and spiritual
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essence of the dialect,which includes the historical and cultural background and the dom-
inant collective spirit or folk psychology. These deeper aspects constitute the essence of
dialect culture [9].

4.2 A Study on the Classification of Dialect Culture Monolithic Knowledge
in Design Resource Library

The above framework is based on linguistic perspectives. However, while applying in
design resource libraries, it is necessary to reinterpret the cultural information in dialects
within the framework to meet creative design requirements. In design research, the study
of objects typically considers aspects such as form, function, and experience. Addition-
ally, dialects are often regarded as linguistic symbols, consisting of signifiers (form) and
signified (content). Signifiers encompass pronunciation, written symbols, and so on,
while signified refer to the language’s functionality, conveyed information, and conno-
tations [10]. Therefore, it is essential to integrate dialect cultural resources by combining
linguistics and design while also leveraging the field of computer science to enrich the
information sources of dialect culture. The framework for dialect cultural knowledge in
design resource libraries should include four main categories: basic information, lan-
guage form information, language function information, and cultural spirit information,
as illustrated in Fig. 3.

Fig. 3. Classification framework of dialect cultural monomer knowledge in the design resource
library

5 Design Resource Library Application Instances

According to the method described above, the author developed a website for the Can-
tonese culture design resource library. By combining videos, audio, images, and texts, the
system provides a three-dimensional presentation of the core aspects of Cantonese cul-
ture, including dialect itself, local phenomena expressed in dialect, dialect customs, and
art. The main interface of the design resource library includes a homepage, dimensions
for displaying resource attributes and distinctive cultures, a design case library, a search
results interface, and a cultural resource display interface. Functionally, the system cov-
ers keyword search, multimedia storage, and playback, resource content management,
import and export of content, resource statistics, and more. The system’s information
architecture is shown in Fig. 4.
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The homepage of the design resource library presents an overview, resource statistics,
keyword search, and culture type screening function.Additionally, the overviewprovides
a comprehensive introduction to Cantonese culture. Moreover, the Resource statistics
section displays the number of available design resources. Users can use keyword search
to access relevant cultural resource information. Furthermore, on the search results page,
users can filter resources based on cultural type, functionality, and format, enhancing
the efficiency of their search. Lastly, users can conveniently filter materials based on
different cultural types and easily access detailed information.

Fig. 4. Information Architecture of Cantonese Design Resource Library

6 Conclusion

Dialect is not only part of the culture but also the carrier of cultural information. It
contains rich cultural knowledge and is an important source of inspiration for cultural
creative design. This paper focuses on Cantonese culture and proposes a method for
constructing a design resource library tailored to the needs of the creative design field.
The library includes a classification framework and collection principles specific to
Cantonese culture. This resource library facilitates easy access to comprehensive, pro-
fessional, and diverse design resources for creative designers by addressing the lack of
standardized and targeted Cantonese cultural knowledge. It aims to enhance the effi-
ciency and quality of dialect cultural creative design while promoting the inheritance of
Cantonese culture.
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Abstract. We’re creating an automatic system, based on autoencoders,
to transcribe dance videos into labanotation [1], a movement notation
system. Manual labanotation generation is a time-consuming process
that requires specialized knowledge. Our system aims to save time and
provide a valuable tool for choreographers, dancers, and anyone inter-
ested in documenting body movement. Our system analyzes RGB videos
of dancers, isolates their movements, and generates labanotation as an
image. The process involves extracting the 3D skeleton, segmenting
movements, identifying them, and mapping them to Laban symbols. In
our research, we focus on segmenting the movements of the dancer’s
lower body. We calculate the angles of the legs and use them as features
to train an autoencoder. This approach, inspired by [2], has not been pre-
viously explored for human movement segmentation. Human movement
segmentation remains a hard problem due to the temporal complexity
among the high-dimensional motion features. Our work aims to auto-
matically generate labanotation for Greek folk dances, contributing to
the preservation and transmission of dance-related Intangible Cultural
Heritage (ICH). The system is integrated into the CHROMATA online
platform [3], which offers AI tools for analyzing, classifying, and annotat-
ing ICH content. This integration assists designers in creating immersive
experiences based on ICH.

Keywords: Autoencoders · Labanotation · Folk Dances

1 Introduction

The segmentation of human motion is a complex problem. Segmenting and
understanding human steps has numerous applications, such as choreography
analysis and automatic notation in Labanotation. In this study, we tackle the
problem of segmentation using an unsupervised approach. Unlike supervised
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methods, unsupervised methods do not require a large amount of annotated
data. The lack of annotated data for training algorithms in generating Labano-
tation highlights the importance of approaching the problem in an unsupervised
manner.

2 Related Work

Signal segmentation techniques find applications in various domains and prob-
lems involving the analysis of sequential data. Some of the areas where these
techniques are used include speech processing, time series data, computer vision,
bioinformatics, sensor data analysis, and medical signal processing.

2.1 Human Movement Segmentation

Motion segmentation has the ability to partition lengthy sequences of high-
dimensional human motion data into fragments that are semantically indepen-
dent in nature. This technique finds application in various domains, including
gesture recognition, primitive modeling, action recognition, robotics, and human
movement recognition [4]. Manual segmentation of motion capture data is a
time-consuming and demanding task, as noted by previous research [5]. Tra-
ditional methods of human motion segmentation have predominantly concen-
trated on features associated with periodicity or angular velocity [6]. However,
these features only capture elementary aspects of motion sequences and are
limited in their ability to effectively segment complex motion patterns [7]. To
address this limitation and extract higher-level feature information, researchers
have proposed automated segmentation algorithms based on Kernel Principal
Component Analysis (KPCA) and Probabilistic Principal Component Analy-
sis (PPCA) [8] or Short-Term Principal Component Analysis (ST-PCA) [9] for
analyzing high-dimensional time series data in motion capture. Machine learn-
ing techniques, including kernel k-means and spectral clustering, have also been
applied to motion segmentation [10,11]. An alternative approach introduced by
Li et al. involves Temporal Subspace Clustering (TSC) [12]. Lin et al. have pro-
posed an optimal control strategy based on reverse optimization criteria and
residual estimation for determining segmentation points [13]. To improve seg-
mentation effectiveness, a low-level time segmentation algorithm utilizing cosine
distance has been developed [14]. Furthermore, researchers have explored Hier-
archical Aligned Cluster Analysis (HACA) as a temporal clustering method for
motion segmentation [15]. Lastly, rhythm-based segmentation has been proposed
from a dance rhythm/beat perspective [16,17].

2.2 Automatic Labanotation Generation

Regarding the automated extraction of Laban notation, some techniques focus
on spatial analysis of movements [17–20] for automated extraction of Laban
notation. They involve motion segmentation to divide the motion into elemental
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movements and spatial analysis to map them to Laban symbols. However, these
rule-based techniques have limitations in capturing the complexities of human
body movements. In other methods, movements and their Laban symbols are
recognized by comparing them to standard basic movements in a motion library,
using Euclidean distance and Dynamic Time Warping (DTW) [21].

More recent techniques employ Hidden Markov Models (HMMs) for label-
ing the lower extremities and Extra-Trees for the upper extremities [22]. Oth-
ers utilize the dynamics of machine learning to train algorithms such as Neu-
ral Networks and Extreme Learning Machines (ELMs) [23], Recursive Neural
Networks [24,25], as well as seq2seq models with and without attention mech-
anisms [26,27]. These approaches yield improved results compared to simple
spatial analysis methods mentioned earlier but necessitate an adequate amount
of training data.

3 Methodology

Our approach uses autoencoders to compare similarity in the latent space
between successive frames, determining segmentation points in a 3D skeleton
pose sequence. We extract motion information from knee-crotch angles, result-
ing in a time series of 2 variables.

The time series is divided into smaller chunks using a sliding window and
fed into the autoencoder to obtain latent representations. This sliding window is
continuously shifted with a constant stride until reaching the end of the signal.

Thus, essentially each time point is represented as a vector in the latent
space, and due to the sliding window, temporal information is embedded. The
autoencoder, in this context, acts as a feature extractor.

Given the latent representations, our algorithm then utilizes the concept that
frames within a segment are expected to display a greater similarity compared
to frames across different segments. The similarity between two feature vectors,
zi and zj, is given by:

G(i, j) =
zi · zj

‖zi‖‖zj‖ (1)

So the self-similarity matrix is computed, and starting from a frame, the
cosine similarity is taken into account with each subsequent frame until it reaches
a minimum value. Since the similarity measure can be noisy and may exhibit
several minimal points, an adaptive threshold is applied, so that a point is con-
sidered as a segment boundary only when it has a minimum and its value is
lower than the threshold.

In our method, two autoencoder architectures were employed. A 1D convo-
lutional autoencoder (CAE) was used as well as a full connected self-expressive
autoencoder (SEA). The 1D CAE functions as a feature extractor that encap-
sulates the temporal information.

The SEA receives the representations generated by the 1D CAE as input and
is trained to simultaneously minimize the mean squared error (MSE) and the
self-expressive loss.

Loss = ‖X − X̂‖ + ‖X − X̂‖ (2)
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where X̂ is the direct reconstruction and X̂ is the self-expressed reconstruc-
tion. This objective aims to bring representations expressing similar segments of
the signal closer in the latent space while pushing apart dissimilar representa-
tions.

4 Experiments and Results

The data used in this study obtained from the Dance DB1 and consists of 10
motion capture files of greek dances in BVH format of varying durations. From
each BVH file, the three-dimensional coordinates of the joints were extracted.
Each file was sampled to have a frame rate of 30 fps. To handle occasional sudden
variations in joint coordinates, a median filter was used to eliminate outliers
within the mostly noise-free data.

This study focuses on segmenting leg movements by extracting informative
features such as knee and crotch angles, thus each leg sequence is represented as a
time series with two variables. Separate experiments were conducted for the right
and left leg due to different segmentation intervals. Due to the limited availability
of annotated data and the difficulty of manual annotation, a rule-based algorithm
was developed for motion segmentation, that detects motion changes using the
minima of kinetic energy in the relevant limb. The rule-based algorithm, through
observation, effectively identifies logical segments of movements by detecting
changes that minimize the kinetic energy of the legs. While it serves as a suitable
ground truth for evaluating accuracy, it may have limitations with complex and
smooth movements.

Two experiments were conducted: one with noise-free signals and another
with synthetic noise introduced in the skeletons. Segmentation results were
obtained based on autoencoder representations as well as the characteristics of
the original time series. The second experiment involved training autoencoders
to denoise the signal and improve segmentation in the presence of synthetic
noise. A comparison was made with the rule-based algorithm applied to the
noisy signal, revealing its weaknesses in over-segmentation. The synthetic noise
induced local minima in kinetic energy, potentially causing over-segmentation
and exposing the weakness of the rule-based algorithm. However, the displace-
ment information of each leg during movement was preserved, such as forward
steps remaining predominantly forward with minimal alterations.

In the experiments, different window sizes, specifically 8, 16, and 32 frames,
were considered, with a stride value set to one. The adaptive threshold for the
i-th row is determined as the mean of the similarity values in the i-th row,
specifically from the i-th column to the (i+96)-th column. This implies that,
for a given frame, the adaptive threshold is computed as the average of the
similarity values across subsequent frames up to a duration of approximately
3 s, or 96 frames, in the similarity matrix.

1 http://dancedb.cs.ucy.ac.cy, the Dance Motion Capture Database of the University
of Cyprus.

http://dancedb.cs.ucy.ac.cy
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The evaluation metrics used were Recall, Precision, F1-score, and R-value
[28], with a tolerance of 16 frames. The R-value is a metric that takes into
account the over-segmentation that can lead to increased recall values, providing
a more robust quantification of segmentation performance.

The 1D CAE consists of three 1d convolutional layers with max pooling
and batch normalization and then a fully connected layer to produce the final
encoding. The first layer has 32 filters, followed by a layer with 16 filters, and a
final layer with 8 filters. Each layer uses a kernel size of 3 and a stride of 1.

Two layers were used as encoders of the SEA: the first layer has double the
dimensions of the input, and the second layer has the same dimensions as the
input representations. This configuration allows for a nonlinear transformation
in the initial space of representations generated by the 1D CAE.

Training was performed using the Adam optimizer with a learning rate of
0.001. The models were trained until convergence, with early stopping applied
after 20 epochs. A leave-one-out methodology was employed to train the autoen-
coders so we can evaluate the generalization capabilities of the learned represen-
tations. For our experiments, we used a NVIDIA GeForce RTX 3090 GPU.

The following results pertain to the average of the segmentation outcomes
for both legs (Table 1).

Table 1. Performance of the time series representation and the autoencoder latent
representations in noiseless conditions.

Method Window Size Recall Precision F1 R-Value

Initial features - 0.67 0.62 0.65 0.69

CAE 8 0.63 0.65 0.64 0.69

SEA 8 0.64 0.66 0.65 0.70

CAE 16 0.59 0.63 0.61 0.67

SEA 16 0.60 0.63 0.61 0.67

CAE 32 0.52 0.66 0.58 0.64

SEA 32 0.55 0.66 0.60 0.66

In noiseless case, the algorithm applied to the initial time series has higher
recall, while autoencoders achieve higher precision and similar F1 scores. R-value,
indicating segmentation stability, is similar for both cases, suggesting comparable
performance. Larger window sizes (e.g., 32) result in decreased performance,
indicating difficulty in capturing fast-paced changes (Table 2).

We observe that the rule-based algorithm performs poorly under noisy con-
ditions, with over-segmentation and low R-value. Autoencoders achieve higher
recall and outperform in all metrics. This demonstrates that the learned repre-
sentations likely contain substantial information that makes them more resilient
to noise. Increasing window size also leads to decreased performance.
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Table 2. Performance of the rule-based algorithm, the time series representation and
the autoencoder latent representations in noise conditions.

Method Window Size Recall Precision F1 R-Value

Rule-based - 0.69 0.37 0.46 0.27

Initial features - 0.57 0.61 0.59 0.65

CAE 8 0.72 0.62 0.67 0.69

SEA 8 0.67 0.65 0.66 0.71

CAE 16 0.66 0.61 0.63 0.67

SEA 16 0.69 0.62 0.65 0.68

CAE 32 0.57 0.61 0.59 0.66

SEA 32 0.62 0.62 0.62 0.68

A qualitative comparison of the generated Labanotation using the mentioned
methods in relation to the ground truth is shown below. It can be observed that
the networks manage to be more resilient to noise (Fig. 1).

(a) GT (b) CAE (c) SAE (d) RB(N) (e) CAE(N) (f) SAE(N)

Fig. 1. Comparison of Labanotation Generation outputs, where GT refers to the
Ground Truth, RB to the Rule-based algorithm and (N) refers to noisy experiments

5 Conclusions and Future Work

Autoencoders seems to be effective for unsupervised motion segmentation, even
in noisy conditions. The dynamics of the latent representations were observed,
indicating potential for improvement with more complex architectures and addi-
tional cost functions. Proper motion segmentation is crucial for analyzing motion
and transform it to labanotation where annotated data for training supervised
techniques is not readily available. The use of autoencoders for denoising and
segmenting motion could enhance also the results of rule-based algorithms in
generating labanotation, yielding reliable outcomes regardless of the available



Transcribing Greek Folk Dance Videos to Labanotation Using Autoencoders 519

data. In the future, we aim to explore more complex architectures. One idea is
to employ transformer models, training them in a self-supervised manner using
available non-labeled mocap files. Subsequently, fine-tuning could be performed
on a small set of annotated data for labanotation generation, leading to improved
performance.
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Abstract. This paper aims to examine the search and information behavior of
historians. The central question is, how historians achieve relevant results when
they are using retrieval systems for their research and how they interact with these
systems, especially when using digital source collections. Since problem-oriented
information needs are predominant in academic research, a qualitative study on
search and selection behavior was carried out. The results indicate that approaches
are targeted-oriented and that scholars heavily rely on extended search function-
alities and categorizations. Scholars arrive at relevant results through individually
developed strategies and with a high degree of willingness to make use of the
available options, even at the cost of a large amount of time. Transparency and
quality can be identified as central topics in several steps of search and result
evaluation. Hence, it is necessary that they are better addressed by digital cultural
collections and further information systems.

Keywords: Search behaviour · Selection behaviour · Digital literacy ·
Problem-oriented search

1 Searching and Selecting Information as Part of the Research
Process

Both information search and the interaction with search systems play a crucial part in the
everyday tasks of anyone working in research, also for historians. While certain systems
and collections – such as search engines and library catalogs – are used by scholars
of all disciplines, historians rely especially on historical sources. Written sources, such
as manuscripts, charters, diaries or inscriptions, are available in an increasing number
of digital cultural collections – such as primary source editions, thematic catalogs, and
other scientificmaterials. First born-digital collections are alreadybeing created as purely
digitally available publications.

But the digital provision not only facilitates access, it also means an obligation for
the providing institutions to supply effective and sustainable access for users. The func-
tionalities of the collections as well as the quality of their content determine which
information can be found and used. This requires – especially for the historical disci-
pline – a design that considers both the aspects of the scholarly work process, source
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criticism and its digital transformation, and the specific needs and procedures of the
users [1].

Search in an academic context particularly attaches great importance to cognitive
interest, evidence, analysis, interpretation and source criticism. [2, 3] In history, espe-
cially the latter is particularly strongly formulated and formalized in a methodical tra-
dition of academic work and quality assurance. The digitalization had and has a substi-
tuting, transforming and enabling impact on all aspects of academic work and scholarly
information practices. [4] For collections of historical sources, materiality, reproducibil-
ity and a new concept of authenticity play a key role. On that basis, Fickers pleaded for
a “new digital historicism” that addresses tools criticism and search literacy as further
relevant skills besides source criticism. [5] These play an important role in the selection
of search systems as well as in the evaluation and selection of information and search
results.

2 The Need for A domain-Specific View on the Search Process
and on System Interaction

Problem-oriented information needs [6] are predominant in academic research [7]. Thus,
the search process and the interaction with the system must be considered in the context
of prior knowledge, systems, and dynamic, iterative aspects of search [8]. Therefore,
a domain-specific view is necessary. Moreover, depending on the field, different types
of specific collections are used: Particularly relevant for scholars are archives, (univer-
sity) library catalogs, journal databases and digital libraries as well as digital cultural
collections. [7] All these collections have unique characteristics regarding interfaces,
functionalities and quality criteria.

While numerous studies deal with search strategies and selection behavior, address-
ing both the system and the user side, studies that deal with searching the web and
specifically library catalogs predominate. Where subject-specific collections are evalu-
ated, the focus lies primarily on functionalities, detached from concrete research ques-
tions and user needs. Qualitative investigations with a focus on specific disciplines and
their particular content-related and methodological needs are missing.

3 Search and Selection Behavior of Historians

3.1 A Qualitative Study on Search and Selection Behavior

To address the need for a domain-specific view that observes the information search in
the light of common methods and resources, seven historians focusing on the middle
ages and early modern history where selected as participants of this qualitative study.
In the qualitative interviews and observations, the participants were questioned on their
usage of collections and preferred and applied approaches of search, evaluation and
selection. They described concrete approaches and problems from their scholarly work.
The interviews were were conducted as expert interviews [9] and analysed using quali-
tative content analysis. This methods allows to develop topics and statements based on
the empirical material. [10] The results of the qualitative study were contextualized with
studies on the search and selection behavior of scientists and compared with log file
analyses of the repositories being mentioned by the historians [11].
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3.2 Specific Domains, Specific Needs – Main Findings of the Study

All participants described and reflected on their approaches to searching for informa-
tion related to their research. They contextualized them in their field of study, together
with describing and demonstrating them based on current or recent information seeking
endeavors.

Collections of regesta (brief descriptions ofmostly royal documents), OPACs, source
editions, and encyclopedias were named by almost all participants. The utilization of
physical locations like libraries was little discussed, as well as non-academic resources.
Mainly people with very specific questions (e.g., in the context of a dissertation or
book project) use specific collections also on site. More pronounced digital skills of
the scholars lead to a more extensive use of data. Also, the perception of digital and
printed representations differ depending on habits and on which representation is used
more regularly. Noticeable, all scholars described the use of one or two, usually highly
specialized, collection in considerate depth. Thus, the topics scholars are researching
highly predetermine what is used and lead to a high degree of specialization when it
comes to certain resources.

Regarding the search interface, priority is given to search with extended functional-
ities, categorizations and filtering options. A log analysis of one of the most frequently
named source collection, the Regesta Imperii, supports this pattern, as around 40% of
the queries where entered using the extended search interface. [12] This is a significant
difference to other resources and also library catalogs.

Five participants describe how they – depending on what is offered by the specific
collection – use the index, volumes, author names, topics and periods to restrict their
initial search results. The skimming and refinement of search results can be viewed as
one of the central patterns described. Larger result sets are not perceived as a problem.
Challenges are mainly mentioned regarding the quality of interface and content, espe-
cially when the scholars were very familiar with a collection.Wishes were more general,
for example with regard to search functions (better support of combined terms, full text
search, translation of content).

All respondents reflect on their approach (for example, by evaluating it or naming
important aspects). Nevertheless, they primarily use initially offered and directly visible
functionalities, even if these are otherwise criticized. One example is the sorting of the
search results. While chronology is preferred, relevance is perceived critically by all
participants who point out that it is best assessed by the users themselves. However, in
most collections discussed in the demonstrations of search approaches, relevance was
the initial setting. But in all cases it was used regardless the disapproval. This highlights
the importance of which functions and informations get placed prominently.

Criteria that the users name for the selection of results are especially the period the
information refers to, its reputation, and if they assume the information is interesting.
This results in a need for an overview of the available content of the collections and the
collection criteria. Criticism relates to (misleading) categories, insufficient topicality,
and insufficient or inconsistent preparation (depth of indexing) of content or data.

While there is a wide range of digital resources used, researchers have close ties
to specific collections. Through long-term research topics and long-term usage of spe-
cific collections, they have in-depth prior knowledge about the subjects as well as the
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collections. Scholars are willing to use the offered functionalities even by investing a
lot of time, such as when reviewing, evaluating, and trimming down larger result sets.
The approaches are also characterized by a need for autonomy over the organization of
results and for an overview of the content and the processing of the material. Looking
at the search strategy and the choice of search terms, three overarching characteristics
can be noted, although the concrete approach varies from person to person:

– The search approaches are targeted-oriented (regarding collection, approach, and
functionalities).

– Using structures and going through search results is a widespread technique.
– The search for persons is an important entry point.

The findings suggest that research subjects, experiences, and subject-specific knowl-
edge have a great influence on the choice of repositories used for research. Furthermore,
they also influence expectations, preferences, and usage of functionalities, especially
regarding filtering and keywords. Content-related functionalities and extended search
and filtering functionalities play a significantly more important role in digital cultural
collections than for other (academic) search systems. Quality and transparency are even
more critical in a discipline such as history, where the methodological focus is on source
criticism. Hence, they must be made clear in terms of content, but also in terms of func-
tionalities and systems, to best support source and tool criticism and quality-assured
scholarly work.

3.3 Implications for the Design of Digital Cultural Collections

The role of quality and transparency, and the importance of categories, structures and
detailed inspection of results thus directly result in requirements for the design of digital
cultural collections. They must enable the verifiability and transparency of content and
functions. This includes the use of open-source software, comprehensible documentation
of frameworks and algorithms used, as well as technical decisions, such as settings for
ranking results or displaying results. Instances that guarantee or critically evaluate the
quality of collections and tools (review platforms, review journals) can play a role here,
as in the case of book publications.

Essential requirements concern criteria that generally apply to research data and con-
tent, such as the FAIR principles for scientific data [13], but also qualitative aspects that
consider the collection and the content. Themain requirements are: findability and acces-
sibility of the collection, content relevance of the collection (outlined by the collection
criteria), content relevance of individual objects in the collection (presented through con-
textualizing information), transparent functionalities (self-explanatory, named), context
(who is responsible for what is offered) and sustainability (license, data, infrastructure,
documentation).

It is particularly important to consider which functions and presentation methods
are initially chosen. In spite of critical use, the accesses that are initially provided get
primarily used. This applies not only to search but to all aspects of the interface.
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4 Synopsis and Outlook

In conclusion, scholars arrive at relevant results through individually developed strategies
and with a high degree of willingness to make use of the available options, even at the
cost of a large amount of time – for example, when sifting through large quantities of
results or through restrictions and reformulations of the search query. At the same time,
scholars often search in a targeted manner, i.e. they already have ideas and expectations
regarding suitable entry points, used collections or required results. They differ from
other domains primarily in terms of long-term topics, in-depth prior knowledge and
methodological self-understanding.

However, the topics of transparency (and thus a parameter that is essentially aimed
at the trustworthiness of resources) and quality are also topics that concern web search
in general. Factors of quality, credibility, and competencies play a even more prominent
role when addressing AI-supported tools, especially generative AI and AI-chatbots.
Natural-language search and information acquisition is at first a logical and anticipated
step in the further development of search systems. [14] The change of the presentation
from a result list to formulated, answers in natural language, implies a change in output,
interaction, and perception and leads to new expectations of users. Answers that are
returned as formulated text are more detached from the various contents from which
they are generated, which makes the questions of quality, transparency, and truthfulness
even more pressing. It also raises new questions about copyright and the value of text
production.

ChatGPT and other AI-based tools are ultimately a good example to teach and learn
the necessity and application of source and tool criticism and search competence. So,
gaining search competence, information competence and source competence remains
one of the great desiderata of the information age. Since this is directly linked to the
subject or domain-specific content of information needs, they must be conveyed in a
content-related context, grounded in the respective domains.
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Abstract. Tourism in Ecuadorian context contributes to 2%GDP’s country, it has
great potential for growth and exploitation thanks to geographical, natural, cul-
tural, heritage and social factors, among others. These resources are very attractive
for internal and external tourism. Baños de Agua Santa, is one of main destina-
tions for local tourists and visitors. Its geographical location, climate and vol-
canic, mountainous and fluvial landforms have made the place a great interest
tourist center. The natural attractions have given way to inhabitant’s initiative for
man-made tourist attractions creation, a category part ofWorld TourismOrganiza-
tion UNWTO classification”. In this way, “Dinosaurs Park” analysis is presented,
a theme park, man-made tourist place, which is mainly supported on ICT use,
multimedia, offline web APPs and augmented reality AR, for playful learning
experiences generation about prehistoric species not native from the area. The
AR Through a mixed, quantitative and qualitative approach, information has been
obtained on theme park visitors use and satisfaction showing over 90% of positive
ratings. TheAR applied in theme park, throughmobile devices, shows information
about prehistoric species, generating entertainment family experiences and sig-
nificant knowledge in visitors. The results highlight the place’s positive economic
benefits since the post-pandemic economic reactivation.

Keywords: ICT · Augmented Reality · Tourism ·Man-Made attractions

1 Introduction

For Latin American countries, tourism is an important contribution to their economy [1].
In Ecuadorian scenario, the impulse towards tourist activity has been highlighted with
projects that underline its geographical regions, flora, fauna, natural, patrimonial and
cultural wealth in UNESCO declaration [2]. Likewise, it can be emphasized that tourist
area contributes to 2% of Ecuadorian GDP [3], where its contribution to work generation
stands out, for each direct job it produces 3 to 6 indirect jobs [4, 5]. For CELAC [6]:

The group of countrieswith the lowest contributions in this area of the region includes
Bolivia (Plurinational State of), Ecuador, Colombia andParaguay,where the contribution
of tourism to GDP ranges from 6 to 4%, and employment between 6 and 5%, with
Paraguay showing the lowest figures.
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In this way, tourism is positioned as an economy engine still growing [7]. However,
tourism sector activities were affected by the quarantine produced by the COVID-19
virus, with data at the regional level at a detriment of 0.7 of GDP [6]. Thus, “Tourism
is one of the sectors most affected by the coronavirus disease (COVID-19) pandemic,
which has impacted economies, livelihoods, public services and opportunities on all
continents.” [8].

ICT, AugmentedReality AR andTourism. Among the proposals for globally tourism
reactivation, the United Nations has proposed a series of phases, in which the following
stand out:

PROMOTION OF INNOVATION AND DIGITALIZATION OF TOURISM
ECOSYSTEM.Recovery packages and future development of tourism couldmake
the most of technology use in tourism ecosystem, promote digitization to create
innovative solutions and invest in digital skills, particularly for those without a job
temporarily and those looking for work. [8]

Thanks to development and advancement of Information and Communication Tech-
nologies ICT, information and knowledge in quality and quantity, has had a considerable
improvement, eliminating barriers of distance and time [9]. Their constant evolution is
present in every aspect of society [10], they facilitate creation, access, communication,
manipulation and information transmission [11].

In global information age, social networks, mobile devices applications APP, multi-
media, video games,ARaugmented reality, amongothers, are part of ICT.The usefulness
of these has been documented in several investigations, as a tool for educational con-
tent dissemination [12–14], for inclusive environments generation in special education
[15, 16] and inclusive tourism [17], to mention a few. Tourism covers social and eco-
nomic areas, it finds affinity with ICT use, to improve procedures and innovations of its
activity [18]. The ICT benefits in tourism have been documented, at a regional level, in
hotel projects about its versatility in data processing [19] and its usefulness within the
promotion of attractions and resources [20–22].

AR Augmented Reality is defined as a new and broad field of ICT within virtual
reality [23]. In addition, augmented reality is a form of technology produced and devel-
oped by superimposing images on objects via computers [24]. Similarly, it can be noted,
“While the real situation of virtual reality environment is transferred to the virtual world,
the augmented reality environment is enriched with data from the digital environment
transmitted to the real world” [25].

This way, is necessary to mention AR as part of ICT contribution inside tourism.
Its benefits have been demonstrated in urban heritage terms, helping the tourist expe-
rience [26]. Similarly, its great utility has been documented in applications in muse-
ums, accommodation, transportation, food and beverage services [25, 27, 28]. Likewise,
within mobile devices at specific projects on AR implementation, in APP development
for tourism in European cities [29, 30].

Baños de Agua Santa Tourism. Regarding internal tourism, cities that are located as
preferential destinations for visitors are: Guayaquil, Baños, Atacames, Quito, Salinas,
Esmeraldas among others [4]. The Baños de Agua Santa city, thanks to its geographical
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position as a connection to Ecuadorian Amazon, is positioned as a destination that stands
out within the productive axis of tourism in Tungurahua province. Baños and its Lligua,
Río Verde, Ulba and Río Negro parishes are located on the limits of the Pastaza river
basin, extending its benefit to other parts of the province, as a nucleus of tourist activities
characterized by the provision of defined tourist services and products and specialized [3,
31]. Likewise, Baños de Agua Santa is one of the cantons with the highest concentration
of natural tourist attractions compared to the regional total [32], with data from 2015,
canton´s rural parishes showed an occupation of their economically active population to
tourism of 5% in tourist area, since its main activity was framed in agricultural activities
[33, 34]. However, in recent years thanks to its natural attraction’s potential, man-made
attractions have seen a considerable increase in parish economic activity.

In tourist attractions and resources context, tourist attraction definition can be pointed
out:

(…) tourist attraction Almighty God creation, which is tangible, the state of nature
as flora and fauna; tourist attraction of the human masterpiece that is intangible,
such asmuseums, historical relics, ancient heritage, cultural arts and entertainment
venues. Other tourist attractions were made as a mixture of natural and man-made
state. [35]

Therefore, regarding tourist attractions classification, Sancho [36] is taken, based on
Swarbrooke [37], mentioned in Moreno [38], for tourist attractions in which it is located
in:

• Natural
• Man-made, not designed with the intent to attract visitors.
• Man-made, designed with the intent to attract visitors
• Special events

Within these tourist typologies, specifically those “Man-made, designed with the
intention of attracting visitors, are theme parks, a category in which this analysis is
framed. Within Baños de Agua Santa canton, on Santa Rosa de Runtún route, there are
several artificial tourist attractions that are shown in the following Table 1 (Fig. 1):

Dinosaurios Park theme park, a tourist attraction enters the category “Man-made,
designed with the intent to attract visitors” [38], supports its tourist experience in
interactivity with Augmented Reality through an offline APP (Fig. 2).

Within an approximate two hectares area, there are several artificial blocks in the
shape of prehistoric animals from the Jurassic and Cretaceous periods, which serve as
an initial attraction for the place tourist experience (Fig. 3).

Likewise, located along theme park surface there are 30 QRmodules, which through
“Dinosaurs Park” APP displays virtual 3D prehistoric animations species that can be
photographed together with visitors (Fig. 4).
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Table 1. Touristic Attractions, Santa Rosa de Runtún

Man-made, designed with the intent to attract visitors Latitude Longitude Altitude

Hanan Park −1,4149959 −78,4159257 2.412,02

Casa del Árbol −1,418484 −78,4255811 2.587,31

Criadero de Ciervos −1,4158811 −78,4218409 2.454,15

Mirador del volcán −1,4113862 −78,4183457 2.344,29

Orquideario “Los Corazones” −1,4111737 −78,4160227 2.331,44

AnimalPark Parque Temático −1,4104667 −78,4165571 2.332,62

La mano de la Pachamama −1,4137831 −78,4145652 2.400,69

El molino −1,4128125 −78,4146755 2.387,45

Columpio Fantasías de Volar −1,408075 −78,4244178 2.423,32

RuntunPark /Dolinda −1,4112989 −78,4157777 2.331,51

Paintball Baños de Agua Santa −1,4054282 −78,414136 2.235,55

Dinosaurios Park −1,4014572 −78,4116419 2.129,12

Mirador Bellavista −1,3993408 −78,4133983 2.076,29

Café Giratorio −1,3993408 −78,4133983 2.076,29

Sacha 360 −1,3993408 −78,4133983 2.076,29

Café del Cielo −1,4046999 −78,417727 2.191,63

Pumamaqui Boutique Gastro Bar −1,415996 −78,4219759 2.458,58

The APP installed on mobile device provides the services of:

• Augmented reality QR reading showing virtual prehistoric species.
• Linking of AR animations with the camera to capture images.
• Basic species auditory information, environment, location and temporal dating

(Fig. 5).

The natural tropical environment of the area, the artificial constructions and the aug-
mented reality provide a different experience, which is shared through social networks
by tourists. In the same way, the artificial tourist attraction provides 15 direct jobs with
an influx to the theme park and more than 30 indirect jobs that involve tourism, trans-
portation and food agencies in the area. Regarding the influx of tourists, this is detailed
in the following Table 2:
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Fig. 1. Image 1. Artificial tourist attractions Geolocation map

Fig. 2. Image 2 Constructions of prehistoric species shape in Dinosaur Park

As an interviews result carried out with 50 tourists, inside the theme park, they
showed:

• 90% of positive evaluations, shows a tendency to recommend other people to visit
the place.

• 95% of people were pleased with the experience of using the APP.
• 85% of people rated the animations and information provided by the AR APP with

positive reviews.
• 90% of the tourists highlighted AR APP interaction, mainly with children.
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Fig. 3. Imagen 3. APP screen & AR QR activation codes

Fig. 4. Imagen 4. AR Tridimensional animations

Fig. 5. Imagen 5. APP buttons. Photographic Camera, Audio information and Exit
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Table 2. Tourist fluctuation

Fluctuation-local and foreign
tourists (Monday-Friday)

Fluctuation-local and foreign
tourists (Saturday y Sunday)

Fluctuation-local and foreign
tourists (holydays)

50–100 700–1000 1000–2000

Conclusions. Baños de Agua Santa city inhabitants private initiatives, have been able
to take advantage of natural attraction of its geolocation, which with creativity have
been able to contribute to the sector economy in tourism field, in locations that had
different uses and hardly provided more benefit to their owners. On the other hand,
Augmented Reality applications offer a different way of interaction between ICT and
people, showing in a playful and attractive way information from realities far away from
the place where they are located. RA APPs provide an unusual tourist offer, from which
service operators can benefit as a novel resource. Likewise, Augmented Reality has great
potential to be a technological tool to support tourist experiences.
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Abstract. The growth of circulating information in tourism often makes tourists
have difficulties in choosing tourist attractions. These difficulties may be due to
information overload or inaccurate information. To overcome this, tourists typi-
cally usemobile recommender applications such as TripAdvisor and Google Trips
to get recommendations for suitable tourist attractions. This study aims to deter-
mine what factors influence the use of a mobile recommender system in tourism,
from the perspective of Social Cognitive Theory. In the context of this theory,
there are three factors that need to be examined, namely the Technical Environ-
ment, Social Environment, and Person. Data were collected through an online
questionnaire from 213 valid respondents and analyzed using partial least squares
structural equation modelling technique (PLS-SEM). The results indicate that
critical mass, peer influence, external influence, subjective norm, perceived cred-
ibility, subjective norm, outcome expectation, and self-efficacy have a significant
effect on the use of mobile recommender systems in tourism, with self-efficacy
having the biggest influence.

Keywords: Mobile Recommender System · Tourism · Social Cognitive Theory ·
PLS-SEM

1 Introduction

Theadvancement of the tourism industry is closely related to the development of informa-
tion technology. Tourism is one of the largest information-based industries in the world,
but the sheer number and diversity of tourist information and interests often confuse
tourists (Gavalas et al. 2014). To overcome the information overload faced by tourists, it
is necessary to implement a mobile recommendation system. The mobile recommender
system is an information filtering system that aims to provide recommendations for
something the user wants (Gavalas et al. 2014). The mobile recommender system is a
technology that can overcome information overload (Ricci 2010). The development of a
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mobile recommendation system for tourism can reduce information overload and make
it easier to find appropriate information for tourists (Gavalas et al. 2014). Several mobile
recommendation systems in the tourism sector have developed to date in the form of
websites and mobile applications that can be accessed anytime and anywhere. Examples
of mobile recommender systems in the world of tourism are Traveloka and TripAdvisor.
With themobile recommender system, tourists can get travel recommendations easily, as
well as get recommendations that are in accordance with the resulting personalization.

In previous studies, the types and architectural classifications ofmobile recommender
systems for tourism have been investigated. Research conducted by Gavalas et al. (2014)
shows that there are five types of services currently provided in the mobile recommender
system in tourism. The five services are 1) attractions or points of interests (POIs) rec-
ommendations, 2) tourist services recommendations, 3) collaborative user-generated
content and social networking services for tourists, 4) routes and tours recommenda-
tions, and 5) personalizedmultiple-days tour planning. Furthermore, research conducted
by Modsching et al. (2008) showed that location-based mobile recommender systems
can be effective in supporting tourism. The research tested several methods to see the
effectiveness of these methods in encouraging users to visit tourist attractions. Based
on this, there is still an opportunity to conduct research on factors that might encourage
mobile recommender system users to travel based on the recommendations obtained. If
the development of a mobile recommender system can determine the factors that need
to be emphasized, then the use of a mobile recommender system will be increasingly
useful in tourism. Therefore, this study aims to determine the factors that influence the
use of mobile recommender systems in tourism.

This study uses social cognitive theory to model the habits of mobile recom-
mender system users in tourism. Social cognitive theory has been widely accepted to
model individual behavior by explaining the relationship between personal cognition,
environmental influences, and behavioral outcomes in using a technology (Carillo 2010).

2 Literature Review

2.1 Mobile Recommender System

Recommender system (RS) is ameans or tool used to find information. The recommender
system was created as a solution to the problem of information overload, which is when
a user is given too much information before making a decision, so that the user takes a
lot of time to process that information. A recommender system personalizes information
provided to users according to the user’swishes byusing a special algorithm (Ricci 2010).
The mobile recommender system is an implementation of a recommender system that
runs in an application on a smart device, for example on a smart phone or tablet. With a
recommender system in this form, users can access the information they need anytime
and anywhere. This is generated through the process of developing mobile computing in
supporting everyday life. At present, mobile recommender systems are used in various
industries, for example in e-commerce or tourism (Gavalas et al. 2014).

There are several techniques that can be used in developing a mobile recommender
system. These techniques include demographic recommender systems, context-based
recommender systems, collaborative filtering recommender systems, knowledge-based
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recommender systems, and utility-based recommender systems. Although there are sev-
eral types of techniques, applications in the real world generally use a mixture of these
techniques (Barranco et al. 2012).

2.2 Mobile Recommender System Adoption in Tourism

Tourism is a combination of industrial activities and services such as means of trans-
portation, accommodation and entertainment venues, sports centers, restaurants, shops
etc. Tourism is one of the world’s largest information-based industries. Tourism devel-
opment is inseparable from technological developments that provide many changes and
conveniences in the tourism industry.

Utilization of information technology in tourismactivities is called electronic tourism
(e-tourism), which is a form of digitalization of tourism (Kazandzhieva and Santana
2019). The trend of global tourism that is increasingly open to new technologies, even
more so in the development of digital technology has led to an increase in interest in the
field of e-tourism (Buhalis and Licata 2002).

One of the digital technologies currently being developed in e-tourism is the mobile
recommender system. The mobile recommender system makes it easier for users to
do tourism because it can increase the use of e-tourism in providing more effective
information (Ricci 2010). One example of a mobile recommender system in tourism,
namely TripAdvisor, is a system that aims to suggest trips, locations and activities for
each user and contains certain information to be reviewed, commented on and assessed
by other users to assist in the decision-making process in making travel trips.

2.3 Social Cognitive Theory

Social Cognitive Theory (SCT) is a theory developed by Bandura (1977). SCT is a
widely accepted theory that models individual behavior by explaining the relationship
between personal cognition, environmental influences, and behavioral outcomes (Car-
illo 2010). SCT has been widely accepted and applied in the information systems (IS)
literature (Compeau and Higgins 1995; Carillo 2010; Middleton et al. 2019). Recent
studies applied SCT in various contexts such as live streaming games (Lim et al.
2020), omnichannel service usage (Sun et al. 2020), and mobile learning (Almogren
and Aljammaz 2022).

The premise of SCT is that human behavior originates from personal interactions
(e.g. values, self-efficacy, outcome expectations), environment (e.g. others’ behavior,
feedback) and behavior (e.g. factors of prior behavior, which called triadic reciprocal
causal (Bandura 1977). SCT argues that human behavior is intentionally driven by a per-
son’s recognized goals and regulated by exercising some control over internal cognition
and action as well as external sources of influence. Many studies have used SCT as a
theoretical background for predicting diverse human behavior.

3 Research Model

This research is based on Social Cognitive Theory that is divided into three different
groups, namely the Technical Environment, Social Environment, and Person. According
to Bandura (1977), a person’s behavior can be influenced through his ability to learn
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through observation. Basically, the Technical Environment includes all technical mat-
ters and how satisfactory the results of the use are according to the user. The Social
Environment can influence behavior based on recommendations or usage trends based
on other users or those closest to them. Finally, humans or Persons include things that
come from within the user and the independence of the user in getting the appropriate
results. The research model to determine the factors that influence the use of a mobile
recommender system in tourism is modeled in Fig. 1.

Fig. 1. Proposed research model.

The Technical Environment can affect the Behavior of users in using a technology
(Bang andWojdynski 2016). The technical environment describes perceived enjoyment,
perceived personalization, and perceived credibility. Perceived enjoyment is the satis-
faction the user gets after carrying out an activity (Ayeh et al. 2013). The more satisfying
the tourism recommendations provided by the mobile recommender system, the more
likely it is for users to use the mobile recommender system (Childers et al. 2001). Per-
ceived personalization is the adjustment between information about individuals, such
as demographic information, browsing history, and brand preferences with recommen-
dations (Bang and Wojdynski 2016). A mobile recommender system that operates in
the tourism sector can improve personalization by analyzing destinations that have seen
pages in the application used. In this way, the recommendations given will adjust to
the user’s habits in making decisions, so that users will have more confidence in the
mobile recommender system’s ability to make recommendations and will continue to
use them (Komiak and Benbasat 2006). Perceived credibility, namely the credibility of
a source can determine the next action to be taken by the user (Li and Suh 2015). The
higher the credibility of the recommendations provided, the more likely it is that these
recommendations can increase the user’s desire to use the mobile recommender system
application continuously. Thus, we hypothesize that:

H1. Perceived Enjoyment influences the desire to use (Adoption Intention) mobile
recommender systems in tourism.
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H2. Adjustment of information (Perceived Personalization) affects the desire to use
(Adoption Intention) mobile recommender system in tourism.

H3. The credibility of the recommended information (Perceived Credibility)
influences the desire to use (Adoption Intention)mobile recommender system in tourism.

Critical mass illustrates that in the concept of collaborative consumption, a plat-
form must be able to provide a sufficient variety of choices to embrace their potential
consumers (Störby and Strömbladh 2015). A platform is expected to have a variety of
features and have the availability of sufficient product/service units to survive in the long
term. Meanwhile, peer influence is the influence of one or more peers on someone to
carry out activities or actions so that person can be accepted by their network.

Subjective norm is a person’s perception of social pressure to perform or not perform
behavior (Zhuang et al. 2021). In this theory a person’s behavior depends on intention,
then the intention to behave depends on attitude and subjective norms. Subjective norms
are social influences that influence a person to behave. A person will have a desire for
an object or behavior if he is influenced by the people around him to do it or believes
that the environment or the people around him support what he is doing. Based on this
analysis, we develop the following hypotheses:

H4. Critical mass influences subjective norms in the social environment.
H5. Peer influence affects the subjective norm in the social environment.
H6. External influence affects the subjective norm in the social environment.
Based on theory of reasoned action (TRA) and theory of planned behavior (TPB),

subjective norms directly determine behavioral intentions (Ajzen 1991; Ajzen and Fish-
bein 1975). The more subjective norms are formed, the higher the social pressure that
drives the user’s intention to continue using the mobile recommender system. Based on
this analysis, we develop the following hypotheses:

H7. Subjective norms affect the user’s intention to adopt a mobile recommender
system in tourism.

In the researchmodel, the person ismeant as a person or userwhomakes decisions. In
decision making, there are two variables that can influence, namely outcome expectation
and self-efficacy. Self-efficacy is an individual’s belief in their ability to be successful
in carrying out certain activities (Wang and Xu 2015). Self-efficacy can influence the
decision-making process in several ways. Among other things, self-efficacy can increase
or decrease one’s motivation. One’s belief in self-efficacy can be influenced by personal
achievements as long as these achievements can produce a sense of accomplishment
in an individual (Bandura 1997). Furthermore, self-efficacy also helps regulate the way
humans act through four important aspects, namely cognitively, motivationally, emo-
tionally, and in the process of choosing (Bandura 2010). In this research, self-efficacy
is meant as a person’s level of confidence in his ability to make decisions according to
the travel recommendations that have been given by the mobile recommender system he
has used.

Result expectation or outcome expectation is defined as the expected consequence
of one’s own behavior (Compeau and Higgins 1995). Expected results can affect a
person’s motivation in carrying out an activity because the individual believes that a
certain sequence of activities can provide results that are in accordance with expectations
(Bandura 1977). Based on this analysis, we develop the following hypotheses:
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H8. Outcome Expectation affects the user’s intention to adopt the mobile recom-
mender system in tourism.

H9. Self-efficacy influences the user’s intention to adopt the mobile recommender
system in tourism.

4 Methodology

This research usesmeasurements based on survey instruments that have been validated in
previous studies. The survey consists of several questions that can be grouped into three
parts, namely opening questions, demography, and statements about the influence of the
mobile recommender system on tourism. The demographics section contains questions
about age, mobile phone number, gender, domicile, occupation, and monthly income.
The statement section about the influence of the mobile recommender system consists
of statements compiled based on variables and indicators that have been determined
referring to research journals that have been conducted previously. In this section, each
statement is stated on a scale of one to five, namely (1) Strongly disagree; (2) Disagree;
(3) Ordinary; (4) Agree; and (5) Strongly agree.

Data collection was carried out using an online questionnaire created on Google
Form. Questionnaires were distributed using social media such as LINE, Instagram, and
WhatsApp. To attract respondents, a total prize of IDR 200,000was offered for five lucky
respondents. The method used to analyze the data was partial least squares structural
equation modeling (PLS-SEM) using the SmartPLS software (Hair et al. 2019).

5 Results and Discussion

5.1 Respondent Demographics

The number of valid respondents from the results of distributing questionnaires was 213
people. The demographics of the respondents are summarized as follows. Most respon-
dents used applications for tourism, namely Instagram (41%) and Traveloka (46.2%),
the rest used applications such as TripAdvisor (6%), Google Trips (1.2%), Tiket.com
(1.6%), and others (3.9%). Monthly frequency of using the mobile recommender system
application is 1–3 times (68.1%) the most chosen, the rest choose > 9 times (4.8%),
7–9 times (2%), 4 - 6 times (8%), and never (17.1%). Survey respondents consisted of
men (53%) and women (47%). Most survey respondents were in the age range of 16–
20 years (51.6%), the remaining 21–25 years (40.5%), 26–30 years (4.2%), 31–35 years
(2.8%), and >35 years (0.9%). Most of the respondents work as students (86%), the
rest are civil servants (2.8%), self-employed (2.8%), private employees (4.2%), not
working (1.4%), and others (2.8%). Respondents came from Jakarta (45.6%), Bogor
(5.1%), Depok (19.5%), Tangerang (7.9%), Bekasi (2.3%), Pekanbaru (1.9%), South
Tangerang (1.9%), Medan (1.4%), and others (14.4%). Respondents have the most
income/allowance per month in rupiah of IDR 1,000,000 - IDR 5,000,000 (65.6%),
the rest choose < IDR 1,000,000 (22.3%), IDR 5,000,000 - IDR 10,000,000 (4.7%),
IDR 10,000,000 - IDR 15,000,000 (4.7%), and >15,000,000 (2.8%).
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5.2 Measurement Model Assessment

Measurement model testing is carried out using confirmatory factor analysis which is
used to test the validity and reliability of the variables that will be used in the structural
model testing stage. The validity test was carried out by analyzing the loading factor
value and the average variance extracted (AVE) value. Meanwhile, the reliability test
was carried out by analyzing the Cronbach alpha value and the composite reliability
value. A variable can be said to be valid if the composite reliability value and Cronbach
alpha value exceeds 0.7 and the loading factor value is more than 0.6.

Table 1. Values of loading factors, CA, CR, and AVE.

Constructs Variables Loading
Factors
(>0.60)

Cronbach
Alpha (CA)
(>0.7)

Composite
Reliability (CR)
(>0.7)

Average Variance
Extracted (AVE)
(>0.5)

Perceived
enjoyment

PE1 0.888 0.803 0.884 0.718

PE2 0.842

PE3 0.812

Perceived
personalization

PP1 0.805 0.780 0.871 0.694

PP2 0.872

PP3 0.820

Perceived
credibility

PC1 0.852 0.846 0.907 0.764

PC2 0.871

PC3 0.899

Subjective norm SN1 0.814 0.799 0.882 0.714

SN2 0.870

SN3 0.849

Critical
Mass

CM1 0.831 0.825 0.896 0.741

CM2 0.814

CM3 0.871

Peer
Influence

PI1 0.831 0.860 0.905 0.704

PI2 0.814

PI3 0.886

PI4 0.822

External
influence

EI1 0.862 0.730 0.847 0.650

EI2 0.778

EI3 0.775

(continued)
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Table 1. (continued)

Constructs Variables Loading
Factors
(>0.60)

Cronbach
Alpha (CA)
(>0.7)

Composite
Reliability (CR)
(>0.7)

Average Variance
Extracted (AVE)
(>0.5)

Outcome
expectation

OE1 0.790 0.754 0.859 0.670

OE2 0.829

OE3 0.836

Self
Efficacy

SE2 0.858 0.706 0.871 0.772

SE3 0.899

Adoption
Intention

AII 0.905 0.860 0.914 0.781

AI2 0.882

AI3 0.863

Based on the calculation results above (see Table 1), all variables have loading factor
values above 0.6 with the highest loading factor value being AI1 with a value of 0.905
and the lowest loading factor value being EI3 with a value of 0.775. From the results of
these calculations, all variables are considered valid. Next is the discriminant validity
test that aims to measure the compatibility between constructs. This analysis can be
seen through the Fornell-Larcker criterion and cross loadings. A value can be said to
be ideal if the variable has a value of AVE latent construct greater than the correlation
power of two other variables. Based on the results of the discriminant validity test, we
all variables have a value of the AVE latent construct greater than the correlation of the
other two variables. It can be concluded that this research model has met discriminant
validity values.

5.3 Structural Model Assessment

Hypothesis testing is done by comparing the p-value at the 5% significance level. There-
fore, if the p-value test results have a value above 0.05, then the hypothesis will be
rejected. The test was carried out using the two-tailed test type. The test results can be
seen in Table 2.

Table 2. Table Hasil Uji Structural Model

Hypotheses Path T-values P-values Result

H1 Perceived Enjoyment -> Adoption Intention 1.832 0.067 Rejected

H2 Perceived Personalization -> Adoption Intention 0.161 0.872 Rejected

H3 Perceived Credibility -> Adoption Intention 2.316 0.021 Accepted

H4 Critical Mass -> Subjective Norm 3.092 0.002 Accepted

(continued)
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Table 2. (continued)

Hypotheses Path T-values P-values Result

H5 Peer Influence -> Subjective Norm 2.980 0.003 Accepted

H6 External Influence -> Subjective Norm 3.490 0.000 Accepted

H7 Subjective Norm -> Adoption Intention 1.989 0.047 Accepted

H8 Outcome Expectation -> Adoption Intention 2.266 0.023 Accepted

H9 Self-efficacy -> Adoption Intention 3.889 0.000 Accepted

The results of hypothesis testing show that two of the nine hypotheses are rejected.
The hypothesis that was rejected was H1 (perceived enjoyment affects adoption inten-
tion) andH2 (perceived enjoyment influences adoption intention). Both hypotheses were
rejected because the resulting p-valuewasmore than 0.05,while the other seven hypothe-
ses, namely H3, H4, H5, H6, H7, H8 and H9, were accepted because the p-value was
lower than 0.05.

5.4 Discussion and Implications

By using social cognitive theory, this research has identifiedmodels and factors for using
a mobile recommender system for tourism. This theory models individual behavior
by explaining the relationship between personal cognition, environmental influences,
and behavioral outcomes in using a technology. The results of the analysis that have
been discussed in the previous sub-section prove that personal cognition, environmental
influences, and behavioral results have an effect on using the mobile recommender
system.

This research was conducted to find out what factors influence the use of a mobile
recommender system in tourism. Based on the calculations that have been done, the
strongest predictor is self-efficacy that influences adoption intention. This research has
succeeded in identifying the model along with the driving factors for tourists to accept
the recommendations provided by the mobile recommender system.

These results indicate that critical mass, peer influence, and external influences affect
subjective norms in the social environment. The constructs that influence adoption inten-
tion are perceived credibility, self-efficacy, outcome expectations, and subjective norms.
This shows that the user’s decision to accept the mobile recommendation system recom-
mendation is influenced by internal motivation that comes from knowledge and belief
in one’s own decisions, and external factors that come from other users around them.
However, self-satisfaction and trust in the mobile recommender system did not affect
the decision-making process. Based on the research gap that was defined at the begin-
ning of this research, it can be said that these factors need to be considered in giving
recommendations on the mobile recommender system so that the recommendations can
be well received by tourists.
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6 Conclusions

This research aims to determine the factors that influence the use of a mobile recom-
mender system in tourism using social cognitive theory. Based on the research results,
it can be concluded that the credibility of the recommended information (perceived
credibility) has proven to have a significant effect on the intention to adopt mobile
recommender system in tourism. However, for perceived enjoyment and perceived per-
sonalization in the mobile recommender system for tourism, there is not enough evi-
dence to show that they have a significant influence on adoption intention. Critical mass,
peer influence, and external influence are proven to have significant effects on social
subjective norm, which significantly influence the intention to adopt the mobile recom-
mender system for tourism. Then, the outcome expectation and self-efficacy are proven
to significantly influence the adoption intention of the mobile recommender system for
tourism.
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Abstract. TheUpStart-Creative Industries is the result of a collaboration between
the Aga Khan Foundation and the University of Évora (UÉ), financed by the Por-
tugal Social Innovation program. It focuses on a synergy founded in design for
social innovation, heritage, andmanagement.Within this collaboration, theUÉhas
been conducting research on constructing an alternative economic model based
on socio-cultural innovation and creative ways with disenfranchised individuals.
The hypothesis advanced by the Up Start initiative is based on the possibility of
leveraging participants’ income and improving living conditions for the commu-
nities involved – migrant groups from the Lisbon metropolitan area – through the
development of cultural and creative industries, beginning with the identification
and mapping of methods, arts, and crafts created by migrants from their cultural
heritage.

The paper is composed of three parts: the first part critically analyses the
network of interactions between all actors involved in the project, the creation
of the Bandim cooperative, and the production of handicrafts, in the light of the
concept of assemblage, by the philosophers Deleuze and Guattari; the second part
investigates how the preservation of cultural heritage is a key factor for the devel-
opment of an alternative form of entrepreneurship of disenfranchised people; and
the third and last part makes a critical reflection on howHuman-Computer Interac-
tion (HCI) and e-commerce can improve communication, access to information,
collaboration, and economic sustainability of social and cultural projects such as
the Bandim cooperative.

Keywords: Social design · Cultural entrepreneurship · E-commerce

1 Integrating Migrants Through Design, Heritage,
and Entrepreneurship

The Up Start is a collaboration project of the Aga Khan Foundation with the University
of Évora (UÉ), supported by the Portugal Social Innovation program, which focuses
on a synergy rooted in design for social innovation, heritage, and management. Within
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this partnership, the UÉ has been developing research whose central question is creating
an alternative economic model based on socio-cultural innovation and creative methods
with disenfranchised people. Starting from the identification and mapping of methods,
arts, and crafts created by migrants from their cultural heritage, the hypothesis raised by
the Up Start initiative is based on the possibility of leveraging the participants’ income
and enhancing living conditions for the communities engaged – migrant groups from the
Lisbon metropolitan area, through the development of cultural and creative industries.

At the root of the problem is the socioeconomic exclusion of underprivileged immi-
grants living on Lisbon’s outskirts. Since the Portuguese overseas territories in Africa
gained independence in the 1970s, immigration in Portugal has earned an unfavor-
able reputation. The problem’s scale grew with more immigrant entrances emerging in
the 1980s, mainly from Brazil and Asia. Following Portugal’s entry into the European
Economic Community in 1986, other immigrants arrived from Russia, Ukraine, and
Moldavia [2].

Integrating into society is difficult for many immigrants, particularly in finding
employment. Entrepreneurship can be a solution in these circumstances because the host
communities have local resources and opportunities to facilitate integration. Among the
most meaningful resources immigrants possess are age, family, experience, language
proficiency, and cultural influences from ethnic opportunities and the immigrant flow.
In this context, cultural and creative industries are well-positioned to support immigrant
entrepreneurs’ business ventures [3].

In light of this sociocultural fabric, promoting the welfare and removing barriers to
employment and inclusion can be accomplished by integrating migrants and refugees
using cultural and creative processes. Through cultural heterogeneity, creativity, and
skills, the cultural and creative industries produce innovation and add economic and
social value [4]. Cultural and creative industries typically operate in flexible contexts
where people’s involvement in various events increases their propensity to change their
mindsets, which can also be crucial for valuing their citizenship.

The Up Start initiative offered the chance to improve immigrants’ integration and
foster their creativity to produce goods that reflect their history and a hybrid culture due
to life experiences between their place of origin and Portugal. Using this process, each
immigrant artisan who joined the project had their brand created with a specific visual
identity design. In turn, it integrates the mother brand and now cooperative Bandim (see
Fig. 1), which was co-designed with the first beneficiaries of the project, representing
a multi-brand platform and a network of artisans where people of various nationalities
work, receive continuous training and support for the exhibition and commercialization
of their products and generate their income. Several artists, designers, and stakeholders
have collaborated with Bandim in workshops and exhibitions: artists/designers from the
UÉ, the artisans/designersRenato Imbroisi andCristianaBarretto, theAVida Portuguesa
more-than-a-shop project, among others.

2 An Assemblage of Relationships, Interactions, and Crafts

This network of relationships and interactions can be understood as an assemblage,
as developed by Deleuze and Guattari in their book A Thousand Plateaus: Capitalism
and Schizophrenia [1], which explores the interconnectedness of all things and how
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these connections can be harnessed for creative purposes. Within the Up Start and the
Bandim large system, the added value is that it connects the participants involved and the
objects they produce, the structures onwhich they are based, including social formations,
political systems, and individual subjectivities.

The concept of assemblage is rooted in the French word agencement employed by
Deleuze and Guattari. Le Robert dictionary [5] states that the French word agencement
derives from the verb agencer, which means “to arrange, to lay out, to piece together.”
This definition of agencement is “a construction, an arrangement, or a layout.” Thus,
for Deleuze and Guattari [1], the concept of assemblage is a process of arranging or
layout diverse elements based on a relational understanding of the social fabric, accord-
ing to which human action is originated from interdependent dynamic interconnections
between human and more than human realms. In this way, the components of an assem-
blage are constituted by external relations thatmake possible the constant reconfiguration
of it.

Assemblages are dynamic arrangements or formations that bring together various
elements, conditions, and agents which are distinguished by three characteristics: their
conditions, their components, and their actors, which Deleuze and Guattari [1] refer to
as the abstract machine, the concrete assemblage, and the personae.

2.1 Conditions – Abstract Machine

The underlying policies, frameworks, and organizing ideas that guide an assemblage’s
operation are referred to as its conditions. Deleuze and Guattari refer to this feature as
the abstract machine, which embodies the collection of abstract relations and possibil-
ities that define an assemblage’s potential or virtuality. It includes the abstract tenden-
cies, codes, and processes that govern how the assemblage functions and changes. The
abstract machine is flexible and open to constant reconfiguration as well as potential
connections with other assemblages.

2.2 Elements – Concrete Assemblage

The real parts or things that combine tomake up an assemblage are called their elements.
Depending on the context, these components can be human or nonhuman, tangible
or immaterial, and have various characteristics. They can be material things, social
structures, discourses, technological innovations, ideas, or even affects and desires. The
parts come together and interact within a particular physical and chronological context
in the concrete assemblage, which is their palpable manifestation or actualization. The
concrete assemblage, which incorporates the assemblage’s components in a specific
arrangement, is the realized or manifested form of the assemblage.

2.3 Agents – Personae

The agents of an assemblage are the actors or subjects who contribute to its construc-
tion and operation. Deleuze and Guattari refer to these agents as personae. Individuals,
groups, organizations, or even non-human entities having agency within the assemblage
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are examples of personae. They have the ability to act and affect the assemblage, helping
it to function and transform. Personaemay include animals, robots, institutions, or even
abstract forces in addition to human players. Each personae contributes to the assem-
blage, its own wants, ambitions, and capacities, impacting its dynamics and contributing
to its overall becoming [1].

Fig. 1. Bandim branding and products in a Lisbon shop, 2022.

2.4 Bandim Assemblage

An assemblage, such as the cooperative Bandim that brings together people with dif-
ferent cultures and know-how, crafts, and small businesses, is a collection that forms
a functional whole in its multiplicity nature. It is an active and dynamic entity that is
constantly in the process of assembling and disassembling itself. Bandim is a platform
that addresses issues such as immigration, politics, cultural heritage, willingness to give
immigrants a voice, search for newcomer integration into new culture, workshops, exhi-
bitions, and dialogue with potential immigrant participants to listen to their needs in
participating in the project, among others, which brought us together and compelled
us to assemble. In this sense, Bandim is an assemblage that is not simply a material
entity but a complex network of relationships and interactions constantly evolving and
adapting to its environment. As Ezio Manzini [6] states, social innovation “is based
on collaboration and because it regenerates the commons is critical for dominant ideas
and practices, and what it proposes could constitute concrete steps towards social and
environmental sustainability.”

3 An Alternate Form of Entrepreneurship and Creative Heritage
Preservation

Regarding the focus on including immigrants living in Portugal, a particular issue of
the Up Start project is the objective of representing an alternative form of entrepreneur-
ship and creative heritage preservation. The Bandim cooperative constitutes a social
assemblage centered on co-designing innovative forms of entrepreneurship with vari-
ous stakeholders and participants, aiming to boost Lisbon’s sustainable sociocultural
development.
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A key component of how communities represent themselves is through their cultural
heritage, which defines who belongs within them [7]. In addition to fostering economic
sustainability, the Up Start project aims to support immigrants’ societal integration,
specifically through valorizing their heritage, so that their social and cultural identities
aren’t a variable of exclusion in communities of destination but rather of inclusion. It
plans to do this by basing its decisions on the guidelines outlined in the Council of
Europe’s Faro Convention [8], where the importance of leveraging cultural heritage in
societies was highlighted by its significance.

Adopted by the Committee of Ministers of the Council of Europe in 2005 [9] and
approved by the Portuguese parliament in 2008 [10], the so-called Faro Convention
innovates by proposing the idea that cultural heritage can be a means of empowering
individuals, groups, and communities to find solutions to social, political and cultural
problems [11] and that heritage-based activities can contribute to sustainable develop-
ment [12]. The Faro Convention does so, firstly, by placing human values at the base
of a broad and multidisciplinary definition of heritage, understanding it as the set of
resources inherited from the past, regardless of how they are manifested in the present,
which individuals, groups and communities identify as the expression of their values,
beliefs, knowledge, and traditions (Article 2). Secondly, by establishing that the main
goal of heritage conservation and its sustainable use is human development and quality
of life; by establishing that the conservation of heritage and its sustainable use has human
development and quality of life as its main goal and that heritage has a role in building
a more sustainable, peaceful, and democratic society, as well as in the promotion of
cultural diversity (Article 1). Finally, when considering that heritage can be used as a
resource for sustainable development and a life with quality in societies in constant evo-
lution (Article 2); that all individuals, groups, and communities have the right to benefit
from cultural heritage and also to contribute to its enrichment (Article 4); that heritage
can be a resource for economic, political, social and cultural development (Articles 8
and 10); that it is possible to exploit the potential of materials, techniques, and skills
based on tradition in contemporary applications (Article 9); and that it should promote
high-quality work through systems of professional qualifications and accreditation of
individuals, businesses and institutions (Article 9). This means that heritage stems from
the signification and re-signification of past resources. These resources only become
heritage when establishing socio-cultural relationships with or between individuals and
become devices for creating memories and identities.

It is precisely this broad conceptualization of heritage that the UpStart project puts
into practice. It started by creating a professional qualification and accreditation sys-
tem, identifying individuals from migrant communities with artistic skills, providing
their development through technical and artistic training, and supporting their commer-
cialization through associations such as Bandim. The qualification process consisted
of providing project participants with the necessary skills to explore the potential of
applying materials, techniques, and traditional know-how brought by migrants, as well
as their memories or aspects of their cultural identity, to contemporary uses, including
the creation of new products. The main goal is to provide migrant individuals with skills
that can be a means of sustainability and, consequently, of social and economic integra-
tion that does not imply the total loss of their memories and their original identity. On
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the contrary, being possible to have a means of sustainability and integration based on
traditions and cultural identities of origin, migrant individuals will be able to contribute
to amore humanized, peaceful, democratic and culturally diversified society. In this way,
they benefit from and, at the same time, by developing new activities and creating new
products, they enrich cultural heritage.

4 Enhancing Sociocultural Support Through HCI and e-commerce

Another critical dimension of the research is related to the importance of Human-
Computer Interaction (HCI) and e-commerce to social and cultural projects like Bandim
and how its beneficiaries and stakeholders can enhance communication, improve access
to information, facilitate collaboration, and transform the way individuals and organi-
zations interact and conduct transactions, which is a key aspect for the project’s eco-
nomic sustainability. This part of the project is being developed in collaboration with the
Bachelor of Computer Engineering and Business Informatics from IADE–Universidade
Europeia (Lisbon, Portugal), where students are developing an e-commerce website for
Bandim.

The complete satisfaction and fulfillment that users may feel when interacting with
an e-commerce website during their online buying experience is called the e-commerce
user experience. Usability, functionality, design, and the emotional reaction triggered
among users are essential qualities to consider in this context. A satisfying online shop-
ping experience is essential for attracting customers, fostering trust, and promoting
return business. Usability is crucial in e-commerce to enhance user experience, increase
interaction, and build customer satisfaction. Also relevant is the need for clear and intu-
itive navigation, streamlined checkout processes, informative product descriptions, and
responsive design to create a positive user experience in online shopping [13].

This enhanced access to information provided by HCI and e-commerce enables
social institutions to disseminate information and products more widely and easily.
Users can access the information they need to enter the project realm through a specific
website with an online database of Bandim products for commercialization. Parallel to
the commercial approach, the website will also include a more ethnographic dimension
with cultural resources, research findings, and institutional support for participants. This
use of HCI in the Upstart project is a powerful tool to bridge information gaps and
empower individuals with valuable resources.

The Bandim e-commerce platform aims to expand market reach not just in Lisbon
but to other important cities and establish a significant global network of supporters. E-
commerce has revolutionized how social institutions, including businesses, nonprofits,
and government agencies, engage with their target audiences. Retailers gained plenty of
expertise with digitalization, namely after the Covid-19 epidemic, in which e-commerce
and retail played a crucial role in the economyand society [14]. By leveraging onlinemar-
ketplaces, organizations can reach customers beyond geographical boundaries, extend-
ing their market reach globally. Taking into consideration that Bandim is a cooperative
organization available to immigrants, the website will also be a powerful way of spread-
ing the whole project dynamics to the participants’ countries of origin, which can be a
way of valuing local heritage and know-how and engaging people in a pro-active attitude
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of establishing their craft businesseswithout the need ofmigration.Also important in this
context is integrating efficient transactions and services within the Bandim e-commerce
platform, which consolidates safe currency transactions and service delivery, making
processes more efficient for immigrants and social organizations.

Other opportunities may flourish throughHCI collaborative work environments. The
Bandim website, with integrated e-commerce, can leverage collaborative work environ-
ments globally, enabling social institutions to engage in remote collaboration and knowl-
edge sharing.Thus, shortly, the project aims thedevelopment of virtualworkspaces, inter-
national initiatives, and online resource sharing to facilitate teamwork and cooperation
among immigrants and locals within their communities.

5 Conclusion

Inspired by the assemblage concept developed by Deleuze and Guattari, the Up Start
project, particularly the Bandim cooperative, emphasizes the diverse and dynamic
aspects of social, cultural, and material formations. This assemblage approach is formed
by the interaction of conditions, elements, and agents and is neither fixed nor prede-
fined. It is constantly changing, molded by their abstract machines, realized in concrete
assemblages, and enacted by personae. This paradigm provides a wide range of linkages,
interactions, and possibilities, stressing assemblages’ rhizomatic and non-hierarchical
nature. All these dynamic arrangements or formations are strengthened by the efforts for
social and economic integration of the communities involved in the project by enhancing
their cultural heritage. In this regard, the Bandim assemblage cooperative is creative and
fruitful. A fruitful assemblage produces new ways of expression, new geographical or
spatial organizations, institutions, behaviors, or realizations. All this expanded process is
anchored in the HCI and e-commerce of the Bandim cooperative to ensure the project’s
economic sustainability.

The website will also effectively communicate the project dynamics to the partic-
ipants’ home countries. It can be a way to value local heritage and know-how and
engage people proactively in establishing their craft businesses without the need for
migration. Bandim is a cooperative organization open to immigrants whose website
with integrated e-commerce has the potential to take advantage of teamwork environ-
ments in a global setting, allowing social institutions to collaborate remotely and share
knowledge. As a result, the project hopes to create virtual workspaces, global initiatives,
and online resource sharing to encourage collaboration and teamwork between locals
and immigrants in their communities. Bandim will create a new reality through various
interconnections, many of which will be unanticipated.
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Abstract. In response to the COVID-19 pandemic, there has been a need to
reassess and adapt interaction modalities to prioritize hygiene and safety. Con-
tactless interaction has emerged as a potentially effective approach for applications
on publicly available interactive systems. This paper introduces an interactive sys-
tem designed for contactless interaction with publicly accessible information dis-
plays. The systemwas implemented and deployed in a busy bank branch inGreece,
catering to a high volume of users. Its goal is to provide a safe and hygienic way
for users to engage with interactive information displays. By enabling contactless
interaction, the system addresses the concerns and precautions associated with the
pandemic, while maintaining a high level of accessibility and user engagement.

Keywords: Information displays · interactive information system · touchless
interaction · interaction paradigms

1 Introduction

The abundance of interactive installations addressing the public for providing informa-
tion regarding diverse application domains testifies that it is a good practice that has been
followed for many years. A prominent category of such systems is interactive kiosks
through which people can get information, but also conduct transactions varying from
bill payment to organizing a sightseeing trip in a destination. The most common inter-
action modality provided by such systems is touch, as it has become a de facto standard
due to its popularity. However, with the proliferation of IoT and the advent of ubiquitous
computing, novel interactive public systems have emerged providing enriched interplay
with the users and enabling diverse natural ways of interaction, appropriately designed
as per the context of use [1–3].

Since the COVID-19 pandemic’s outbreak, social distancing and extended hygiene
rules have become important in our life. Even after the World Health Organization
International Health Regulations Emergency Committee officially concurred that the
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public health emergency of international concern should end (May 2023)1, numerous
practices that individuals adopted during the pandemic continue to persist. In this respect,
considering that publicly available devices used by numerous people should be used in as
much as possible contactless manner, a considerable number of interaction approaches
emerged trying to address this concern [4–6].

This work has been developed under a commission by a large Bank in Greece, the
Piraeus Bank, aiming to develop a temporary interactive installation at their seminal
e-Branch at St. Titus Square in Heraklion, related to the cultural heritage and tourism
product of the island of Crete. The system was successfully installed at the e-Branch
premises in July 2020, encouraging customers to (re)discover Crete while highlighting
three pivotal elements of the island: the sea, the land, and the people of Crete.

Aiming to facilitate contactless interaction with the interactive installation, user
interaction is achieved through an innovative augmented physical object operated via
close-distance gestures rather than touch. More specifically, the interaction controller
is a three-part showcase made of glass, where each part is specifically dedicated to
showcasing a distinct key element of the island. When a user selects a particular part, by
placing their hand over the appropriate showcase compartment, it becomes illuminated,
triggering the display of corresponding images on two large screens. It is worth noticing
the images displayed are courtesy of the Region of Crete.

The design and implementation of this work took place during the COVID-19 pan-
demic, mandating contactless interaction as the only interaction option. This objec-
tive was achieved through the incorporation of specially developed IoT sensors, which
were meticulously designed and integrated into the system to support the seamless and
touch-free engagement of users.

This paper is structured as follows. Section 2 provides insights into background
and related work. Section 3 introduces the methodology employed for the design and
implementation of the syste. Section 4 presents the system inmore detail. Finally, Sect. 5
concludes this work and discusses future extensions.

2 Background and Related Work

Since the outbreak of the pandemic, social interaction with public displays has been
put under scrutiny due to the shortage of empirical evidence regarding the potential for
contamination in such interactions. Research on medical facilities has shown that the
air and surfaces are locations where the virus can be traced and thus are susceptible to
contaminating others [7–10]. Although the main COVID-19 transmission route is aerial,
via exposure to droplets and aerosols contaminated with the virus [11], coronavirus has
been also found in solid surfaces [12, 13]. For example, research results from devices
daily in use have shown that random ATM checks returned a positive result for COVID-
19 [14]. At the same time, another associated risk was identified in cash bills used for
financial transactions [15, 16].

1 https://www.who.int/news/item/05-05-2023-statement-on-the-fifteenth-meeting-of-the-intern
ational-health-regulations-(2005)-emergency-committee-regarding-the-coronavirus-disease-
(covid-19)-pandemic.

https://www.who.int/news/item/05-05-2023-statement-on-the-fifteenth-meeting-of-the-international-health-regulations-(2005)-emergency-committee-regarding-the-coronavirus-disease-(covid-19)-pandemic
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The risks associated with the interaction with public displays have reduced the usage
of ATMs during the pandemic and can inherently affect any form of interaction in public
that is based on some form of physical contact (e.g. public touch screens, buttons,
keypads, etc.).

In the past decades, several solutions have been proposed to support touchless
interaction with information systems, including computer vision approaches (e.g. [3]),
approaches based on commercial devices such as depth sensors (e.g. [17]), and IR-based
technologies (e.g. [18]). Based on these technologies, several interaction methods were
implemented including touch, hand gestures, body movement, interaction with objects,
etc. [19–23]. All the aforementioned technologies have been proven to be adequate
for various interaction scenarios, but pose limitations when employed in public spaces
mainly due to instability in illumination and infrared radiation. At the same time, several
interaction-related challenges emerge, such as discovering the interactivity of systems,
performing the correct interaction gesture, and being engaged by the system and its
content in a given social setting [24].

Motivated by the above shortcomings, this work is providing a method and technical
implementation of a remote, cost-efficient, and contactless interaction paradigm for
public displays, aiming to address existing interaction challenges by employing a small
set of simple interaction gestures to achieve discoverability and learnability.

3 System Design and Interaction Implementation

The design process followed was iterative, spanning three directions: user interface
design, interaction design, and industrial design. With regard to the latter, the design of
the enclosure of the system was conducted in 3D using CAD software to allow the team
to assess its affordances and usability, present to the clients how the design will fit into
their space, and of course, simplify the production by providing schematics and accurate
dimensions to the construction team. Figure 1 presents the design of the main part of the
system through which user interaction is provided. Three glass displays are visualized
each one presenting parts from the natural landscape of Crete.

Interaction design embraced a straightforward approach, utilizing hover gestures
over three designated hotspots placed in front of each display. In more detail, when a
user hovers their hand over a display, the system provides feedback by illuminating the
corresponding display. In parallel, a signal is generated triggering the execution of the
system action associated with that particular display. The overview of the design of the
installation is shown in Fig. 2.

For the realization of the contactless interaction, infrared sonars are placed on top
of the display in a position appropriately selected to cover only the range of the specific
display. All sensors are wired up to an Arduino board which in turn hosts the control
software which transmits the reading to the computer hosting the interactive application
through a USB serial port.

Finally, user interface design employed a minimalis approach as well, prioritizing
the presentation of images accompanied by concise and informative texts.
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Fig. 1. Design of the interactive displays.

Fig. 2. Overview of the design of the installation

4 Application

The proposed interactive system offers an alternative to traditional information kiosks
typically found in museums for browsing item collections. Instead of navigating through
complex menus, visitors can browse all the available artifacts effortlessly. More specif-
ically, the metaphor of a flipping book organized in three main categories was adopted,
with each category corresponding to a display showcase.
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To delve into a specific information category, users simply hover their hand over the
respective glass case, causing the virtual book to open to the pertinent category, enabling
them to start exploring the content therein. In order to do so, they use the same interaction
modality, hovering their hands over the glass cases. When the rightmost glass case is
hovered over, a “next” action is performed, whereas hovering over the leftmost case
triggers a “previous” action. Accordingly, the system showcases on the lateral display
panels the next or previous information item of the selected category.

Furthermore, when users desire to activate an interactive element presented they
can hover their hand over the middle glass case initiating the “select” action. With this
simplified gesture vocabulary, visitors can seamlessly browse the entire collection of the
interactive system. Figure 3 presents an example of a person interacting with the display
hovering over the rightmost glass case, thus triggering a “next” action. Correspondingly,
the virtual book displayed on the screens flips to the next page.. A close-up of this
contact-free interaction can be seen in Fig. 4.

Fig. 3. Example of user interaction with the system
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Fig. 4. Close-up view of the interaction

5 Conclusion

In this paper, we proposed a technical solution that effectively caters to touchless inter-
action requirements in simple scenarios without the need for high-end equipment. The
interactive installation, which was developed for the Piraeus Bank e-Branch in Herak-
lion, Crete, provides a contactless and engaging method for users to explore information
related to the cultural heritage and tourism offerings of the island. By utilizing close
distance gesture interaction and custom-built IoT sensors, the system allows users to
navigate through different information categories by hovering their hands over glass
displays, each associated with a particular content category, this eliminating the need for
physical touch. Furthermore, a simple and intuitive paradigm was adopted, reminiscent
of a flipping book, enabling the users to navigate content in a straightforward man-
ner. The use of infrared sonars and an Arduino board facilitated contactless interaction,
transmitting user actions to the interactive application running on a computer.

The design and implementation of the interactive installation took into consideration
the challenges imposed by the COVID-19 pandemic, prioritizing contactless interaction
to ensure the safety and well-being of users. By providing an alternative to traditional
information kiosks, the system offers a novel and engaging way for visitors to interact
with the cultural heritage and tourism information of Crete.

Overall, the developed system,which has been available to the public since July 2020
until today, demonstrates the feasibility and effectiveness of contactless interaction in
public displays, opening up possibilities for future applications in various domainswhere
public health and safety are paramount considerations.

Future work will focus on user-based in situ studies, aiming to assess the usability
of the described system, user engagement, as well as the discoverability and learnability
of the interaction modality.
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Abstract. The core function of museums is to store cultural and natural relics.
However, the disadvantages of traditional museums, have been unable to meet
the diversified needs of people such as uniform layout, lack of affinity and insuf-
ficient connections between disparate regions. Correspondingly, the emergence
of portable miniature museums has become an effective solution. As a modular,
lightweight and environmentally friendly detachable-type mobile museum, com-
pared with the general museum and exhibition space, this fresh museum with a
high degree of flexibility and versatility in site planning, target audience, overall
layout and material application, which capable of offering comprehensive and
aesthetic experience. This project gives priority to explore how to improve the
feelings of participants in the venue and encourages users to actively immerse
themselves in the created environment. Additionally, this paper uses a method
different from the traditional popularization of intangible cultural heritage, adopts
the movable modular building as the exhibition venue, and through the digital
interactive design, makes the southern Fujian culture break through the regional,
space and time limitations, creates a cultural atmosphere for the whole people
to view the exhibition, and arouses the audience’s emotional identification and
protection awareness of intangible historical remains. By constructing a diversi-
fied perceptual structure, visitors are competent to gain a panoramic cognition
and profound thinking of southern Fujian culture in the limited exhibition space,
excavate and interpret the diversity value of cultural heritage, and enshrine new
vitality in the cultural heritage.

Keywords: Portable Miniature Museums · Immersive Experience · Intangible
Cultural Heritage

1 Introduction

Museums, as tangible cultural symbols, play a crucial role in preserving cultural and
natural heritage for future generations and providing valuable artifacts for scientific and
historical research. However, traditional museum structures, as exhibition mediums,
often focus on specific regions or periods, limiting their ability to showcase the diversity
and interconnectedness of different cultures and histories. Additionally, most exhibits
are presented to visitors through labels and descriptions, lacking innovative and diverse
display formats.Moreover, the lack of change in exhibits over time reduces the likelihood

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Stephanidis et al. (Eds.): HCII 2023, CCIS 1957, pp. 564–570, 2024.
https://doi.org/10.1007/978-3-031-49212-9_69

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49212-9_69&domain=pdf
https://doi.org/10.1007/978-3-031-49212-9_69


Interactive Media and Local Art Centered Mobile Modular Museum 565

of repeat visits, making it challenging for visitors to have new and engaging experiences.
These factors result in a passive mode of museum visitation, making it difficult to meet
the diverse needs of people.

In this context, portable micro-museums, as a novel form of mobile museums, can
effectively address some of the limitations of traditional museums. Compared to tradi-
tional museums, portable micro-museums offer higher flexibility andmultifunctionality.
Firstly, in terms of site planning, portable micro-museums can be relocated at any time
according to exhibition needs, unrestricted by venue limitations, providing visitors with
a more convenient exhibition experience. Secondly, in terms of target audience, the
exhibit content of portable micro-museums can be adjusted based on the needs and
interests of different visitor groups, enabling better dissemination and showcasing of
culture, thereby arousing emotional identification and awareness of intangible cultural
heritage among visitors.

Considering the multifunctionality of portable micro-museums, the digital media
age offers more possibilities and development paths for museum exhibitions. Visitors
are no longer passive recipients of meticulously curated knowledge but engage in com-
prehensive sensory experiences, intellectual stimulation, aesthetic enjoyment, and social
interaction. Through such experiences, visitors can learn, question, reflect, relax, and
find sensory pleasure, as well as new social relationships, lasting impressions, or pro-
found memories of the past. Different combinations and forms of digital exhibitions
can bring different paths and effects to the content, narrative, and emotional expression
of museums. Proper interactive effects not only promote the development of museum
exhibitions and provide a good interactive experience but also fully leverage the advan-
tages of museums in knowledge dissemination, public education, and cultural heritage
preservation.

Compared to the established visiting experiences of traditional museums, this project
emphasizes visitors’ construction of their own history, culture, and self within the nar-
rative. By creating personalized and captivating experiences, visitors are more likely to
form emotional connections with heritage and become more aware of the necessity to
protect it. The museum experience of this project goes beyond traditional artifact dis-
play and focuses on establishing emotional connections between visitors and cultural
heritage. Through immersive technologies, visitors are transported to different times and
places, allowing them to experience intangible cultural heritage in more compelling and
interactive ways.

2 Design Concept

When designing this museum, inspiration was drawn from the distinctive architecture of
the Minnan region, aiming to create a modern exhibition space. Historical buildings and
sites, once bearing cultural memories as the most characteristic material heritage, have
gradually disappeared in the process of urban transformationwith the emergence of high-
rise buildings, leading to profound changes in urban landscapes and cultural ambiance.
The author hopes that visitors can not only gain knowledge of historical culture but
also enjoy the pleasure of exhibition in this place that showcases modern aesthetics.
In the spatial design, this project primarily incorporates the element of “yanwei ridge,”
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which is a unique feature of the region’s architecture. By employing diagonal symmetry
enhancement techniques, the traditional yanwei ridge form is integrated with modern
geometric elements. This approach not only preserves its original characteristics but also,
from the perspective of visitors, positions the yanwei ridge as an important carrier of
spatial narrative. The design rises from the ground and returns to the ground, creating the
optimal display method, allowing viewers to deeply appreciate the creative regeneration
of the yanwei ridge within the uplifting modern form

To showcase the combination of modern and traditional culture, this project utilizes
modern technology to exhibit traditional elements of flower tiles and earthen buildings.
When these traditional materials are incorporated or highlighted as part of the archi-
tectural composition, they transcend their physical nature and acquire meanings and
sublimation that can evoke emotions and perceptions beyond themselves

This museum encapsulates architectural details from past to present, serving as a
gateway for people to connect with the past, present, and future the moment they step
into this unique museum. Inside the museum, they can witness the presentation of archi-
tectural exhibits from different periods, where people in the present construct their future
by looking back. Minnan’s architecture, in essence, is a museum with the concept of
time as its theme

3 Design Strategies Based on Cognitive Experience

Cognition is closely related to users’ perception, attention, memory, and thinking. In
the context of interactive narrative presentations, users’ cognitive processes involve four
components: information acquisition, information processing, information output, and
memory formation of the presented content. This article aims to establish a multi-role
cognitive model, facilitate information transmission through multiple sensory channels,
and design adaptive expressions for various types of content, all from the perspective of
cognitive experience.

Fig. 1. Museum interactive experience design model.

3.1 Transmission of Multi-Sensory Information Channels

The foundation of amuseumexperience is the perceptual interaction between individuals
and the material properties of objects [1]. The attributes of objects have an impact on the
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audience by triggering associations of perception, emotion, sensation, cognition, and
memory. This influence not only shapes the audience’s experience but also becomes
an integral part of the materiality [2]. This project employs a multi-sensory cognitive
approach to guide the audience in forming emotional connections with the physical
attributes of objects, thus shaping unique personal experiences and creating a contextual
experiential space based on multi-dimensional perception.

This project focuses on the Minnan architectural culture and takes three unique
architectural forms as subplots to embark on a cultural journey.

Firstly, in the introduction section aboutTulou (earthen buildings), empathy is evoked
through a change in perspective, with time serving as the narrative thread. The audience
can imagine themselves in the displayed era and understand the reasons behind the
formation of this architectural form fromamacro perspective.Additionally, the buildings
are personified and interact with the audience, eliciting empathetic concern and guiding
individuals to respond emotionally [6].

In the introduction section aboutMinnan decorative tiles, the audience’s perception is
linked through somatosensory interaction, which identifies three directly related sensory
modalities: visual, tactile, and auditory. By transforming cultural stories into perceptible
physical properties, the narrative guides the audience’s emotional response, outlining the
perceptual attributes of emotional affordance [4]. Visual and tactile modalities serve as
the primary forms of emotional affordance. In this museum, the audience can intuitively
experience the detailed parts of the architecture through three-dimensional interactive
displays. As they pull out tiles from the grids, auditory elements accompany the experi-
ence. The displayed physical tiles occupy a central position, providing a stronger visual
impact.

As the core of the exhibition, the introduction of the “swallowtail ridge” mainly uti-
lizes 3D imaging technology and interactive mechanisms with immersive domes. After
entering the exhibition space, the audience is guided by the upward-curving shape of
the swallowtail ridge, following the changes in the display screen and moving their
viewing perspective accordingly. Through somatosensory interaction, interactive mech-
anisms such as body leaning and screen control through shifting are triggered. Immer-
sive 3D imaging technology transforms two-dimensional objects into three-dimensional
forms, activating the audience to make movements in response to the operational mech-
anism, thus stimulating the audience’s subjective agency with a sense of motion and
responsiveness.

Interactive design transforms architecture from static artwork into a sensory expe-
riential process connected to individuals. Essentially, it establishes a bidirectional com-
munication bridge between exhibits and the audience, guiding and stimulating “commu-
nication and feedback,” creating a mechanism for the audience to experience across time
and space. Through the transmission of multi-sensory information, the cognitive experi-
ence dimension of users during the visit is expanded. By increasing cognitive channels
and shifting the cognitive load from a single sensory channel, users can more compre-
hensively and effortlessly access information in interactive narrative digital displays,
enriching their experience.
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Fig. 2. Interactive experience design process diagram.

4 Emotional Experience-Based Design Strategies

When it comes to the emotional experience of traditional architecture, there are three
main aspects: promoting social interaction during exhibitions, fostering a sense of
belonging and identification, andmapping inner emotions. In interactive narrative digital
displays, these aspects can be achieved through facilitating offline social interactions,
creating online communities, and establishing immersive contexts.

4.1 Building Online Communities to Foster Group Belonging

Themajority of the audience for themobilemuseum consists of local residentswho share
the same language system and customs, and most of them hold similar notions about
architectural craftsmanship. By creating an online community based on these character-
istics, a local circle with its own regional attributes can be formed. The establishment
of a digital community extends offline interactions to the online realm, facilitating a
sense of belonging and identification among local audiences through the production and
circulation of community-generated digital content.

Field research conducted on existing museums revealed that while interactive
engagement among visitors and their companions can be fostered during offline exhibi-
tions, there is a lack of linkage between visitors entering the museum at different times
or in different batches. This overlooks the potential for attracting repeat visits from users
and hampers content innovation and re-creation.

Therefore, for this project, creating a network-based user-generated content (UGC)
community through a dedicated website and social media platforms can encourage audi-
ence engagementwith the socially-oriented content presented in the digital displays. This
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strengthens the significance of the exhibit’s content through public contributions, allow-
ing the public to gain a deeper understanding and broader perspective on the related
material culture and history.

4.2 Creating Immersive Contexts to Foster Emotional Engagement

Context is composed of all tangible and intangible information [5]. The impact of con-
text on emotional experiences can be achieved through two aspects: first, by utilizing
context perception to simulate real scenarios and create a natural emotional immersion;
second, by employing the concept of “situation” as proposed by Dewey in psychology,
known as “reconstructive memory,” to construct immersive contexts [3]. The generation
of emotions can be facilitated through context perception and imagination, promoting
recollection and empathy.

Moreover, viewerswill engage in cognitive imagination to construct immersive expe-
riential contexts through “reconstructive memory.” Human memory evolves with time
and scenes, andmemories are closely associatedwith emotions. Contextual participation
influences users’ emotional experiences in interactive narrative digital exhibitions.

5 Conclusion

This paper primarily focused on the research of interactive narrative design in digital
exhibitions of mobile museums. Through analysis and investigation, the predicaments
faced by contemporary museums were identified. The categorization of display content,
handlingmethods of display content, anduser behavior patterns in the digital presentation
of traditional architecture were summarized. By combining the analysis of traditional
architecture, a model for constructing narratives in digital exhibitions was established,
clarifying the current public perception and emotional connection to traditional archi-
tecture, as well as user needs and experiential dimensions. Interactive narrative design
principles for digital exhibitions were proposed, and corresponding display strategies
were designed based on different experiential dimensions.

The trend in the development of contemporarymuseums emphasizes that exhibitions
are not solely about displaying objects but also about providing opportunities for public
experiences with the users at the center. This project showcases not only the rich and
diverse intangible cultural heritage but also injects new vitality into it through innovative
technologies and interactive designs. By offering visitors unique immersive experiences,
this project promotes cultural heritage in a striking and memorable way, making it more
accessible to a broader audience.Byhighlighting the importanceof cultural exchange and
understanding, this project strives to raise awareness about the significance of preserving
cultural heritage and its diversity. By emphasizing the value of cultural heritage, it
aims to inspire visitors to become advocates for its preservation and continuation. The
project aims to bring the past to life and connect it with the present, fostering a deeper
appreciation of cultural heritage and its profound impact on our collective human history.
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Karpavičė, Justina II-346
Karran, Alexander-John II-135, II-167
Kasiwi, Aulia Nur II-331
Khant, Aung Kaung II-231
Kim, Dae-Min II-485
Kim, Dong Joon I-389
Kim, Heung-Youl II-485
Kim, Jung-Yong I-389
Kim, Mi Sook I-389
Kim, Seok-Yoon II-300
Kim, Won-Bin II-528
Kim, Youngmo II-300
Kimura, Tatsuhiro I-55
Kniesburger, Stefan II-117
Knoefel, Frank II-405
Koçak, Andy Emre I-264, II-198
Kompatsiaris, Ioannis I-513
Kong, Jonas II-339
Kong, Yong-Ku II-485
Kontaki, Eirini I-481, I-489
Korozi, Maria II-324
Krause, Moritz II-117, II-264
Kumorotomo, Wahyudi II-331
Kwon, Ohung I-49

L
Lališová, Dária II-346
Lau-Hoyos, Edgar Mitchel I-279
Lawelai, Herman I-41
Lee, Chang Gyu I-49
Lee, Chang Kee I-49
Lee, Dowon II-213
Lee, Gi-bbeum II-205
Lee, Im-Yeong II-528
Lee, Jaechung II-300
Lee, Ji-Hyun II-205
Lee, Juhyun II-205
Lee, Sangjun II-34
Lee, Youngjun I-159
Leech, Kathryn I-287
Leelasiri, Puwadej I-55
Leger, Pierre-Majorique II-135
Léger, Pierre-Majorique II-167
Leonidis, Asterios II-324
Li, Hongbo I-146

Li, Ji II-140
Li, Jiahao I-167
Li, Ouyang II-357
Li, Qiang II-493
Li, Shoupeng II-493
Li, Shuran I-209
Li, Yanzhi II-478
Li, Yunxuan I-271, II-140
Liew, Jeffrey I-249
Lim, Dae Young I-49
Lim, Haewon II-213
Lin, Grace C. I-287
Ling, Veasna II-231
Liu, Jiawen II-221
Liu, Jueting I-311
Lochbihler, Aidan II-405
Löschner, Deborah Maria I-62
Loupas, Georgios I-513
Lu, Yuhua II-102
Lumme, Eero Mikael II-41
Luo, Haimei I-417
Luo, Yifan I-167

M
Mack, Naja A. I-397
Mahmud, Mufti I-537
Maia, Jucimar I-175
Maldonado-Pazmiño, Alisson II-365
Manoli, Constantina I-489
Margetis, George I-556, II-252
Marshall, Shawn II-405
Martinez-Gracida, Arturo II-413
Maruyama, Yoshihiro I-353
Meekins, Shaimeira I-397
Melo, Áurea I-175
Mena, Alberto I-295
Micheli, Gioele II-148
Moezzi, Mahta II-236
Monjoree, Uttamasha I-249
Moreno-Heredia, Armando José I-279
Muchagata, Joana II-456, II-503
Müller, Wolfgang I-200
Mutiarin, Dyah II-331

N
Nagahara, Hajime I-333
Nagataki, Hiroyuki I-333
Nair, Pranav II-339
Nauca Torres, Enrique Santos II-285



574 Author Index

Navarro, Evaristo I-295
Neovesky, Anna I-522
Neroutsou, Vassiliki I-481
Ni, Zhenni I-403
Niessen, Nicolas II-148
Nogueira-Silva, Luís II-456, II-503
Norlander, Arne II-157
Ntafotis, Emmanouil I-489
Ntoa, Stavroula I-481, I-489, II-252
Nunes, Eduardo Feitosa I-175
Nurmandi, Achmad I-41, II-331

O
Obregón-Vara, Flor Elizabeth I-279
Ohshima, Hiroshi I-55
Okafor, Obianuju I-183
Oleas-Orozco, Jose A. I-409, I-528
Otalora, Enrique I-295
Otsuka, Emiri I-192
Öz, Burak II-167

P
Paba, Silena I-295
Panjaburee, Patcharin I-70
Pannasch, Sebastian I-62
Paparoulis, George I-556, II-324
Park, Byeongchan II-300
Park, Heehyeon I-303
Park, Sang-Soo II-485
Partarakis, Nikolaos I-481, I-489, I-556
Pattakos, Andreas I-481
Pazmiño-Guevara, César II-365
Pazmiño-Guevara, Lizzie II-365
Pereira, Jordy II-245
Perez, Ethan II-231
Perez-Caballero, Alfredo I-15
Pessoa, Marcela I-175
Phusavat, Kongkiti I-537
Pichon, Sarah A. S. II-372
Pistola, Theodora I-513
Poompimol, Sasipim I-70
Prossinger, Hermann I-118
Pushparaj, Kiranraj II-438
Putra, Panca O. Hadi I-537

Q
Qian, Chengyuan I-249
Qian, Yuxing I-403

Qian, Zhenyu Cheryl I-470
Qu, Xiaodong II-102

R
Ramírez-Medina, Blanca Elisa I-279
Rau, Mu-Shan II-173
Reaes Pinto, Paula I-548
Ren, Chang I-311
Resett, Santiago II-464
Ressel, Christian I-200
Ribeiro, Pedro I-200
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