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Preface

The 22nd EPIA Conference on Artificial Intelligence was held in Faial, Azores, from
the 5th to the 8th of September 2023.

EPIA is a well-established conference that aims to promote research in all Artificial
Intelligence (AI) areas, covering theoretical and fundamental questions and applica-
tions, allowing scientific exchange between researchers, engineers and professionals in
related disciplines. As with previous editions, this conference received support from the
Portuguese Artificial Intelligence Association (APPIA).

The EPIA program, similarly to previous years, included thematic tracks dedicated
to specific areas in AI. This year’s conference featured the following 17 tracks:

• AI, Generation and Creativity (AIGC);
• Ambient Intelligence and Affective Environments (AmIA);
• Artificial Intelligence and IoT in Agriculture (AIoTA);
• Artificial Intelligence and Law (AIL);
• Artificial Intelligence for Industry and Societies (AI4IS);
• Artificial Intelligence in Medicine (AIM);
• Artificial Intelligence in Power and Energy Systems (AIPES);
• Artificial Intelligence in Smart Computing (AISC);
• Artificial Intelligence in Transportation Systems (AITS);
• Ethics and Responsibility in AI (ERAI);
• General AI (GAI);
• Intelligent Robotics (IROBOT);
• Knowledge Discovery and Business Intelligence (KDBI);
• MultiAgent Systems: Theory and Applications (MASTA);
• Natural Language Processing, Text Mining and Applications (TeMA);
• Planning, Scheduling and Decision-Making in AI (PSDM);
• Social Simulation and Modelling (SSM).

EPIA received 165 submissions from 29 different countries this year. Out of these
submissions, 108 had a student as the first author. Each submission was double–blind
reviewed by at least three Program Committee (PC) members of each thematic track.
These two volumes contain all the accepted papers from the thematic tracks, totalling
85 papers.

The conference also received four keynote speakers: Pétia Georgieva (University
of Aveiro, Portugal) with a talk on “Machine Learning Algorithms for Brain-Machine
Interfaces”; Martin Visbeck (University of Kiel, Germany) with a talk on “Digital Twins
of the Ocean”; Josep Domingo-Ferrer (Universitat Rovira i Virgli, Spain) with a talk
on “On the Use (and Misuse) of Differential Privacy in Machine Learning”; and Nitesh
Chawla (University of Notre Dame, USA) with a talk on “Learning on Graphs”. The
invited talks’ abstracts are included in these proceedings front matter.

The Program Chairs thank the Award Committee, composed of Bernardete Ribeiro,
Juan Pavon and Nathalie Japkowicz, for selecting the Best Paper and the Best Student
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Paper, and Springer for the financial support for the awards. This year, the Best Paper
Award was given to Tânia Carvalho, Nuno Moniz and Luís Filipe Antunes for the paper
“AThree-WayKnot: Privacy, Fairness, andPredictive PerformanceDynamics”. TheBest
Student Paper Award was given to Luís Filipe Cunha for the paper “Event Extraction for
Portuguese: A QA-driven Approach using ACE-2005”, co-authored with Alípio Jorge
and Ricardo Campos.

Reinforcing the focus on young researchers and following last year’s edition, the con-
ference included a student symposium, where students in the early stages of their study
programmes presented their main research ideas and discussed them with other students
and researchers, and a mentoring session with senior researchers from related fields was
provided. The organization thanks the AI Journal and APPIA for the scholarships for
student support.

This year’s edition included a panel on Interdisciplinary Challenges and aDiscussion
on AI and Society open to the general public.

The EPIA organizers are thankful to the student symposium chairs and mentors, the
thematic track organizing chairs, their respective Program Committee members, and the
student volunteersBrunoRibeiro,Daniel Ramos,Daniela Pais, LouisCarrette andTeresa
Pereira. All did amazing work, contributing to a very successful conference. Finally, the
organization would also like to express their gratitude to all the EPIA International
Steering Committee members for their guidance regarding the scientific organization of
EPIA 2023.

September 2023 Nuno Moniz
Zita Vale

José Cascalho
Catarina Silva

Raquel Sebastião
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Keynotes



Machine Learning Algorithms for Brain-Machine
Interfaces

Pétia Georgieva

University of Aveiro, Portugal

Abstract Brain–machine interfaces (BMIs) create alternative communi-
cation channels between the human brain and the external world. Neu-
ral activity is recorded, for example through an Electroencephalogram
(EEG), and the BCI systems aim to transform these electrophysiologi-
cal signals into control commands or use them to restore lost function,
most commonly motor function in paralyzed patients. This talk will give
an overview of the past, the present and the future of BMIs, focusing
on machine learning algorithms such as Convolutional Neural Networks
and Neural Autoencoders as promising approaches to build noninvasive
BMIs.



Digital Twins of the Ocean

Martin Visbeck

University of Kiel, Germany

Abstract Thanks to recent advances in digitalization and improvements
in ocean system model performance, the marine community is envision-
ing the development of Digital Twins of the Ocean (DTO) as a method
to monitor and protect the world’s oceans. Digital Twins (DT) are digital
replicas of real-world objects. They depend critically on effective data
model fusion and the compression, exploitation and presentation of data.
AI and ML techniques are central to making those processes effective
and as such essential to advancing DT frameworks and technology. The
value of DTs comes from the ability to make informed decisions that are
guided by interactions with data. And due to their easy accessibility, DTs
can be used by a variety of stakeholders: by scientists to understand the
ocean, by policymakers to make well-informed decisions, and by citizens
to improve ocean literacy. As such, DTs present a valuable opportunity
to future-proof sustainable development. Creating a DTO requires a mul-
tidisciplinary approach: data scientists to identify the gaps in ocean data
and decide upon interoperable data standards, oceanmodelers to improve
model accuracy and resolution, IT experts to advance HPC, ML and AI
infrastructures and scientific visualization experts to deliver the data in a
comprehensive, user-friendly manner.



On the Use (and Misuse) of Differential Privacy
in Machine Learning

Josep Domingo-Ferrer

Universitat Rovira i Virgili, Spain

Abstract Machine learning (ML) is vulnerable to security and privacy
attacks. Whereas security attacks aim at preventing model convergence
or forcing convergence to wrong models, privacy attacks attempt to dis-
close the data used to train the model. This talk will focus on privacy
attacks. After reviewing them, I will examine the use of differential pri-
vacy (DP) as a methodology to protect against them, both in centralized
and decentralized ML (federated learning). I will show that DP-based
ML implementations do not deliver the “ex ante” privacy guarantees of
DP.What they deliver is basically noise addition similar to the traditional
statistical disclosure control approach. The actual level of privacy offered
must be assessed “ex post”, which is seldom done. I will present empiri-
cal results that show that standard anti-overfitting techniques in ML can
achieve a better utility/privacy/efficiency trade-off than DP.



Learning on Graphs

Nitesh Chawla

University of Notre Dame, USA

Abstract Graphs are ubiquitous across a variety of use-cases, and have
emerged as a powerful means of representing complex systems. Graph
Neural Networks have demonstrated exceptional effectiveness in han-
dling graph data; however, there are numerous challenges, from multiple
data modalities to lack of labeled data. In this talk, I’ll introduce our
work on learning from multiple data, and also the ideas of learning from
limited data, including few-shot and self-supervised learning. I’ll also
discuss applications of these methods.
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Abstract. This paper presents the first results on the validation of a new Adap-
tive E-learning System, focused on providing personalized learning to secondary
school students in the field of education about AI bymeans of an adaptive interface
based on a 3D robotic simulator. The prototype tool presented here has been tested
at schools in USA, Spain, and Portugal, obtaining very valuable insights regarding
the high engagement level of students in programming tasks when dealingwith the
simulated interface. In addition, it has been shown the system reliability in terms
of adjusting the students’ learning paths according to their skills and competences
in an autonomous fashion.

Keywords: Adaptive e-learning · Intelligent tutoring system · Personalized
learning · Adaptive interfaces · AI education · Robot simulation

1 Introduction

Personalized learning is a key goal in education [1], trying to adapt the contents and
methodologies to each particular student in order to maximize his/her understanding and
development in a given subject. Traditionally, personalized learning has been respon-
sibility of the teachers, relying on their own experience and empathy. But nowadays,
digital technologies allow to achieve certain levels of personalized learning through spe-
cific software tools, which analyse the student’s profile to provide an adapted experience
in an autonomous way [2].

Within this challenging scope, Adaptive E-learning Systems (AES) refers to the “set
of techniques and approaches that are combined together to offer online training to the
learners with the aim of providing customized resources and interfaces” [3]. There are
different aspects of AES that can be personalized, like the contents, the learning path,
the learning style, or the graphical user interface. In any case, it is necessary to define the
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relevant data to be captured from the learner (understanding and engagement), classify
it into categories, and then provide an adapted response [4]. One of the most relevant
and promising approaches in this realm are Intelligent Tutoring Systems (ITS), which
apply artificial intelligence techniques like machine learning, rule-based logic, or fuzzy
logic to model such data and achieve the desired adaptation in an autonomous fashion
[5, 6]. This is the scope of the current work.

The relevance of developing new ITS is supported by 2015–2030 Sustainable Devel-
opment Goals (SDGs), namely, 4C’s, to increase the supply of qualified tutors. Access
and interactions with a tutor have a direct connection to student engagement, grades,
and school attendance [7]. Nonetheless, it appears that the tutor shortage is on a negative
trend as it is anticipated that there are going to be fewer teachers in the future [8]. ITS
could be a tool to ameliorate this lack of tutors. It can also offer teachers an opportunity
to further personalize education for their students beyond what they can accomplish
individually as a single teacher with multiple students.

The challenge of developing education that adapts to the learners’ needs has been the
specialized domain of ITS that has a long history from Computer-Assisted Instruction
[9]. The past development of ITS is costly and with specialized authoring tools and
learning platforms [10]. Current research and open architecture allow for more rapid
development with flexible student modelling [11]. The most successful cases have been
applied to “traditional” subjects, like mathematics, science, or history, where literacy,
evaluation metrics, and methodologies are well established [12]. The last years have
seen several breakthroughs in ITS produced for students and tutors to use as expressive
and exploratory tools that assist in exploring scientific ideas and developing scientific
ways of thinking [13, 14]. Companies like Carnegie Learning and Math-Whizz provide
various degrees of provision for intelligent support, interactivity, and personalization,
being these the trending topics in this scope.

This paper presents the first results on the validation of a new ITS, focused on
providing personalized learning to secondary school students in the field of education
about AI by means of an adaptive interface based on a 3D simulator. Thus, the rest of
the document is structured in the subsequent manner. The succeeding section provides a
rationale for the significance of our objective and expounds on our distinct contribution to
the domain of Adaptive E-learning Systems. Section 3 showcases the Robobo initiative,
its framework, and the way it functions. Section 4 introduces two activities that were
implemented as lessons. Section 5 displays the validation conducted in a secondary
school setting. Lastly, Sect. 6 concludes the paper.

2 Education About AI

The impact ofAI in education can be observed from two different angles. On one side, we
have AI-based tools to support students, teachers, and institutions in different aspects,
like automatic assessment, creation of materials and plans, and, of course, providing
personalized learning as commented above [15]. In this approach, education is just an
application field for AI technologies. On the other side, we have training about AI
topics. Not only there is a chronic shortage of trained AI professionals, but an entire
generation of young people are also growing up in a world increasingly impacted by
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AI. Consequently, developing an AI literacy for pre-university students is a key goal for
most of the education administrations around the world [16, 17].

Since 2019, the authors of the current paper have been developing the AI + Eras-
mus + project, aimed at creating an AI curriculum tailored for high school students in
Europe [18]. Within it, a set of formal teaching units were developed and tested with
teachers and students of six different schools belonging to five countries. These teaching
units followed a hands-on approach to AI, where students had to face small projects
by programming real-world devices to learn about fundamental topics like perception,
representation, reasoning, or machine learning. From this experience, we realized that,
to implement an AI curriculum at pre-university level in the short-term, two main issues
must be faced: (1) The students’ proficiency in programming: the practical approach to
AI followed in the project, which is also recommended by other initiatives [19], requires
a minimum and homogeneous programming level in the group. Otherwise, the learning
results are not successful. (2) The teachers’ confidence in teaching AI: since it is an
emerging discipline at the pre-university level, it will take many years to have a fully
trained group of teachers capable of teaching AI confidently.

With the aim of providing a path towards solving them, this work proposes the
development of an ITS which, by means of providing personalized learning to students,
allows to leverage their programming skills while supports teachers in those AI topics
where they have less experience. This ITS does not pretend to substitute the teachers’
role but to help in the transition towards a more stable situation in terms of education
about AI at pre-university levels.

The proposed ITS has been named RoboboITS. To cope with the hands-on approach
to AI learning, RoboboITS is based on solving robotic challenges with the Robobo
educational robot [20] bymeans of a 3D simulator called RoboboSim [21], which makes
up the interface with the student. From a methodological perspective, using robots in
classes promotes learning by doing, interdisciplinary training, cooperative learning, and
project-based learning [22]. From a literacy point of view, they allow learning about the
main AI topics for this age range [18].

As commented in the previous section, the number of existing ITS is increasing and
improving but, up to the authors’ knowledge, there is no other tutoring system specifically
focused on education about AI, neither based on 3D robotic simulator as interface. We
can find several approaches using robots as tutors in education, in a sub-field that is called
Intelligent Tutoring Robots (ITR) [23]. But the main feature of ITRs, is that they use a
real robot as interface with the students, which implies a set of considerations that are
out of the scope of this research. Regarding applying robotic simulation environments
for educational purposes, some remarkable initiatives can be highlighted. In this sense,
the Constructsim [24] provides course material and exercises with online simulations. It
is aimed at experienced robotics developers and bachelor or master students. The focus
is more on technical aspects of robotics programming using the ROS/ROS2 system.
Blockly Games [25] provides a very simple graphical programming environment aimed
at teaching programming to young students, with the possibility of using robots. Coderz
[26] and OpenRoberta [27] provide a very simple graphical programming environment
to program the behaviour of real and simulated robots in 2D or 3D. Robotbenchmark
[28] provides a series of interactive realistic 3D robot simulation challenges which
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students have to address by programming the behaviour of robots in the Python language.
Although these initiatives combine programming and robotic simulations, none of them
include an ITS to support autonomous learning.

Summarizing, the RoboboITS is a novel contribution to the Adaptive E-learning
Systems, first because it faces the two main issues of short-term education about AI, and
second because it provides personalization by means of an adaptive interface based on
3D robotic simulations. The following sections are devoted on presenting the details of
its prototype version, and the validation results obtained with students in three schools
at USA, Spain, and Portugal. The goal in this paper is to analyze them from a functional
perspective based on subjective and objective measures.

3 The RoboboITS

Robobo [20] is an educational robot composed of a mobile base coupled to a smart-
phone, wirelessly connected to each other (see Fig. 1 left). Robobo has been chosen
for this development due to the high technological level it provides, appropriate for AI
teaching. The use of the smartphone allows to have a camera, microphone, speaker,
touch screen, WIFI and a powerful CPU. Furthermore, it can be programmed through
Scratch and Python, which allows facing different educational levels with the platform.
The RoboboITS presented here is based on the RoboboSim 3D simulator [21], which
was developed using the Unity3D technology, leading to a computationally light appli-
cation, suitable for pre-university schools, and with a usability and aesthetics like video
games, appropriate for most of students at this age (see Fig. 1 right).

Fig. 1. Left: Robobo real robot. Right: RoboboSim interface.

3.1 RoboboITS Architecture

The RoboboITS internal architecture is represented in Fig. 2, and it is based on four main
modules [5]: domain, tutor, student, and interface. TheDomainModule is endowed with
the specific knowledge about AI, obtained from the teaching units developed within
the AI + project commented above. Specifically, it contains the goals of the activi-
ties proposed to students, the learning objectives, and the code with the solutions. The
Tutor Module encompasses the teacher’s experience in aspects like student’s feedback,
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guidance to problem solving, assessment, and activity adaptation. Here, it contains the
division of activities into sub-activities, as explained later, so personalized guidance can
be provided at the level of problem solving. This module also performs automatic activ-
ity assessment by comparing student’s solution with the correct one obtained from the
Domain Module.

For the Student Module, it contains the initial and acquired knowledge, different
interactions with the GUI, the code of the programs, the number of trials, the time
required to solve the activity, and the level of each student, whichmakes up an estimation
of his/her required guidance in the project completion. Finally, the Interface Module
connects students with the tutoring system in a bidirectional way. Its main element is
the RoboboSim 3D simulation interface, created with Unity3D, which is basic not only
for program testing but also for student engagement. In this sense, the RoboboITS aims
to take advantage of the computer game-like interface of the simulator, together with
the Robobo aspect, to increase student’s motivation. As it will be explained later, the
simulator allows to include visual clues and other gamification strategies to improve the
personalization of learning.

Fig. 2. Schematic representation of the RoboboITS architecture.

It should be pointed out that the students program their solutions using Python or
Scratch, the languages supported by RoboboSim [21]. But these programming interfaces
are independent of the RoboboITS interface. This is a very relevant feature, because this
ITS does not provide feedback about the student’s code, just about the result obtained
after running it on the simulation. Code feedback could be interesting too, but the goal
of the RoboboITS is not on teaching programming, but AI through robotics, so what is
relevant here is the final result of the code application and not the code itself.

The diagram of Fig. 2 is a sort of flowchart of the architecture. Starting with the
grey blocks, the Algorithms one is devoted with the adaptation of the activity and the
explanation to the student’s profile. The current version of RoboboITS uses a rule-based
approach for this adaptation. Once an activity is selected, the Adapted Activity block is
executed, which represents a period in which the activity is carried out by the student.
In this stage, the Data block runs, capturing relevant information to assess the student’s
performance and activity completion. The student solution is evaluated by running it on
the simulator. From such execution, the following data is captured: (d1) time required to
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solve the activity, (d2) number of attempts, (d3) student’s level at the beginning and end
of the activity, (d4) time required to read the statements, (d5) number of times the student
opens the documentation, and (d6) number of times the student reads the statements.

Next, the Data Analysis block is executed and personalized Feedback is provided to
the student through the simulator interface, of two main types:

1. Sub-activity: if the number of attempts (d2) is higher than a predefined threshold,
the student’s level is decreased. This implies that the global activity is divided into
smaller ones, so student can face a simpler problem.

2. Visual clues: the time required to solve the activity (d1) and the number of attempts
(d2) trigger the arousal of visual clues through the simulator interface, with the aim
of providing support to the student before downgrading the level.

Fig. 3. Left: Example of question from the initial questionnaire. Right: Example of statement for
the main activity.

3.2 RoboboITS Operation

RoboboITS aims to train pre-university students on AI fundamentals, so no previous
knowledge on these topics is required. But as it is based on the curriculum developed for
the AI + project, this first version is suitable for students between 15 and 18 years old,
because it is assumed a minimum background in mathematics and technology. In terms
of programming, previous experience is required, but RoboboITS has been designed
to leverage different profiles, so it adapts to students with low skills who require more
guidance, aswell as thosewith a higher level who aremore autonomous. TheRoboboITS
operation can be summarized in the following consecutive steps:

1. The system assesses the student’s initial level: the first time the ITS is used, the student
must complete a questionnaire that allows knowing his/her skills in programming and
the previous knowledge about AI. The former is very important, because it establishes
the competence level in which the ITS starts. To this end, it includes questions about
programming experience, in which language, for how long, and specific ones to eval-
uate their knowledge, such as the one shown in Fig. 3 left. Regarding AI knowledge,
this data is captured to evaluate the progress of the student at the end of the session
in the core topics to be trained.
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2. The statement of the challenge is displayed: it is adapted to the level (Fig. 3 right) and
it must be carefully read by students. The learning goal of the ITS is that all leaners
reach the same final level by solving the AI challenge. So, depending on the initial
level, it proposes the activities with different guidance levels (sub-activities described
in the previous section). In the highest level, the system will propose the student just
to complete the global activity, being the division into small sub-activities part of
his/her work.

3. The student implements the program to solve the challenge: to this end, the interface
is organized in practice stage and a trial stage. In the first one, the student’ executions
are not evaluated, while in the second one the system checks if the solution is correct.
If it is, the next activity or sub-activity is presented, and if it is not, the student will
receive feedback and return to the practice stage. The visual clues introduced above
are provided at all levels when the student fails in trial stage or when the time elapsed
in practice stage is too long. They can be graphics, text, or recommendations to read
the documentation.

4. Continuous working: the system allows to continue the activity at any time. When
RoboboITS is executed for the first time, a unique code is assigned to the user. This
code can be used if the application is closed, so when the user returns, he/she starts
at the same point where it was. In addition, the student can access to all necessary
documentation at any time from the interface. It contains one button to open the
activity statement, and a second one that opens the Robobo programming manual.

Fig. 4. Four snapshots of the video that shows students the final response to achieve.
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4 AI Lesson Implemented

For a first test of the RoboboITS, a lesson related with the AI topic of perception and
actuation for autonomous robotics has been developed, which corresponds to two spe-
cific teaching units on the AI+ project. Regarding perception, the lesson focuses on
distance and orientation sensors, and regarding actuation it relies on basic motors. These
are fundamental topics in autonomous robotics, fromwhich latter lessons can be focused
onmore complex sensors and actuators (cameras, tactile screens, speech production, and
others). The learning objective in terms of AI is that students learn what autonomy is
in this scope, so the robot must be programmed relying on sensor measures and avoid-
ing predefined thresholds. In addition, for this first test, only 3 competence levels are
considered in the ITS. Finally, the programming must be performed using the Scratch
blocks of the Robobo robot [20]. The version of the RoboboITS that implements this
topic is accessible to download and test.1

Once the initial questionnaire is completed, and the student is therefore already
assigned to a level, the final challenge for this lesson is presented: programming Robobo
so it can autonomously avoid anobstacle, regardless of its position and size. The expected
robot response is presented through a video (see four snapshots in Fig. 4) that students
can play every time they need. This challenge was organized in two activities.

Fig. 5. Visual support provided in activity 1 for students in level 1 and level 2.

In the first one, students must program Robobo to avoid the obstacle but without
using any sensor, just adjusting speed and time of the Robobo wheel motors using the
appropriate Scratch blocks. The obstacle is always in the same position and its always
of the same size. Hence, by solving this activity students get familiar with the motor
response and, as main goal, they understand that adjusting specific values for this case
is possible, but it requires a trial-and-error stage which is highly time consuming.

As observed in Fig. 4, the robot starts in front of the obstacle and the goal is to avoid
it for its right side. Level 3 students do not receive any sub-activity, so they face the
challenge in an open way. For level 2, the ITS proposes two sub-activities. In the first
one, students just face the first twomovements, displayed in the two top images of Fig. 4.
Until they complete them, the second sub-activity is not presented. On it, their goal is
to finish the remaining movements as shown in the bottom images of Fig. 4. Moreover,
some visual support regarding the motor programming is provided, as displayed in
Fig. 5 left. Lastly, level 1 students must solve five independent sub-activities, one for

1 https://cutt.ly/I20RYDQ.

https://cutt.ly/I20RYDQ
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each movement shown in Fig. 4, which are evaluated independently. In addition, the
specific Scratch blocks they must use are provided on the interface, as shown in Fig. 5
right. Therefore, level 2 and level 1 students receive a personalized challenge,with higher
guidance level according to their programming skills.

In activity 2, the final challenge is the same, but now the position and size of the
obstacle changes randomly every time the students run their solution. Consequently,
they realize that their previous program does not work in this setup, as it was adjusted
for a particular environment. This is the key concept to understand in this lesson. So, to
solve now the challenge, they must rely of Robobo sensors, specifically, on the infrared
sensor to detect distance to the obstacle, and the orientation sensor to turn.

The division into sub-activities depending on the level is the same as in Activity
1, but now students receive more information related to the sensor they must use. For
level 3, they only receive information about the Robobo sensors they should use, which
must be checked at the documentation (see Fig. 6 right). In the case of the level 2,
the programming pseudocode is provided (see Fig. 6 middle). Level 1 receive the full
program on the interface, and students must copy it and adjust the sensor values to make
it work properly (see Fig. 6 left).

Fig. 6. Statement for the 3 different levels in activity 2, with adapted guidance information.

Fig. 7. Left: visual clue for students in level 1. Right: visual clue for level 2.

For all levels, and in both activities, students receive visual clues if measures d1 and
d2 are above a threshold, as explained in the two previous sections. In this activity, the
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clues show the path to follow, the degrees to turn, and the point where the robot should
stop, as displayed in Fig. 7. Again, these clues are adaptive, and they arise just if the ITS
detects that the student requires them, so some of them could never see them.

5 Secondary School Validation

The validation of this first version of the RoboboITS was carried out in 2022 in three
secondary schools of three different countries. The first was held at Virginia (USA), with
a group of 17 students. The second onewas held at Fene (Spain), and 17 students attended
to the workshop. Finally, a last validationwas carried out at Caldas das Taipas (Portugal),
with 24 students. In all cases, the students’ age ranged between 14 and 17 years, and
their programming background was heterogeneous.

The validation was organized in two workshops, performed in different days. In the
first one, an introduction to the Robobo programming with RoboboSim was carried out,
but no AI topics were trained. In the second one, students used the RoboboITS to solve
the challenge explained in the previous section. At the end of this second session, all
students filled a questionnaire containing comprehension questions about the specific
AI topic (which can be consulted in2), and also about the RoboboITS itself. These last
answers are shown in Table 1, as they are relevant in the scope of this work.

Table 1. Answers to the final questionnaire about ITS design and functioning.

Question USA
% positive

SPAIN
% positive

PORTUGAL
% positive

Do you like the video game style used in
RoboboSim?

82,4 88,2 100

Did you like it when the simulator showed you
visual/text clues and proposed new levels
(sub-activities) to advance?

94,1 94,1 100

Would you like to use more intelligent tools, like
RoboboITS, as you study at school?

100 88,2 91,7

Would you like to use more intelligent tools, like
RoboboITS, as you study at home?

76,5 70,6 66,7

It can be observed that the simulation-based interface was positive for students in
all countries (question 1), as well as the visual clues it included (question 2). Moreover,
they felt motivated and engaged to learn with the tool (question 3) at school, but not that
much to use it as homework (question 4).

Figure 8 shows the learning trace for three students during the last test in Portugal,
just to give a clear example of how they interact with the ITS. The first student on the
top started on level 3, and it took 90 min to finish the challenge, with no clues. The

2 https://drive.google.com/drive/u/1/folders/1LzFew5mF9sHEj9h83BKU31d_n9JOI4IW.

https://drive.google.com/drive/u/1/folders/1LzFew5mF9sHEj9h83BKU31d_n9JOI4IW
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Fig. 8. Progress of three students on the RoboboITS in the Portugal workshop.

second one also started on level 3, but he/she was downgraded twice, because he/she
required a lot of clues to solve the activity in the original setup. In fact, this student did
not reach the final goal, although he/she was able for finish activity 1 quickly once in
level 1. The third one (bottom line) was always in level 1, and he/she required 5 clues
to solve the challenge, which was achieved in 100 min. What is relevant here is that the
RoboboITS showed a reliable and stable functioning in all sessions, profiling students in
an autonomous way, and allowing all of them to properly learn with adapted materials
and interface. Some students did not reach the final goal in the session duration, but all
of them improved autonomously.

6 Conclusions

Our study focusses on the importance of personalized learning in education and how
Adaptive E-learning Systems can achieve this through analysing students’ profiles and
providing customized resources and interfaces. The development and validation of the
RoboboITS is presented, an Intelligent Tutoring System that uses a 3D simulator called
RoboboSim and a hands-on approach to learning AI with the Robobo robot. The system
is a novel contribution to the field, addressing the issues of short-term AI education and
providing personalization through adaptive 3D robotic simulations. Details of its proto-
type version and validation results obtained with students in three schools in the USA,
Spain, and Portugal was also presented. Overall, the results suggest that the RoboboITS
is a valuable support to teachers in teaching AI concepts to students.
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Abstract. This paper presents the design and evaluation of Gamified Collec-
tiveEyes that is a digital infrastructure to collectively share human eyes. Gamified
CollectiveEyes collects people’s viewpoints in theworld anywhere at all times, and
a user sees several collected viewpoints simultaneously in a 3D virtual space. For
navigating human viewpoints collected by Gamified CollectiveEyes, we propose
a novel abstraction named topic channel in the paper, where a user can choose
appropriate viewpoints and hearings that he/she wants to see. After presenting
an overview of Gamified CollectiveEyes, we show two user studies to investigate
potential opportunities and pitfalls of Gamified CollectiveEyes: the first user study
is to investigate the human motivation mechanism to offer their viewpoints and
the second user study is to investigate the configuration to present multiple view-
points. We also show the limitation and future work of the current development
of Gamified CollectiveEys.

Keywords: Collectively sharing human eyes · Gamification · Topic channel ·
Human motivation · Serendipity

1 Introduction

Distributed digital infrastructures that allow multiple participants to connect to them,
interact with them, and create and exchange value are rapidly transforming our daily
lives. In particular, digital sharing infrastructures are gaining popularity as they enable a
variety of attractive and innovative services [3, 9, 10]. Such digital infrastructures allow
individuals to offer their personal belongings and free time for the purposes of others. In
this study, we examine the lending of parts of the human body, especially human vision,
to others. Motivational design in conventional digital sharing infrastructures has been
well studied [12, 13], but digital infrastructures that share human eyes with a group of
people are very different from conventional shared objects in terms of human viewpoints,
so a new approaches are needed.

In recent years, our lives have been transformed by the widespread use of smart-
phones. Current mobile have strong computing power and provide easy access to a wide
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variety of information. In the near future, wearable smart gadgets like smart glasses [21]
and smart earphones [6] will be developed. These wearable appliances should be able to
more easily collect diverse information about the world around us. Images and sounds
collected from these wearable appliances can be used by others to hone their own visual
and auditory abilities. Exposure to the visual and auditory senses of others allows people
to think more flexibly and more deeply. For example, an earable device such as eSense
provides the ability to analyze a person’s behavior with earphones [6], and the ambient
sounds captured can be used to develop a variety of digital services.

A distributed digital infrastructure for collectively sharing human eyes becomes a
core infrastructure to help people to enhance their abilities through diverse viewpoints
of others. Gamified CollectiveEyes is an infrastructure to capture and store viewpoints
of people in the world. In this paper, for navigating human viewpoints collected by
Gamified CollectiveEyes, we propose a novel abstraction named topic channel in the
paper, where a user can choose viewpoints and hearings that he/she wants to see by
changing like a TV channel. After presenting an overview of Gamified CollectiveEyes,
we show two user studies to demonstrate the potential opportunities and pitfalls of
Gamified CollectiveEyes: the first user study is to investigate the human motivation
mechanism to offer their viewpoints and the second user study is to investigate the
configuration to presentmultiple humanviewpoints for finding serendipitous viewpoints.

The remainder of this paper is organized as follows. In Sect. 2 shows an overview
of Gamified CollectiveEyes. In Sect. 3, we show several insights extracted from a user
study how the current topic channel design influences human motivation. In Sect. 4, we
show some insights extracted from a user study how the topic channel triggers human
serendipity. Section 5 presents several related concepts to the approaches introduced in
the paper. Section 6 shows the limitation of the current study. Finally, Sect. 7 concludes
the paper.

2 Gamified CollectiveEyes

Gamified CollectiveEyes is a distributed infrastructure to collect and share human eyes;
the infrastructure enables us to build novel services that would allow us to adopt some-
one else’s seeing capabilities. The infrastructure uses a user’s gaze-focused gestures to
choose which viewpoint the user wants to access. The infrastructure assumes that each
user is equipped with a wearable appliance that embeds a camera and microphone. In
[8], we presented the opportunities and pitfalls of the earlier version of Gamified Collec-
tiveEyes. The current version presented in the paper is enhanced from the earlier version
to implement a topic channel abstraction that is essential extension to adopt gamification
strategies proposed in the paper. The design presented in Sect. 2.1 and Sect. 2.2 is the
almost same as the original version and the details are explained in [8].

2.1 Seeing Several Viewpoints Simultaneously

When presenting several eye views, the viewpoints are shown in a virtual space as shown
in Fig. 1. Gamified CollectiveEyes provides the following two viewpoint presentation
modes with which to present the several viewpoints. One viewpoint presentation mode
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is the spatial view mode as shown in the left picture of Fig. 1. Another viewpoint
presentation mode is the temporal view mode as shown in the right picture of Fig. 1.
When using the spatial view mode, the four views to present respective viewpoints are
selected automatically and shown in a 3D virtual space. When using the temporal mode,
one viewpoint is selected and shown. Then, the viewpoint can be replaced to another
viewpoint successively until the most preferable viewpoint can be found.

Fig. 1. Watching multiple viewpoints

2.2 Navigating Views with Gaze-Focused Gesture

One of the most striking features of Gamified CollectiveEyes is to adopt gaze-focused
gestures for every control. Gamified CollectiveEyes offers the following four basic com-
mands. The first is the SELECT command, which is employed by a user to select a target
person by moving his/her viewpoint from top to bottom. The second is the DESELECT
command, which is used to return to the previous view by a user moving his/her view-
point from bottom to top. The third is the CHANGE command, which is used to change
a user’s current view to the view of another randomly selected person near him/her by
moving his/her viewpoint top to bottom in the current view. The fourth and last is the
REPLACE command, which is used to remove a view that a user wants to replace by
moving his/her viewpoint from bottom to top on the view.

2.3 Topic Channels

Auser specifies a topic channel to select presenting viewpoints that are shown around the
user, much like a TV channel selector, from stored captured viewpoints in the database.
While each person’s viewpoint is captured by his/her wearable appliance through the
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camera embedded to the appliance, the person registers appropriate topic labels corre-
sponding to respective topic channels that can be seen in his/her current viewpoint as
hashtags for Gamified CollectiveEyes. In the current prototype infrastructure, the person
whose viewpoints are captured registers the topic labels into the infrastructure manually.

The viewpoints captured from a personwhowears awearable appliance are clustered
through topic labels and some of viewpoints are shown as icons in a 3D virtual space.
The icons are clustered according to topic labels as respective icon clouds and displayed
as shown in the top left screenshot of Fig. 2. A user chooses one of the icon clouds
through his/her wearable appliance. The lower right screenshot of Fig. 2 shows a view
after selecting one topic channel. Several viewpoints are displayed in a 3D virtual space,
and the user navigates these viewpoints. If the user chooses one of them, he/she can see
the viewpoint immersively as if it is his/her own viewpoint.

Fig. 2. Searching a viewpoint through topic channels

2.4 Thing-Focused and Value-Focused Topic Channel

For managing a large amount of viewpoints through topic channel, we investigate to
use world models for categorizing diverse viewpoints in the real world into respective
topic channels. In the current design of topic channels, we consider two approaches
to model diverse viewpoints. These approaches are extracted from the sociomateriality
perspective, and respective approaches treats the world from different attitudes and
perspectives to materialize the world [7].

One approach is to categorize viewpoints-focused on things appeared in the view-
points. The second approach is to categorize the viewpoints-focused on values appeared
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in the viewpoints. In the first approach, we model the world according to classifying
concrete things appeared in the real world. The classification contains the following
categories: the first is Personal Belonging, the second is Curiosity, the third is Food,
the fourth is Friends/Families, and the fifth is Landscape, as shown in Fig. 3. Gamified
CollectiveEyes chooses viewpoints that a user likes to see according to the topic channel.
The classification used for the topic channel is named as thing-focused topic channel,
and each viewpoint’s category is identified as a different topic in the thing-focused topic
channel.

Fig. 3. Thing-focused topic channel

Another approach is to model the world according to abstract values on respective
viewpoints in the world. We consider that people usually like to see somethings based
on their perceived values. The classification contains the following categories: the first
is Aesthetic, the second is Enjoyable, the third is Cute, the fourth is Historical, and the
fifth is Frightening, as shown in Fig. 4. The classification used for the topic channel is
named as value-focused topic channel.

2.5 Gamification Strategies in Gamified CollectiveEyes

The topic channel abstraction is a significant extension from the previous CollectiveEyes
to identify what a user likes to see and how to assign topic labels to viewpoints to use
gamification strategies in CollectiveEyes. While each person’s viewpoint is collected
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Fig. 4. Value-focused topic channel

by his/her wearable appliance through the camera attached to the appliance, the person
submits an appropriate topic label that is identified a belonging topic channel and that can
be seen in his/her view as hashtags. The person whose viewpoints are collected registers
the topic label of the current viewpoint into the infrastructure manually as shown below.

Gamified CollectiveEyes assumes that each captured and stored viewpoint assigns a
topic label for selecting viewpoints under the topic channel that a user specifies.Gamified
CollectiveEyes needs to consider the two aspects to exploit crowd power similar to
traditional digital sharing infrastructures [12, 13, 18]. The first aspect is to explicitly
assign different topic labels to respective viewpoints by users. The second aspect is to
collect a large amount of viewpoints in the world.

The current Gamified CollectiveEyes infrastructure adopted two gamification-
focused strategies to investigate the above aspects. The first gamification-focused strat-
egy is to incorporate a gauge representing abilities to watch others’ viewpoints. The
gauge is increased when offering his/her viewpoints to Gamified CollectiveEyes. Also,
the amount to increase the gauge depends on the assigned topic labels of the viewpoints.
The amount of the gauge of each label is changed according to the current situation.
Thus, a user needs to consider which viewpoints are appropriate to more increase his/her
gauges so he/she needs to be aware of what he/she will be watching next. The second
gamification-focused strategy is to assign a topic label to each viewpoint by each user.
It is hard to recognize the topic of an viewpoint automatically through the current image
recognition techniques. Thus, we adopted the human computation method like shown
in [20] for manually assigning topic labels to respective viewpoints by a user.
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3 A User Study for Motivation Management

We conducted a user study to investigate the effect to use the thing-focused and value-
focused topic channel for designing gamification strategies in Gamified ColletiveEyes.
In the user study, we collect and analyze the opinions from participants, and summarize
them as the insights of the current design.

3.1 Research Method

We hired eight participants including six males and two females, whose average age is
27.8, where they are developing gamification services as their research topics, and asked
them to act scenarios to use Gamified CollectiveEyes by using the user enactments
method [16] after explaining an overview of Gamified CollectiveEyes. The user study
prepared three scenarios. In each scenario, a different topic channel is selected to explore
diverse viewpoints in theworld. In the first scenario, the landscape topic channel which is
one of the thing-focused topic channel is adopted, in the second scenarios, the historical
topic channel is adopted, and in the third scenario, the aesthetic topic channel is adopted,
which are belonging in the value-focused topic channel. Each scenario describes what
participants will explore in their viewpoints under the thing-focused topic channel and
the value-focused topic channel.

After the user enactments, we conducted semi-structure interview with the partici-
pants for understanding their motivation to register their viewpoints to Gamified Col-
lectiveEyes. We summarize the participants’ opinions acquired from the interviews into
a document in accordance with the thematic analysis method [15]. We also adopted
the affinity diagram method [11] to help our analysis process in reviewing codes and
searching appropriate topics. Finally, we identified the following three themes.

3.2 Effects of Topic Channels

Many people use thing-focused topic channels when theywant to see something specific,
and use value-focused topic channels when they want to discover something new. For
example, using a value-focused topic channel makes it more likely that different people
will label viewpoints according to their own value judgments, and that the ambiguity
arising from these value judgments will provide viewpoints that they have not imagined.
Therefore, more abstract topic channels increase the likelihood of discovering serendip-
ity. Specifically, “seeing something you don’t know or an image that is not currently in
your mind can lead to unexpected ideas,” “ideas and desires that were not in your mind
will be recalled, leading to new experiences,” and “rather than using a thing-centric topic
channel, you have the opportunity to get many different things in the same label.”

3.3 Effects of Gamification

Opinions were divided on whether a different gauge for each label would be an incentive
to provide viewpoints. Some said, “If you put different gauges on labels, the number of
viewpoints for a particular label will increase, and the reliability of Gamified Collec-
tiveEyes will decrease because you will be providing gauges in point collection for the
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viewpoints of labels with higher gauges.” On the other hand, some said, “If Gamified
CollectiveEyes is really useful to me, I would like to use Gamified CollectiveEyes to
provide viewpoints for higher gauges.”

Some of the specific comments are interesting, such as the following:

(1) I would like to provide viewpoints when I find a scene that I think is worth providing,
so I don’t think the viewpoints that Gamified CollectiveEyes provides would change
much with a higher gauge.

(2) I thought I would not look at the labeled viewpoints because I feel that offering
popular viewpoints to earn points is a very selfish motive and that viewpoints with
high gauge labels are offered to collect points.

(3) If the distribution of points is unequal for each label, a variety of viewpoints will not
be offered, and the Gamified CollectiveEyes.

(4) If the distribution of points is uneven for each label, it may not provide a variety of
viewpoints, and the motivation to use Gamified CollectiveEyes may be inhibited.
Another commented.

(5) Because Gamified CollectiveEyes allows for differences in sensitivity between
myself and others, I am more motivated to use Gamified CollectiveEyes not only
when they provide viewpoints that I do not expect.

3.4 Effects of Consciousness

There were various comments that labeling increases the opportunity to be aware of
“what I amwatching now” and “my feelings aboutwhat I amwatching.”Other comments
included, (1) “I think I will actively try to find meaning in my viewpoint”, (2) “The more
viewpoints I provide, the more opportunities I have to be aware of what I am watching
and how I feel about what I am doing”, (3) “Gamified CollectiveEyes gives me an
opportunity to think about what is reflected in this viewpoint and what value it has.”,
(4) “Even if we automate the recognition of viewpoints, the manual label registration
increases awareness of what we are looking at, so the policy does not necessarily make
sense in terms of the significance of Gamified CollectiveEyes.”

On the other hand, another commented, “I am not aware of it when I am looking at
it now, but I will be aware of it later when I look back at that viewpoint.”

4 A User Study for Serendipity Management

We also conducted an additional user study to investigate the effect to use the thing-
focused and value-focused topic channel for investigating how a user navigates diverse
viewpoints in Gamified CollectiveEyes.

4.1 Research Method

We recruited twelve participants including ten males and two females, and their average
age is 27.0.We asked them to perform scenarios to useGamifiedCollectiveEyes based on
the user enactmentsmethod as same as the first user study after explaining an overview of
GamifiedCollectiveEyes. The user studyprepared the following scenarios. Each scenario
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adopts a different topic channel to explore diverse viewpoints in the world. One scenario
adopts the landscape topic channel which is one of the thing-focused topic channel,
and another scenario adopts the aesthetic topic channel, which are belonging in the
value-focused topic channel. Each scenario describes what participants will explore their
viewpoints under the thing-focused topic channel and the value-focused topic channel.

In the user study, viewpoints selected by a topic channel specified by a participant
are shown in Fig. 2, and several viewpoints shown in each topic channel are configured
in several ways. For the first scenario named Scenario A and the second scenario named
Scenario B, we setup these respective four configuration as shown in Table 1.

After the user enactments, we asked participants to answer the following question-
naires.

A-(Q1): Can you find favorite viewpoints in Scenario A: Configuration (i)?
A-(Q2): Can you find serendipitous viewpoints in Scenario A: Configuration (i)?
A-(Q3): Can you find serendipitous viewpoints in Scenario A: Configuration (ii)?
A-(Q4): Can you find serendipitous viewpoints in Scenario A: Configuration (iii)?
A-(Q5): Can you find serendipitous viewpoints in Scenario A: Configuration (iv)?
B-(Q1): Can you find favorite viewpoints in Scenario B: Configuration (i)?
B-(Q2): Can you find serendipitous viewpoints in Scenario B: Configuration (i)?
B-(Q3): Can you find serendipitous viewpoints in Scenario B: Configuration (ii)?
B-(Q4): Can you find serendipitous viewpoints in Scenario B: Configuration (iii)?
B-(Q5): Can you find serendipitous viewpoints in Scenario B: Configuration (iv)?
We investigated participants’ scores on the points using a five-point Likert scale (4:

induced, 3: to some extent, 2: cannot say either, 1: sometimes induced, 0: not induced)
on each question. After the answering the questionnaires, we conducted semi-structure
interview with the participants to understand their experiences with seeing serendipitous
viewpoints.

Table 1. Configurations for Scenario A and Scenario B

Scenario A Configuration (i) Landscape 100% Configuration (ii) Landscape 70%,
Food 30%

Configuration (iii) Landscape 70%,
Friends/Families
30%

Configuration (iv) Landscape 40%,
Food 30%,
Friends/Families
30%

Scenario B Configuration (i) Aesthetic 100% Configuration (ii) Aesthetic 70%,
Enjoyable 30%

Configuration (iii) Aesthetic 70%,
Historical 30%

Configuration (iv) Aesthetic 40%,
Enjoyable 30%,
Historical 30%
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4.2 Effects of Serendipity

As shown in Fig. 5, what is interesting about the tendency of many participants’ opin-
ions is that the focus of the viewpoint to be displayed becomes blurred and serendipity
decreases as the number of topic channels increases when using the thing-focused topic
channel, but the discovery of serendipity does not decrease even if the number of topic
channels increases when using the value-focused topic channel. The argument is sup-
ported from the opinion that the viewpoints provided by the value-focused topic channel
are collected by abstract categories, so even when displaying viewpoints in multiple
topic channels, it is possible to discover attractive or serendipitous viewpoints.

Fig. 5. Results of questionnaires

Offering an viewpoint that is different from a participant’s current viewpoint is effec-
tive in discovering serendipity for him/her. In particular, presenting the current viewpoint
of a user from different angles or presenting his/her current viewpoint at different dis-
tances is effective for discovering serendipity. A large number of participants answered
that the displaying diverse viewpoints was effective in offering attractive viewpoints.
On the other hand, when using the thing-focused topic channel, the participants felt that
it would be annoying if they were not interested in the viewpoints in the current topic
channel.

5 Related Work

Digital sharing infrastructures include Airbnb, a P2P lodging service, and Uber, a P2P
transportation network for sharing goods and services, among a growing number of
multifaceted digital infrastructures and offline activities. These infrastructures use infor-
mation technology to provide information to individuals, businesses, non-profit organi-
zations, and governments to optimize resources through the redistribution, sharing, and
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reuse of surplus goods and services [3]. Crowdsourcing is also a type of digital sharing
infrastructure that shares human skills by dividing tasks into various micro-tasks and
asking the crowd to complete them. Crowdsourcing in general uses monetary rewards to
motivate crowds like Amazon Mechanical Turk [10]. The use of gamification in crowd-
sourcing infrastructures to encourage the execution of more microtasks is one of the
current hot topics in gamification research [12, 13].

Gamification is the process of making a task more game-like by incorporating game
elements [2, 14]. For example, visualizing the achievement of a task as a score or compar-
ing the achievement with others can motivate users to accomplish a task. Gamification
has become common in the private sector like operating social media. Now gamification
also becomes popular in education, health, government, and science, incorporating the
advantage of the widespread activity of playing games. Furthermore, gamification is a
appropriate method for collecting data from crowds [1, 16].

There are several relatedwork that exploits people’s seeing. Jack-in-Head is a concept
for extending human capabilities and presence [5]. This concept allows for immersive
connections between humans and other artifacts or between humans. Procyk studied
paired first-person video exchange with a head-mounted camera and mobile screen [17].
This study showed that paired mutual video streaming achieved a parallel experience
in public. Kinetic drones enhance the experience of flying [4]. Video captured by the
drone is transmitted to the user’s wearable intelligent glasses. The user feels as if he/she
is flying in the sky and can view scenes acquired by the drone while in his/her room.

6 Limitation of the Current Study

The current study focuses on the user study for only Japanese participants. When inves-
tigating human motivation to collect diverse viewpoints in terms of values, the collected
insights may be culturally biased. The discussions about ethical issues may also be
biased due to our culture and daily habits. For gathering more unbiased insights, we
need to conduct the user study for participants belonging to other cultures for under-
standing how seeing and hearing in the world is different in respective cultures. Also, as
shown in [19], people’s answers about their attitude about ethics may be different from
their actual behavior. Thus, we will need to observe their real behavior to use Gamified
CollectiveEyes not only the survey of their attitude.

The current research method focused on a qualitative method for designing
gamification-based strategies of Gamified CollectiveEyes so we need to adopt more
quantitative approaches to optimize the strategies. We also need to investigate the
effect of the manual registration of a topic label of each viewpoint: whether the con-
scious registration of a topic label is essential to increase the significance of Gamified
CollectiveEyes.

7 Conclusion and Future Work

The paper presented the design of Gamified CollectiveEyes to motivate people for
encouraging collectively sharing human eyes and ears. We conducted a series of user
studies and investigated some findings in the current design. The most important find-
ing in terms of the gamification aspect is that modelling the world meaningfully offers
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additional information to users, and the information increase human motivation to act
them more consciously.

Our approach suggests that digital technology can give us great power. The dreams
and fictions in past novels and movies will become reality in the near future. Cerebro,
for example, is a fictional scientific device that appears in Marvel Comics’ X-Men. As
society becomes increasingly complex, we need new sophisticated tools that amplify
our ability to think and make decisions in order for society to thrive. Because of the
simplicity of our approach in providing diverse human viewpoints, it is possible that the
diverse viewpoints could help enhance decision making as a tool to improve the ability
to think about the various human biases found in the behavioral economics research.
As a future direction, we would like to investigate how Gamified CollectiveEyes can
reframe our abilities of seeing and hearing activities and expand our ability to think by
presenting multiple people’s viewpoints. By enhancing these abilities, we may be able
to transform our daily lives into something more enjoyable and enriching through more
diverse and introspective thoughts and lifestyles.
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1 Introduction

Our dietary habits have a significant impact on our health, and diet-related diseases
pose a major public health concern, threatening the sustainability of healthcare systems.
Unbalanced food intake, in terms of both quantity and quality, can lead to various medi-
cal conditions, including metabolic disturbances, malnutrition, overweight, poor mental
performance, and medical risk factors such as hypertension, osteoporosis, cardiovascu-
lar diseases, type 2 diabetes, hip fractures, liver pathologies, Alzheimer’s disease, and
even cancer [1]. These diet-related diseases continue to be a major public health con-
cern and endanger the sustainability of healthcare systems [2, 3]. Therefore, it becomes
necessary to study and develop effective tools to monitor and support users in either
single or group contexts to make better decisions in their daily lives regarding the adop-
tion of healthier behaviors [4–6] and to support achieving health related goals [7]. As
a result, dietary habits will be improved to prevent and manage the aforementioned
diseases. In this context the FoodFriend project1 was established as a novel technol-
ogy aimed at addressing these challenges in three different uses cases: prevention of
malnutrition in nursing homes and patients using tube feeding (1); and nutritional trans-
mural care of chronic diseases such as obesity (2) and type 2 diabetes (3). Traditional
food intake monitoring methods can be labor-intensive and time-consuming [8], and
feedback is not always absorbed correctly by the end-user. Therefore, the FoodFriend
project focuses on developing a complete toolset that can automatically measure a per-
son’s food intakewithminimal user-input and provide personalized, actionable feedback.
The FoodFriend toolset consists of both hardware, such as sensors, and software, such
as an application or web portal, that can automatically monitor a person’s food intake,
reducing the workload and problems associated with traditional food monitoring. Addi-
tionally, the FoodFriend toolset can benefit various groups of users, including dieticians,
nutritionists, caterers, and individuals seeking to improve their dietary habits. For dieti-
cians and nutritionists, the tool can provide insight into their clients’ eating habits, while
clients can benefit from a reducedworkload during themonitoring process. Additionally,
the comprehensive tool can lower the threshold for individuals not involved in dietary
coaching to get involved in improving their nutritional habits. The FoodFriend project
uses health behavior-change recommendation techniques, such as the transtheoretical
model of health behavior change [9, 10] to provide personalized suggestions to end-users
based on the collected data. The recommendation process is supported by visualization
techniques, enabling dieticians to provide feedback and steer the recommendation pro-
cess. Furthermore, FoodFriend platform also includes mobile device implementations
to improve accessibility. Finally, the project delivers a research database and a nutrition-
wise ontology for modeling nutritional behavior, providing semantic interoperability
between heterogeneous data sources and enabling data integration between the three use
cases of the project based on existing ontologies available in the literature that consider
the same concepts and relationships shared with the proposed ontology for the Food-
Friend project. In this work we present the methodological approach undertaken in the
FoodFriend project to establish a common shared ontology between the three different

1 https://itea4.org/project/food-friend.html.
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use cases and we provide a representation of this ontology including the main concepts
and relationships identified.

In the next section, all the related works presenting different ontologies in the context
of food representation are describedwith a discussion of their application and relatedness
to the FoodFriend project. In Sect. 3, the methodology undertaken for each use case is
specified describing the associated concepts and relations in the context of each use case.
In Sect. 4, the architecture of the common shared ontology for the FoodFriend project
is presented. A discussion regarding the results achieved in this work is presented in
Sect. 5 and the main conclusions are drawn in the last section of this work.

2 Related Works

This section summarizes the current State of the Art regarding existing ontologies in
the context of Food representation. Each relevant ontology will be described in terms
of structure and main concepts and relationships as well as associated limitations in the
context of the FoodFriend project.

2.1 FoodOn Ontology

Perhaps the most well-known food ontology, FoodOn [11, 12] is an open-source, com-
prehensive ontology structured with several term hierarchy facets that cover basic raw
food source ingredients, process terms for packaging, cooking and preservation, and an
upper-level variety of product type schemes under which food products can be catego-
rized. FoodOn has been initially designed with several terms retrieved from LanguaL, a
library science and ontology friendly food classification system that is composed by 14
food product description facets including plant or animal food source, chemical addi-
tive, preservation or cooking process, packaging, and standard national and international
upper-level product type schemes. Currently, at least 3400 terms are used in FoodOn
to describe “the individual plant, animal, or chemical food source from which the food
product or its major ingredient is derived”. Furthermore, FoodOn describes the organ-
ism’s food source terms using intermediate groups like “stem or spear vegetable” but
separates chemicals (mainly additives) into a “food component class” to differentiate
whole organism references (see Fig. 1).

Additionally, FoodOn works in partnership with other OBOFoundry related ontolo-
gies which together represent the Joint Food Ontology Workgroup (JFOW). JFOW is
an informal group of ontology stakeholders and has the main goal of standardizing the
content of food products and research related ontologies. As such, this group aims to
simplify the annotation of datasets to meet interoperable FAIR data standards [13], as
well as to enhance plug-and-play, queryable knowledge graph search and provide vocab-
ularies for nutritional analysis, including chemical food components which are factors
in diet, health and plant and animal agricultural rearing research.

Other members of JFOW include:

• Food-Biomarker Ontology (FOBI)—An ontology with two interconnected sub-
ontologies: one to describe raw foods and multi-component foods terms and a
Biomarker Ontology to describe chemical classes.
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Fig. 1. FoodOn Ontology—adapted from [12].

• Ontology for Nutritional Studies (ONS)—Developed within the ENPADASI Euro-
pean project, has the main goal to represent a comprehensive resource for the descrip-
tion of concepts in the broader human nutrition domain covering classes necessary
for describing and querying for nutritional studies.

• Animal Health Surveillance Ontology (AHSO)—An ontology to describe animal
health data which can promote the secondary use of these data for surveillance (data-
driven surveillance, or syndromic surveillance).

• Crop Nutritional Data Ontology (CDNO)—An ontology structured with terminolo-
gies to describe nutritional attributes of material entities that contribute to human
diet.

• Ontology for Nutritional Epidemiology (ONE)—An ontology to describe nutritional
epidemiologic studies accurately.

• Medical Actions Ontology (MAxO)—An ontology that provides a structured vocab-
ulary for medical procedures, interventions, therapies, and treatments, including
nutrition based medical interventions.

• EnvironmentalConditions, Treatments, andExposuresOntology (ECTO)—Anontol-
ogy to describe experimental treatments of plants and model organisms, exposures
of humans or any other organisms to stressors through a variety of routes, stimuli,
any kind of environmental condition or change in condition that can be experienced
by an organism or population of organisms on earth.

Although FoodOn, and the associated ontologies part of the JFOW group already cover
a wide spectrum of elements associated to the Food variable these are still lacking in
terms of describing and modelling the human variable and associated characteristics
which including dietary and health issues (such as diabetes and obesity) leading to the
scope of FoodFriend project and the necessity to model this concept.
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2.2 Quisper Ontology

Eftimov and colleagues proposed in 2018 [14] a food ontology named Quisper ontology
that has been developed in a semi-automatic way and can be used for the harmonization
and enable research in the domain of personalized dietary web services. Additionally,
the proposed ontology combines aggregated data from different sources to provide new
knowledge to contribute for healthier lifestyles. The defined ontology (see Fig. 2) has
been initially designed to include 5 main groups (Component, Food, FoodGroup, Per-
sonal and SNP) and 7main classes (Component, Food, FoodGroup, Personal, SNP, Unit,
and WebService).

Fig. 2. Quisper Ontology—adapted from [14].

With this structure, the authors express the advantage of the ontology not being
focused only on food-related data, but also to include information for everyone from
his/her user profile, biomarker analysis, dietary reference intakes and recommendations.

This ontology goes in line with the goals of the FoodFriend project, however the
current description of the person/human variable is still very limited in terms of under-
standing characteristics which include dietary and health issues as well to understand
and describe the person’s meal intake over the days.

2.3 Ontology Based Food Recommendation

More recently, in 2022 [15], Chivukula and colleagues proposed a new food ontology,
named Ontology Based Food Recommendation to model in the food domain to help
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people in getting the right recommendation about the food, based on their health condi-
tion. Some of the key concepts that were considered are related to the food domain and
include types of food, flavors and textures, and different kinds of food courses and meals
(see Fig. 3). Additionally, information on recipes and corresponding ingredients together
with their nutritional values is also described. Finally, the user variable with the details
of physical attributes such as age, weight with health history is also maintained. The
authors explain how the proposed ontology could be used in different food and dietary
domains, for example, by people with culinary interests, nutritionists, restaurants, and
chefs.

Fig. 3. Ontology Based Food Recommendation—adapted from [15].

The proposed ontology is the closest to meet the goals of the FoodFriend project as it
considers both food, human and evenmeals variables.However, additional conceptsmust
still be considered to correctly describe the user Meal Intake and additional components
are also necessary. For example, the Food variable should also include information
which is relevant to manage dietary and food issues such as Diabetes by considering
information on the associated glycemic index of each food.

3 Methodology

This section describes the different concepts and corresponding relationships associated
with each Use Case of the FoodFriend project. These concepts will be then combined
into a common FoodFriend Ontology which is described in the following section of this
document.
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3.1 Diabetes Use Case

Diabetes use case focuses on the creation and validation of technologies for objective
self-monitoring and management of patients with diabetes type 2. The major outcome
will be a quantified self, evidence-based coaching solution for self-monitoring and man-
agement of diabetes type II disease based on food intake and lifestyle monitoring. The
transparent integration of this type of technology in the daily routine of patients will
improve self-monitoring of disease, increase treatment adherence and the promotion of
healthy behaviors, having as consequence diminishing the acute complications of dia-
betes. By specifying an ontology in the context of the management of diabetes disease,
it is possible to develop a recommendation system using a structured and standard-
ized representation of knowledge, enabling efficient information retrieval and inference.
In this context, ontologies can be used to organize and categorize food-related data,
such as nutritional information and personal preferences to deliver personalized and
accurate dietary suggestions based on individual needs and constraints. Currently, a rec-
ommendation system has been developed regarding the type 2 diabetes use case. The
rules composing this system were generated based on the guidelines from the WHO
(World Health Organization), related to the consumption of the main macronutrients.
The application daily sends users’ macronutrient intake, and recommendations are sub-
sequently generated if the macronutrients exceed the specified levels or fall below the
recommended levels [16].

In the context of Diabetes Use case the following concepts and corresponding
relationships have been identified:

• User—Food—The person (user) has interests regarding each food available/inserted
in the system. These interests can cover aspects such as preferences and allergies.

• User—Meals Intake—Each person keeps track of all the meals intake, which corre-
sponds to any ingested food information provided to the system. These meals usually
refer to breakfast, lunch, dinner, and snacks.

• Meal—Food—As mentioned previously, each meal taken by the person will include
one or more foods. Additionally, each food (and its information) will also be related
to the types of meal for which that food is most recommended. For example, a bowl
of milk and cereal could be recommended for breakfast while a roast chicken could
be recommended for either lunch or dinner.

• Food—Nutritional Values—Foods have nutrients and therefore, each food available
in the system must also contain nutritional information regarding key nutrients to
manage a healthy diet. These nutrients correspond to proteins, carbohydrates, fibers,
fats, minerals (such as salt and sugar) and vitamins.

3.2 Obesity Use Case

Obesity use case focuses on people with desk jobs having a higher risk on obesity due
to their limited physical activity in daily life. The major idea is to detect every food
consumption of the user depending on the data collected via their mobile devices like
location of the user, movement of the user, social media sharing, mail sending activity,
incoming/outgoing calls, etc. In addition to concepts and corresponding relationship
described in Diabetes Use Case, we have identified the followings valuable for Obesity
Use Case:
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• User—Energy Consumption Activity—While food intake behavior of the user has
significant impact onweighing, the energy consumption during “Physical Activities”,
“Resting”, and “Sleeping” has as much impact as the level of food intake. In addition
to the duration of these activities, the energy consumption rate is also affected by the
attributes of the user, such as basal metabolism.

• User—Goal—Dietary Plan—Users have goals to achieve. The goals can be assigned
by the user itself or by professionals either as distinct goals or by combining with
their dietary plan.

• User—Disabilities—Physical activities suitable for the user will naturally depend on
their disabilities if they exist.

• User—Allergenics—Having allergies will affect the recommendation of food and
ingredients. Users may be allergic to some foods or constituents. This information
must be taken into account by professionals and AI based food recommendations.

• User—Disease—Users may have comorbidities which should be regarded in rec-
ommendation operation. Some foods may seem good for persons having obesity
conditions but may also threaten other disease treatment. The FoodFriend system
should not create any threat to patients.

3.3 Tube Feeding Use Case

Food intake of patients on tube feeding is performed by gathering data from the tube feed-
ing pump and determine the energy expenditure of the patient with indirect calorimetry
and accelerometers. Based on the obtained data and insights into the nutritional status
of the patient, personalized feedback can be provided through an easy-to-use platform
and incorporated into the treatment plans of dietitians. Also, by giving the patient more
insight into his/her nutritional status, compliance with the therapy will increase. The
concepts and relationships regarding the Tube Feeding use case are as follows:

• User—FeedingPack—The user takes available/recommended feeding packages. The
recommended feeding package can be based on the users medical and health status.

• User—Food Intake—The feeding pump tracks the food intake of the user. For any
food intake (meals or beverages) the user utilizes the feeding pump. The food intake
can be a feeding pack, water, or coffee.

• Feeding Pack—Intake Status (Feeding Pump)—For each user based on the medical
status, a special intake status is recommended. The intake volume, flow rate, dose,
as well as the intake duration can be adjusted to the user’s demand. Each of these
elements have an influence on the health status of the user. These elements can be
adjusted and recorded automatically by the feeding pump.

• Feeding Pack—Nutritional Values—Each feeding package has nutrients and energy
produced by that. This information can be accessed by scanning the barcode of each
feeding package. The factsheet provided for each feeding package reveals the amount
of energy, protein, carbohydrate, fat, fiber, water, minerals, Vitamins, and other trace
elements.
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4 Proposed Ontology

This section describes the FoodFriend Ontology according to the scope of each Use Case
and how the knowledge representation is structured according to the different concepts
and relationships previously identified. All ontological structures from each use case
have been merged into a single ontology as is presented in Fig. 4. Furthermore, the
proposed ontology has also been inspired by the literature reach made in the context of
this Task and deliverable to consider essential concepts and relationships also like the
scope of the FoodFriend project.

Fig. 4. FoodFriend ontology

The two main classes of the FoodFriend Ontology are the User and Food. A user
will contain demographic information such as age, gender, weight and height, and other
characteristics such as the recommended daily energetic consumption and food-related
diseases and may also have disabilities which incapacitate daily energetic consumption.
The user will be given different health goals that can be included in a diet (which is
created by a health professional). The user will also register his/her meals intake for
each meal taken throughout the day (breakfast, lunch, dinner, snacks, etc.). These meals
are part of a diet which is necessary to correctly accomplish an established health goal.
Additionally, certain meals have recommended recipes that can be provided by a food
provider. The user will relate to food in terms of preferences and allergies to certain
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types of food. Each food has its own nutritional information associated in terms of total
number of fats, vitamins, fibers, carbohydrates, etc. Certain foods can also be stored in
the feeding packages with the means of a feeding pump. The intake status is a crucial
element in tube feeding which is managed by the feeding pump. Foods are also part of
recipes and relate to food diseases as appropriate/inappropriate and can be recommended
by health professionals.

5 Discussion

The use of common shared ontology in the context of the FoodFriend project is essential
for several reasons (see Fig. 5). First, the use of this ontology can help to integrate data
from different sources, such as food composition databases, nutrition tracking apps, and
clinical studies related to each specific use case. By using a common vocabulary and
structure, data can be more easily shared and compared across the different systems
developed in the FoodFriend project. Second, ontologies can help to support decision-
making related to food and nutrition. For example, the proposed ontology could be
used to classify foods based on their nutritional content or allergenic properties. This
information could then be used to make personalized dietary recommendations adequate
to all the use cases depending on the data collected from users. Finally, the proposed
ontology can be used to advance our understanding of the complex relationships between
diet, health, daily activity, and diseases. By representing knowledge in a structured and
explicit way, the proposed ontology can facilitate the discovery of new associations and
hypotheses such as to explore relationship amongst different use case related concepts.
Overall, the use of a common ontology in the context of food, eating, and nutrition
has the potential to support a wide range of applications, from personalized nutrition to
public health policy. As more data becomes available in the context of the FoodFriend
project and the different use cases, the ontology here proposed will more likely play an
important role in organizing and making sense of this information.

Fig. 5. FoodFriend technical value chain
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6 Conclusions

Ontologies play a crucial role in many areas of knowledge representation and data man-
agement, including the domain of food intake and nutrition. An ontology is a formal
representation of knowledge in a particular domain, defining a set of concepts and the
relationships between them. In the context of food intake and nutrition, an ontology can
provide a standardized vocabulary for describing food, nutrients, and dietary recommen-
dations, allowing for more accurate and consistent data analysis and decision-making.
The use of ontologies in the context of food intake and nutrition has become increas-
ingly important in recent years, as more and more data is being generated by various
sources such as wearable devices, mobile applications, and electronic health records.
These data sources often use different terminologies and standards for representing food
and nutritional information, making it difficult to compare and integrate data from dif-
ferent sources. By using an ontology, it becomes possible to reconcile these different
terminologies and create a unified representation of food and nutritional data that can
be easily shared and integrated with other systems. This can lead to improved decision-
making in areas such as personalized nutrition, clinical research, and public health policy.
The FoodFriend project is presented in this work leveraging the use of ontologies in the
context of food intake and nutrition to develop a personalized nutrition platform that
considers individual preferences, nutritional needs, and health goals. As such, the use of
ontologies in this project is essential to create a standardized vocabulary for describing
food and nutritional information, which will enable the integration of data from various
sources such as food diaries, wearable devices, and clinical records. As a result, the
FoodFriend platform will be able to provide personalized dietary recommendations that
are tailored to the specific needs and preferences of each user. In this work we have pre-
sented the methodological approach undertaken to define a common shared ontology for
food intake in the context of the FoodFriend project. By using ontologies to standardize
the representation of food and nutritional data, the FoodFriend project is paving the way
for a more personalized and effective approach to nutrition and health management.
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Abstract. We are used to seeing the manifestations of various emotions
in humans, but animals also show emotions. A better understanding of
animal emotions is closely related to creating animal welfare. Research in
this direction may impact other ways to improve the lives of domestic and
farm animals or animals in captivity. In addition, better recognition of
negative emotions in animals can help prevent unwanted behaviour and
health problems caused by long-term increased levels of stress or other
negative emotional states. Research projects focused on the emotional
needs of animals can benefit animals and contribute to a more ethical
and sustainable relationship between humans and animals.This article
is focused on the one hand on the description of the system that was
created in the previous related research for monitoring the vital functions
of animals, and on the other hand, especially on the investigation of the
possibilities of how the given system can be used to identify the emotional
states of animals.

Keyword: Animal health, Animal emotions, Monitoring, Detecting,
IoT

1 Introduction

Much research on the positive psychology of animals and pets has been proposed
as a reaction to increase animals’ welfare and help detect abnormal behaviours in
their everyday life, which may indicate stress or illness. For these purposes, a data
collection and algorithms system was developed and proposed to detect these
abnormalities, which could indicate an underlying medical condition requiring
attention. This information could also be used to adjust an animal’s living con-
ditions, diet, or exercise routine to improve its overall well-being. In addition,
by monitoring the vital functions of animals, it is also possible to determine or
estimate the emotions that the monitored animal feels in a given state. Evalua-
tion algorithms were discovered in the System for Detailed Monitoring of Dog’s
Vital Functions [27]. This system was operated with the coordination of local Vet
stations, and more than 900 GB of data was collected from 35 animals, primar-
ily dogs, 30, and 5 cats. Overall, the System for Detailed Monitoring of Dog’s
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. Moniz et al. (Eds.): EPIA 2023, LNAI 14115, pp. 41–52, 2023.
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Vital Functions has been essential in advancing our understanding of animal
behaviour and well-being. Further research and development can revolutionise
how we care for and interact with animal companions. This work aims to show
that the created system can, in addition to monitoring and evaluating the vital
functions of animals (especially dogs), also be used to determine or estimate
the emotions that the animal feels at a given moment, which can also help to
understand its condition better and direct its care.

A better understanding of animal emotions can improve further research on
animal welfare. It can also identify other ways to improve the lives of home and
farm animals or captivity animals. Additionally, better recognition of negative
emotions in animals can help prevent undesirable behaviour and health issues
caused by long-term increased stress levels or other negative emotional states.
A better understanding of animal emotion can also lead to improved quality
of products produced by farm animals. One of the essential benefits of emotion
recognition is that society increasingly recognises ethical aspects. Animal welfare
regulations and laws have been developed in previous years due to unethical
mass production in agriculture. More studies focused on the emotional needs of
animals can benefit the animals and contribute to a more ethical and sustainable
relationship between humans and animals.

2 Related Works

Detecting animals’ emotions is a subject of ongoing research in animal behaviour
and cognitive science. While animals cannot communicate their emotions as
humans do, they display observable behaviours and physiological changes that
suggest emotional states (see, e.g., [2,4,8,20,24,25] or [26]. For example, dogs
wag their tails when happy, and their body language indicates whether they’re
confident or fearful. Cats may purr when content, and their pupils dilate in
response to certain emotions. Similarly, primates may use facial expressions and
vocalizations to convey their emotions.

According to [2], many animals experience in their lives quite often emo-
tions such as joy, fear, love, despair, and grief. It means these emotions are not
unique to humans and are considered universal across species. However, as [8]
stressed, different species may express emotions differently, making it challenging
to develop a universal approach. Paul and her colleagues [26] study the similar-
ities and differences in emotional experiences between humans and animals and
discuss the neural correlates and subjective aspects of emotion. The authors
note that while there are many similarities in the primary dynamic systems of
humans and animals, we cannot make confident comparisons between humans
and animals in the critical domain of conscious affect.

According to [3], evidence suggests that many animals experience emotions
similar to humans. Research has shown that animals have complex nervous sys-
tems and brain structures that are involved in processing emotions. Various
studies have shown that animals can exhibit a range of emotions, such as joy,
fear, anger, sadness, and even empathy. However, as [22] stressed, researchers
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should remember that if they translate from human emotional concepts, they
risk missing out on emotional states that other species may have, but humans
do not.

Various methods for studying the neural correlates of emotion in humans
and animals are used, including neuroimaging techniques such as fMRI and PET
scans and electrophysiological methods such as EEG and single-unit recordings.
An overview of current methodologies for studying animal emotion, including
those based on behaviour, cognition, and physiology, is presented by Kremer
[20]. The authors emphasized that the study of animal emotion poses several
challenges, such as difficulty directly assessing emotional experiences in non-
verbal beings and the need to understand how different animal species experi-
ence emotions. Currently, technology for monitoring the health status of farm
animals is developing considerably, and research into technologies for monitoring
their emotions is gaining importance. A whole series of articles provides infor-
mation on systems for automatic monitoring of the condition of farm animals,
which gradually includes monitoring their vital functions and changes in their
weight and other indicators of their overall well-being. Here are some examples
of sophisticated systems built for this purpose.

According to [15], three main categories of smart technologies are used in
animal welfare: wearable devices, environmental sensors, and video or image
analysis [13]. Wearable devices are used in animal welfare to track and monitor
animals’ behaviour, health, and location. Environmental sensors are used in ani-
mal welfare to monitor and control the environment of animals, and video and
image analysis is used for visual analysis of various expressions of emotions in
animals to identify or distinguish these expressions.

The review [16], devoted to recent advancements in the architecture of sys-
tems for animal healthcare, states quite clearly that for the successful deployment
of methods for monitoring the health status of animals, the technology of the
Internet of Things (IoT) can currently be used well. Implementing IoT in ani-
mal healthcare systems can improve animal welfare, increase farming operations
productivity, and reduce farmers’ costs.

Another useful survey is [18] on various animal health monitoring and track-
ing techniques using ZigBee module. The ZigBee technology has a low power
consumption range of 10–3000 m and can support up to 64000 devices having
a distance of 50 m. This makes it an ideal choice for animal health monitor-
ing and tracking. The sensors used in such a system include temperature, heart
rate, pulse rate, and respiratory. Systems of this type are very useful in farming
applications.

As an example of a pet location monitoring system based on a wireless sensor
network, the system described in [1] can be mentioned. Of course, this is not
about monitoring the monitored animal’s vital functions, but tracking a pet’s
movement in a locked apartment can sometimes be extremely necessary and can
prevent property damage or even the health of the observed animal (e.g. a dog).

We have given only a few examples of systems for monitoring the vital func-
tions of animals and other functional parameters, such as the animal’s move-
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ment, which are essential both in livestock breeding on farms and, for example,
in homes when caring for pets. A couple of further related research results are
described. e.g. in [5,7,11,17] and elsewhere. There are already many theoretical
works proving the existence of emotions in animals, experimental connection to
academic results is only a matter of time. None of them was used for recognizing
emotions in monitored animals described in detail. However, it is reasonable to
assume such usage, and an early publication in this area is anticipated in the
future.

3 Methodology

Many existing pieces of research confirm the correlation between Heart Rate
Variability (HRV) and emotions in animals with different approaches [2,8,24,26].
Still, they conclude with similar results that animal emotional changes can lead
to measurable changes in HRV. In this research, all requirements for measure-
ment and sensors will be defined to provide reliable and satisfactory results for
further data processing.

HRV forms one of the physiological markers used in emotion detection
because it’s influenced and regulated by the autonomic nervous system (ANS). In
ANS, two branches can be identified: the sympathetic nervous system (SNS) and
the parasympathetic nervous system (PNS). While The SNS is responsible for
the “fight or flight” responses, the second PNS branch is responsible for the “rest
and digest” responses. When an animal experiences some vigorous activity like
fear or excitement, this change leads to the corresponding action in ANS activ-
ity change, which also affects HRV. For example, fearful animals exhibit notably
reduced HRV as a result of increased SNS activity. Articles [12,19] refer to those
positive emotions usually leading to increased HRV, while negative emotions lead
to their decline. Nowadays, many exciting studies have been provided to measure
HRV to study emotions, including dogs, cats, and horses. For example, study
[21] and many similar studies confirm that HRV can be a valuable indicator
of a horse’s response to therapy and reflects their emotional state. Conversely,
calm and relaxed animals may have higher HRV due to increased PNS activity.
Overall, HRV can provide a helpful tool for studying animal emotions and help
determine the current state of mind. This technique offers a non-invasive and
objective measure of ANS activity that can be beneficial for easy and fast iden-
tification of emotional states and evaluation of the effectiveness of interventions
to reduce stress and promote animal well-being.

4 System Overview

The proposed solution is designed to monitor the health of animals in veterinary
clinics and provides mechanisms for automatic data collection and evaluation
based on a concept of edge computing where the system operates in three coop-
erating layers: a sensor layer, a middle edge layer, and a lower edge layer. The
lowest sensor layer is responsible for acquiring the measured data, operating the
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individual measurement sensors, and sending the data to the higher layers of the
system for evaluation and processing. The resulting measurement data is sent
to the middle edge layer, where other metadata containing essential informa-
tion about the type of monitored animal is added and, in some cases, data from
different sensors and then processed. The result is a set of values that indicate
the animal’s current health status, and various responses can be triggered, such
as displaying a warning on a monitor, sending a message to a veterinarian or
animal owner, or executing another predefined action by sending a command to
the lower edge layer.

The architecture assumes at least one computing node in each measurement
point, like a clinic or farm animal shelter, to provide complete control and man-
agement of sensors connected to the local network and enable full communica-
tion even in a complete internet connection failure. The system’s basic structure
is shown in Fig. 1, which provides an overview of the individual system lay-
ers and the identification of basic functional units but does not provide specific
implementation methods or technologies for system development. Therefore, this
section presents only a brief overview of the individual system modules, their
function, the data set each layer has, and any dependencies the module may
have on other components in the system.

The system’s sensor layer can include various sensors for detecting animals’
breathing and heartbeat rates, monitoring their movements, and measuring their
current weight. The estimated data from these sensors are sent to the higher lay-
ers of the system for evaluation and processing. The middle edge layer enriches
the raw measured data with metadata containing essential information about the
type of monitored animal and, in some cases, data from other sensors. This layer
is responsible for processing the data and generating values indicating the ani-
mal’s health status. The lower edge layer is accountable for executing predefined
actions triggered by events, such as displaying a warning on a monitor or sending
a message to a veterinarian or animal owner. This sensor layer is also responsible
for acquiring the measured data, operating the individual measurement sensors,
and sending the data to the higher layers of the system for evaluation and pro-
cessing. This layer includes various sensors for detecting animals’ breathing and
heartbeat rates and monitoring their movements. The resulting measurement
data is sent to the higher layers of the system, where it is enriched with meta-
data and processed to generate a set of values indicating the animal’s current
health status.

The middle edge layer is responsible for processing the data received from
the sensor layer and generating a set of values that indicate the animal’s cur-
rent health status. This layer enriches the raw measured data with metadata
containing essential information about the type of monitored animal and, in
some cases, data from other sensors. The processing algorithms used in this
layer are designed to detect and identify patterns and anomalies in the data
to accurately assess the animal’s health status. This layer’s output is a set of
values indicating the animal’s current health status and potential health risks.
The purpose of each computing unit in the second layer is to provide complete
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control and management of sensors connected to the local network and enable
their full communication even without an internet connection. The sensor and
middle edge layers form the system’s edge, responsible for data acquisition and
processing. The lower edge layer forms the system’s core and executes predefined
actions triggered by events.

The last higher cloud layer provides remote access to the system and allows
for data storage, management, and analysis. The system can also operate offline
without an internet connection when data are stored locally until a connec-
tion is restored. The cloud layer also includes data visualization, reporting, and
extended analytics modules.

The system design is based on industry-standard practices. It is expected to
provide accurate and reliable monitoring of the health of animals in veterinary
clinics or farms or animal home care. This multi-layer modular system architec-
ture is flexible to various sensors. It can also be extended to include additional
modules and sensors based on the specific requirements of the veterinary clinic.
The system is designed to be scalable, and different computation nodes can be
added to handle the increased data load. The system can also be integrated
with other healthcare systems to provide a complete view of the animal’s health
status.

Fig. 1. System overview

5 Experiments

In summary, while methods such as the hollow ECG and chest strap can provide
high-precision beat-to-beat heart monitoring and breathing measurement, they
are not practical for long-term portable use in dogs. The ballistocardiography
method, which measures the mechanical micro-movements induced by cardiac
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activity, can be measured using sensitive accelerometers or gyroscopes with a
high signal-to-noise ratio. This method is especially effective during sleep and
can examine the moments preceding seizures in epileptic dogs. To achieve the
necessary precision in measurement, minimal sampling frequencies are required,
as defined by the Nyquist-Shannon sampling theorem. For accurate beat-to-
beat precision, a sampling frequency of at least 100 Hz is necessary to detect
every heartbeat with sufficient accuracy (about ten milliseconds). A minimum
sampling frequency of 5 Hz is required for heart rate monitoring.

For this purpose, we used the system previously used to detect epileptic
seizures in dogs [27]. This system used three-dimensional accelerometers attached
to the dog’s collar and station with wireless data transfer to the evaluation server.
The process for data evaluation will cover all steps from data collection using
the custom system to result in interpretation utilizing a monitoring system.

The first part of the system is responsible for data collection. For this pur-
pose, was used raw data collected from the sensor on dog’s collar, which was
evaluated in real-time into heart rate (HR) and breath rate (BR). For evalu-
ation, ballistocardiography methods (BCG) were used, which detect mechani-
cal movement induced by heartbeat. This method was proven as an effective
non-invasive method for the measurement of heart activity of animals [6] and
effectively eliminating animals’ external movements. External factors like noise,
ambient light, skin colour, and coat length cannot negatively affect results. This
method requires no electrodes with a conductive gel or local hair removal, so it
is suitable for most animals. However, other methods, such as electrocardiogra-
phy (ECG) or photoplethysmography (PPG), can provide comparable results in
some exceptional cases.

The second part of the system is the data processing unit responsible for
processing HRV data. This additional procession will remove unexpected arte-
facts and extract relevant signals from the data. Various methods are available
to extract HR/HRV from the measured signal. We decided to use algorithms
based on [10,14], which provided an exact determination of heart rate variabil-
ity, which was necessary for further construction of decision models. To extract
variability from the measured signal, autocorrelation was used. Although this
method may have some similarities with pattern recognition, it only focuses
on the measured signal’s time base. It neglects minor variations, providing an
excellent solution for our use case. Calculating breathing information can use
analogous methods; however, eliminating the cardiac-related part of the signal
is crucial using appropriate frequency filters.

Based on the quick spectrogram distribution analysis shown in Fig. 2 that
most of the measured frequencies are lower than 50 Hz, which indicates that
sampling frequencies of about 100 Hz will be sufficient to detect most of the vital
information about heartbeat and breath rate. However, patterns with signals
above 100 Hz are also presented in the spectrogram, where they are repeated
in regular intervals. These patterns could indicate the presence of noise from
the external environment but can also be a result of muscle activity or other
anomalies like pain or reaction to medical treatment. Therefore, further research
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Fig. 2. Frequencies distribution chart

will be conducted to analyze better and interpret these higher-frequency signals
to understand the underlying physiological processes. In addition, it will also be
essential to consider the potential impact of noise on the accuracy and reliability
of the recorded signals and to explore methods for minimizing or mitigating its
effects.

Fig. 3. Heart rate variability

To identify the heart rate in the ECG signal, the local maximum was calcu-
lated to detect the R wave in the signal, which is presented as the highest peak
in the QRS complex. This R peak has a typical amplitude of about ten mV and
can be used to calculate the variation in time intervals between successive heart-
beats. These RR intervals are then used to compute various time-domain and
frequency-domain measures of HRV, such as the standard deviation of NN inter-
vals (SDNN), mean root square of successive RR interval differences (RMSSD),
and power spectral density of HRV in different frequency bands (e.g., low fre-
quency (LF), high frequency (HF), shallow frequency (VLF)). The extracted
features should be analyzed to determine the most pertinent parts for emotion
detection. This can be done using statistical methods like correlation analysis
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or feature selection algorithms. Figure 3 describes the R wave peak detection
process. Red marks represent individual heart strokes. The measured sample
number is described on the X-axis, and on the Y-axis, there is the rate of change
of each accelerometer axes.

To train a machine learning model: A machine learning model, such as a
support vector machine (SVM), neural network, or decision tree, can be trained
using the selected features and corresponding emotion labels. To model training
will be used calculated HR variations with notes from medics or pet owners,
or dog breeders and, with their cooperation, tried to identify the actual emo-
tions of animals or the scale of emotions. This self-report measurement can be
a valuable source of information related to HRV. The second option which can
help to detect animal emotions is a measurement of the physiological signs of
animals. These measures can involve recording physiological signals associated
with emotions like skin conductance and facial or vocal expressions. But these
detection techniques are hard to achieve in the home environment and are more
suitable for medical facilities or laboratories. The model should be trained on
a labelled dataset that includes HRV data and corresponding emotional states.
After the machine learning model is trained on a sufficient number of measure-
ments, the function of this model can be tested on a separate dataset to evaluate
its performance in detecting emotions. The model’s performance can be assessed
using various metrics, such as accuracy, sensitivity, specificity, and F1 score. The
results of the emotion detection model can be interpreted to gain insights into
the relationship between HRV and emotions. The model can also predict an
individual’s emotional state in real-time based on their HRV data.

6 Results Evaluation

This article has defined the requirements for an emotion monitoring system. We
described a real-time data collection and evaluation system, which can calcu-
late measured animals’ heart rate, breath rate, and heart rate variability. In our
previous research, we estimated 35 animals, primarily dogs and cats, in a medi-
cal environment and collected more than 900 GB of medical notes with factual
information about animals like animal breeds, age, actual weight, and kind of
disease or surgery was the reason for visiting the veterinary facility. On admis-
sion, heart rate was always measured using a calibrated medical device, which
was recorded in the notes. All these values were later valid for data classification.
In the experiments section, we described algorithms to identify heart and breath
rates and methods for constructing a machine-learning model.

Unfortunately, because the data was mainly focused on veterinary medicine,
creating a model for emotion detection was hard. Even if notes contain detailed
information about the current state of health and administered medication,
which was helpful for verification of the evaluation algorithm, due to the lack of
knowledge about emotions was tough to construct and train a machine learning
model that would provide satisfactory results.

Overall this article demonstrates the potential for using heart and breath
rates to detect emotions in animals. With further development and adaptation
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of the existing model, we hope to advance to understand better and identify
animals’ emotions and their relation to physiological signs, even if we cannot
successfully detect them. A couple of related articles confirm a demonstrable
correlation between emotions and heart rate variability, and it is worth devoting
further research to this topic.

7 Future Works

Since data collection and evaluation modules were tested adequately during this
research, in our future work, we would like to focus more on the research on the
emotion detection algorithm, which has not yet provided satisfactory results and
will require further analysis. There is also an opportunity to investigate pain and
muscle activity from measured signals. The system discovered in this article also
has the potential for long-term collection of data in traditional human health-
care for monitoring emotions and vital functions like heart and breath activity,
including anomalies during hospitalization, post-treatment care or monitoring
of long-term chronic diseases.

8 Conclusion

We are used to working with our emotions, experiencing them and trying to
manage them. Likewise, we often encounter other people’s emotions, and we are
more or less able to handle them or react to them adequately or less adequately
at other times. This area is pretty well covered in human emotion research but
not in recognizing and responding to emotions in different types of animals. As
Feighelstein [8] points out, research in automatic recognition of emotional states
in animals is still considerably undersized. The few publications that touch on the
given issue mainly focus on selecting a suitable methodology and then carefully
approaching the creation of the application and its practical use. Research in
this direction includes [9], where the authors, as perhaps the only ones so far,
deal with recognizing the emotional states of dogs, or the work [23], focused on
the detection of affective states in macaques, based on distinguishing their facial
expressions.

In our research, we developed and described a system aiming to increase
animals’ welfare and help detect abnormal behaviours in their everyday life,
which may indicate stress or illness. The developed system aims to collect data
and apply suitable algorithms to detect these abnormalities, which could indicate
an underlying medical condition that requires attention. This information could
also be used to adjust an animal’s living conditions, diet, or exercise routine to
improve its overall well-being.

Our experience so far from the practical use of the system in measuring the
vital functions of dogs and several cats shows that the approach to recognizing
the emotional states of these animals based on evaluating their vital parameters
is possible. Still, it requires further experiments in cooperation with veterinarians
or breeders of these animals. All this will be the subject of our subsequent
research.
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21. Kwiatkowska-Stenzel, A., Sowińska, J., Witkowska, D.: The effect of different bed-
ding materials used in stable on horses behavior. J. Equine Vet. 42, 57–66 (2016)

22. Mendl, M., Neville, V., Paul, E.S.: Bridging the gap: human emotions and animal
emotions. Affect. Sci. 3(4), 703–712 (2022)

23. Morozov, A., Parr, L.A., Gothard, K., Paz, R., Pryluk, R.: Automatic recognition
of macaque facial expressions for detection of affective states. Eneuro 8(6) (2021)

24. Neethirajan, S.: Affective state recognition in livestock-artificial intelligence
approaches. Animals 12(6), 759 (2022)

25. Paul, E.S., Mendl, M.T.: Animal emotion: descriptive and prescriptive definitions
and their implications for a comparative perspective. Appl. Anim. Behav. Sci. 205,
202–209 (2018)

26. Paul, E.S., Sher, S., Tamietto, M., Winkielman, P., Mendl, M.T.: Towards a com-
parative science of emotion: affect and consciousness in humans and animals. Neu-
rosci. Biobehav. Rev. 108, 749–770 (2020)

27. Sec, D., Matyska, J., Klimova, B., Cimler, R., Kuhnova, J., Studnicka, F.: Sys-
tem for detailed monitoring of dog’s vital functions. In: Computational Collective
Intelligence: 10th International Conference, ICCCI 2018, Bristol, UK, September
5–7, 2018, Proceedings, Part I 10, pp. 426–435. Springer (2018)



Ethics and Responsibility in Artificial
Intelligence



A Three-Way Knot: Privacy, Fairness,
and Predictive Performance Dynamics
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Abstract. As the frontier of machine learning applications moves fur-
ther into human interaction, multiple concerns arise regarding automated
decision-making. Two of the most critical issues are fairness and data
privacy. On the one hand, one must guarantee that automated decisions
are not biased against certain groups, especially those unprotected or
marginalized. On the other hand, one must ensure that the use of per-
sonal information fully abides by privacy regulations and that user iden-
tities are kept safe. The balance between privacy, fairness, and predictive
performance is complex. However, despite their potential societal impact,
we still demonstrate a poor understanding of the dynamics between these
optimization vectors. In this paper, we study this three-way tension and
how the optimization of each vector impacts others, aiming to inform
the future development of safe applications. In light of claims that pre-
dictive performance and fairness can be jointly optimized, we find this
is only possible at the expense of data privacy. Overall, experimental
results show that one of the vectors will be penalized regardless of which
of the three we optimize. Nonetheless, we find promising avenues for
future work in joint optimization solutions, where smaller trade-offs are
observed between the three vectors.

Keywords: Synthetic data · Privacy · Fairness · Predictive
performance

1 Introduction

Growing privacy concerns have led to several approaches aiming to preserve the
confidentiality of individuals’ information. Among the most prevalent approaches
to privacy preservation is the process of data synthesis, which mimics the orig-
inal data while maintaining its global properties [8]. The creation of synthetic
data offers a promising avenue, as it generates a protected version of the original
data that can be publicly available. Usually, approaches for data synthetization
include sampling methods or deep learning-based models [19]. However, despite
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significant progress in recent years, the challenge of synthetic data generation
methods in preserving the confidentiality of personal data and generating unbi-
ased and accurate machine learning models remains an ongoing area of research
and development. The interplay between privacy, fairness, and predictive perfor-
mance in synthetic data generation is a fundamental issue that requires attention
to facilitate the responsible utilization of data in machine learning applications.

This paper explores the dynamics between preserving privacy and improving
fairness and predictive performance in machine learning models. First, to address
privacy concerns, we apply privacy-preserving techniques for secure data pub-
lication, particularly data synthetization methods, where each synthetic data
variant is evaluated concerning its re-identification risk. Then, in the evaluation
process for fairness and predictive performance, models are trained and opti-
mized for each synthetic data variant using fairness-agnostic (standard machine
learning algorithms) and fairness-aware algorithms. Our main goal is to discover
the dynamics of optimizing each vector. The experiments conducted in this study
use some of the most popular data sets in FAccT1 research [11,23].

The main conclusions of this work indicate that (1) solutions that achieve
a balance between predictive performance and fairness are only possible at
the expense of data privacy, and (2) generally, optimizing any of the vectors
will impact at least another one, but (3) three-way optimization demonstrates
promise for future research.

The remainder of the paper is organized as follows. Section 2 includes some
preliminaries on privacy and fairness in machine learning and overviews of related
work on this topic. The experimental study is described in Sect. 3, including
a description of data, methods, and results. Section 4 discusses such results.
Conclusions are provided in Sect. 5.

2 Background

Existing literature outlines the key concepts of identifying and measuring privacy
and algorithmic fairness in machine learning applications [10,24]. In the subse-
quent sections, we provide concise definitions of relevant background knowledge.

2.1 Privacy

Releasing or sharing data about individuals often implies de-identifying per-
sonal information for privacy preservation [8,30]. Conventional de-identification
approaches involve applying privacy-preserving techniques such as generalization
or suppression to reduce data granularity or introduce noise to the data causing
distortion. These transformations are usually applied to a set of quasi-identifiers,
i.e., attributes that, when combined, generate a unique signature that may lead
to re-identification (e.g., date of birth, gender, profession, and ethnic group), as
well as sensitive attributes like religion and sexual orientation which are highly

1 Acronym for Fairness, Accountability, and Transparency.
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critical. In the case of synthetic data generation, de-identification is generally
performed for all attributes and instances to capture the overall characteristics,
creating a new data set through generative models [19].

Even in a de-identified data set, it is crucial to evaluate the privacy risks
as it is challenging to know who the intruder is or what information he may
possess. The privacy measures depend on the types of disclosure [8]. Identity
disclosure is one of the most critical for data privacy. k-anonymity [28] is the most
popular measure indicating how many individuals share the same information
concerning a set of quasi-identifiers, defined according to assumptions on an
intruder’s background knowledge. A record is unique when k = 1, meaning an
intruder can single it out. Additionally, linking records between different data
sets is an approach that allows measuring the probability of re-identification
through different data sets. Record linkage [18] is also widely used but focuses
on the ability to link records, usually between de-identified data and the original.

2.2 Fairness

Diverse approaches to handling fairness address different parts of the model
life-cycle. Several methods to enhance fairness have been proposed in the litera-
ture, commonly classified into three categories: pre-processing, in-processing, and
post-processing. We focus on in-processing methods which involve modifying the
machine learning models during training to remove discrimination by incorpo-
rating changes into the objective function or imposing a constraint. Adversarial
debiasing [17] and exponentiated gradient [1] are prevalent algorithms.

In classification tasks, the most commonly used measures of group fairness
include demographic parity [16] and equalized odds [20]. Demographic parity,
also known as statistical parity [16], compares the difference in predicted out-
come Ŷ between any two groups, |P [Ŷ = 1|S = 1]−P [Ŷ = 1|S �= 1]| ≤ ε. Better
fairness is achieved with a lower demographic parity value, indicating more sim-
ilar acceptance rates. A limitation of this measure is that a highly accurate
classifier may be unfair if the proportions of actual positive outcomes vary sig-
nificantly between groups. Therefore, the equalized odds measure was proposed
to overcome such limitation [20]. This measure computes the difference between
the false positive rates |P [Ŷ = 1|S = 1, Y = 0] − P [Ŷ = 1|S �= 1, Y = 0]| ≤ ε,
and the difference between the true positive rates of two groups |P [Ŷ = 1|S =
1, Y = 1] − P [Ŷ = 1|S �= 1, Y = 1]| ≤ ε, where smaller differences between
groups indicate better fairness.

2.3 Related Work

The increasing interest in synthetic data generation has led to studies on how
this type of data protects the individual’s privacy and reflects the inherent bias
and predictive performance in machine learning applications.

Bhanot et al. [5] proved the presence of unfairness in generated synthetic
data sets and introduced two fairness metrics for time series, emphasizing the
importance of evaluating fairness at each evaluation step in the synthetic data
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generation. Additionally, Chang and Shokri [12] have shown that fair algorithms
tend to memorize data from the under-represented subgroups, increasing the
model’s information leakage about unprivileged groups. Their experiments eval-
uate how and why fair models leak information on synthetic train data.

Machine learning models’ efficiency and fairness have also been investigated
using synthetic data generated by differentially private GANs. The experiments
conducted by Cheng et al. [14] show that integrating differential privacy does
not give rise to discrimination during data generation in subsequent classification
models. Still, it unfairly amplifies the influence of majority subgroups. Also, the
authors demonstrate that differential privacy reduces the quality of the images
generated from the GANs and, consequently, the utility in downstream tasks.
Recently, Bullwinkel et al. [7] analyzed the interplay between loss of privacy
and fairness in the context of models trained on differentially private synthetic
data. The experiments focused on binary classification, showing that a notable
proportion of the synthesizers studied deteriorated fairness.

The potential of synthetic data in providing privacy-preserving solutions for
several data-related challenges and their important role in striving for fairness
in machine learning applications prompted our experiments to center around
synthetic data generation. Although there are exciting and promising approaches
for synthetic data generation incorporating differential privacy, the current state
of software is still in its early stages, and only DP-CGANS [29] is a viable option
for our experiments. However, this tool is considerably time-consuming, and due
to this limitation, we do not account for differentially private synthetic data.

Privacy-protected data sets have not yet been analyzed, considering the three
vectors of privacy, fairness, and predictive performance. Especially, conclusions
about the impact of maximizing each of the vectors remain unclear. Moreover,
we focus on the risk of re-identification in privacy-protected data sets rather
than membership attacks on predictive models (e.g. [12])—identity disclosure
can cause severe consequences for individuals and organizations.

3 Experimental Study

In this section, we provide a thorough experimental study focused on the impact
of optimization processes for privacy, fairness, and predictive performance in
machine learning. We aim to answer the following research questions. What are
the impacts associated with optimizing a specific vector (RQ1), what are the
impacts in prioritizing the remaining vectors (optimization paths) (RQ2), and
is there a solution capable of providing a balance between the three vectors
(RQ3)? We describe our experimental methodology in the following sections,
briefly describing the data used, methods, and evaluation procedures, followed
by presenting experimental results.

3.1 Data

In this section, we provide an overview of the commonly used data sets for
fairness-aware machine learning [11,23]. A general description of the main char-
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acteristics of these data sets is provided in Table 1. The number of attributes
and instances were obtained after the cleaning, such as missing data removal.
The selection for the protected attributes and quasi-identifiers adheres to pre-
vious literature. As fairness measures require protected attributes in a binary
form, categorical attributes are grouped; for instance, race={caucasian, african-
american, hispanic, other} is transformed to race={white, non-white}, and con-
tinuous attributes are discretized like age={< 25, >= 25}. Such discretization is
also defined in the literature and is determined based on privileged and unpriv-
ileged groups.

Table 1. General description of the used data sets in the experimental study.

3.2 Methods

In this section, we describe the (i) methods used in generating privacy-preserving
data variants; (ii) the learning algorithms and respective hyper-parametrization
optimization details employed to generate models, which include standard
machine learning (fairness-agnostic) and fairness-aware algorithms; followed by
(iii) evaluation metrics used and (iv) the overall experimental methodology.

Synthetic Data Variants The synthetic data variants are obtained using two
different approaches, PrivateSMOTE and deep learning-based solutions. Pri-
vateSMOTE [9] generates synthetic cases for highest-risk instances (i.e., single-
out) based on randomly weighted interpolation of nearest neighbors. We apply
PrivateSMOTE with ratio ∈ {1, 2, 3}, knn ∈ {1, 3, 5} and ε ∈ {0.1, 0.3, 0.5},
where ε is the amount of added noise. On the other hand, deep learning-based
solutions rely on generative models. For comparison purposes, we only synthe-
size the single-out instances using conditional sampling. Such instances and all
attributes are replaced with new cases. We leverage the Python SDV package [25]
to create different deep-learning variants for this aim. The experiments include
Copula GAN, TVAE, and CTGAN with the following parameters: epochs ∈
{100, 200}, batch size ∈ {50, 100} and embedding dim ∈ {12, 64}. Each set of
parameters produces a different synthetic data variant.

Learning Algorithms There are two types of algorithms used in our experi-
mental evaluation: standard machine learning algorithms (fairness-agnostic) and
fairness-aware algorithms. Concerning the former, we leverage three classification
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algorithms through Scikit-learn [26] toolkit: Random Forest [21], XGBoost [13]
and Logistic Regression [2]. Final models for each algorithm are chosen based on
a 2*5-fold cross-validation estimation of evaluation scores for models based on a
grid search method. For fairness mitigation, we use FairMask [27] and exponen-
tiated gradient from Fairlearn [6]. Table 2 summarizes this information.

Table 2. Learning algorithms and respective hyper-parameter grid used in the exper-
imental study.

Evaluation All synthetic data variants are evaluated in terms of re-
identification risk, fairness, and predictive performance.

To assess the potential of re-identification, we use the Python Record Linkage
Toolkit [15] to compare each variant with the original considering a specified set
of quasi-identifiers. In this study, we focus on exact matches, where all values
for the quasi-identifiers match, resulting in a 100% likelihood of re-identification.
Such comparisons are carried out in the sets of single-out instances. In the learn-
ing phase, we use equalized odds difference for fairness evaluation and Accuracy
for predictive performance concerning the testing data.

Experimental Methodology For conciseness, our experimental methodology
is illustrated in Fig. 1. The experimental study begins by splitting each original
data into training and test sets corresponding to 80% and 20%, respectively.
Then, we generate several synthetic data variants using the training data set for
privacy constraints, in which re-identification risk is evaluated by comparing each
synthetic data variant to the original data. Then, models are generated using
both fairness-agnostic and fairness-aware algorithms. After the training phase,
out-of-sample predictive performance and fairness of the models are measured.

3.3 Experimental Results

The following set of results refers to the probability of each optimized vector win-
ning or losing when compared to the remaining vectors. We construct optimiza-
tion paths, as demonstrated in Fig. 2, to analyze the relevance of prioritizing a
specific vector. To calculate the probabilities, we select the best models estimated
via cross-validation in out-of-sample. Each solution, i.e., privacy-protected data
variant outcome, is compared to a baseline. For visual purposes, “A@”, “FM@”
and “FL@” refers to the fairness-agnostic and fairness-aware algorithms, namely,
Agnostic, FairMask, and Fairlearn.
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Fig. 1. Workflow of our experimental methodology

Fig. 2. Optimization paths for each vector

Predictive performance vector. The left image in Fig. 3 shows the probabilities
of each solution’s fairness winning and losing against the baseline as well as
the probabilities of privacy winning and losing, while the right image shows the
reverse path. Such a baseline corresponds to the best solution in terms of pre-
dictive performance for each data set. Note that the probabilities refer to the
percentage of the cases in the total number of privacy-protected data variants for
each fairness-agnostic and fairness-aware algorithms. Results show that models
optimized towards predictive performance demonstrate a balanced probability of
winning or losing w.r.t. fairness. Also, when the models outperform the baseline,
the solutions tend to be more private, however, the opposite is not necessar-
ily true: the reverse path shows that except for PrivateSMOTE, all synthetic
approaches outperform the baseline in terms of privacy. Therefore, optimizing
predictive performance results in losses for privacy but it is possible to attain
fairer models to a certain extent. Additionally, we observe that Fairlearn leads
to fairer and more private solutions.

Fairness vector. Concerning this vector, Fig. 4 illustrates the probabilities of each
solution’s predictive performance winning or losing compared to the baseline
(best solution in terms of equalized odds) with the respective probabilities of
privacy winning and vice-versa. A notable outcome is the outperformed solutions
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Fig. 3. Predictive performance optimization paths. Total wins/losses comparing each
solution to the baseline (best solution in terms of Accuracy) for fairness along with the
respective wins for privacy (left) and vice-versa (right)

in terms of predictive performance with the same probability of privacy wins.
In the reverse path, the majority of solutions present a lower re-identification
risk compared to the baseline. Besides, the models for such solutions present a
probability equal to or higher than 50% of improving predictive performance.

Fig. 4. Fairness optimization paths. Total wins/losses comparing each solution to the
baseline (best solution in terms of equalized odds) for predictive performance along
with the respective wins for privacy (left) and vice-versa (right)

Privacy vector. Lastly, Fig. 5 illustrates the total wins and losses of each solu-
tion’s predictive performance compared to the baseline (best solution in terms of
re-identification risk) along with the respective probabilities of fairness winning
and vice-versa. In this scenario, the baseline has a probability greater than 50%
of outperforming the remaining solutions in w.r.t. predictive performance. On
the other hand, when we prioritize fairness, the baseline tends to lose.

All vectors optimized. In the previous set of results, we show the impacts of opti-
mizing a single vector. However, an optimal solution should maintain a balance
across all the vectors. Therefore, we aim to analyze to what extent is possible to
obtain such a balance. Figure 6 provides a comparison reporting the statistical
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Fig. 5. Privacy optimization paths. Total wins/losses comparing each solution to the
baseline (best solution in terms of re-identification risk) for predictive performance,
and respective wins for fairness (left) and vice-versa (right)

tests using the Bayes Sign Test [3,4] with a ROPE interval of [−1%, 1%] to
evaluate the statistical significance concerning the percentage difference for each
vector optimization. This percentage is defined as Ra−Rb

Rb
∗ 100 where Ra is the

solution under comparison and Rb is the baseline. ROPE (Region of Practical
Equivalence) [22] is used to specify the probability of the difference of values
being inside a specific interval as having practically no effect. If the percentage
difference is within the specified range, they are of practical equivalence (draw),
and if the percentage difference is less than −1%, b outperforms solution a (lose).
Such a baseline corresponds to the best solutions for each vector while the solu-
tions under comparison correspond to the ones with the best average rank across
the three vectors for each data set.

Figure 6 shows the comparisons for each synthetic approach between the
optimal solutions for each vector and the solutions with the best-averaged rank
across all vectors. Concerning predictive performance, the average rank solutions’
models are, for the most part, capable of providing practical equivalence to the
optimal solutions of this vector with a probability higher than 50%. Although
the privacy vector presents higher losses for some solutions, A@CopulaGAN and
A@CTGAN stand out with a probability of drawing to the baseline greater than
80%. However, the models for these solutions are less fair. Additionally, such an
outcome shows that it may be possible to obtain a balance between the three
vectors, through TVAE-based solutions.

4 Discussion

Given the results of the experimental evaluation presented above, conclusions
imply that developing safe machine learning applications—one that protects
individual data privacy and prevents disparate treatment with a negative impact
on protected groups, may face even greater challenges than currently construed.
This leads to questions that require attention in future work:

– (RQ1) A notable finding for future work is the relationship between the
different optimization vectors. Figures 3 and 4, show that many solutions
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Fig. 6. Proportion of probability for each candidate solution drawing or losing signif-
icantly against the solution with the best-averaged rank between the three vectors,
according to the Bayes Sign Test

tested and which do not improve their respective optimization vector exhibit a
considerable ability to reduce re-identification risk when privacy is the priority
in the optimization path. Also, we observe in Figs. 3 and 5 that optimizing
predictive performance or privacy shows a similar impact on fairness.

– (RQ2) Although it is unlikely to obtain a solution with practically no losses,
the optimization paths allow us to find which vector should be prioritized
to prevent higher losses. When optimizing privacy (Fig. 5), and prioritizing
predictive performance, we observe that the majority of the solutions main-
tain the ability to produce accurate models. Such an outcome shows that
it is possible to obtain private solutions with minimal impact on predictive
performance but this comes at the expense of fairness.

– (RQ3) Nevertheless, finding a solution that balances the three vectors is cru-
cial. However, as shown in Fig. 6, it is, in general, very improbable to achieve
a good balance between all vectors. Despite our experiments demonstrating
that TVAE-based solutions are, to a certain degree, capable of obtaining such
a balance, that does not happen for the remaining approaches.

5 Conclusion

This paper thoroughly analyzes the dynamics between privacy, fairness, and
predictive performance by assessing the impact of optimizing a single vector
on the remaining vectors. We generate multiple privacy-protected data variants
from the original data using synthetization methods and evaluate each variant
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in terms of privacy w.r.t re-identification risk but also fairness and predictive
performance for both fairness-agnostic and fairness-aware algorithms.

The main conclusions indicate that in single vector optimization, the remain-
ing vectors will suffer from losses. Nevertheless, optimizing privacy and prioritiz-
ing predictive performance allows for obtaining private solutions while maintain-
ing the predictive performance intact. However, it is difficult to navigate a bal-
ance between the three vectors. These results highlight the importance of further
developments in discriminatory bias when the goal is to release or share personal
information. For future work, we plan to analyze the effects of data preparation
on fairness as the presence of inherent biases in a data set may pose challenges
in achieving fairer models [31]. The Python code and data necessary to replicate
the results shown in this paper are available at https://tinyurl.com/yku3s7du.
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1 Introduction

1.1 Context and Justification

The past several decades have seen information technology revolutionise many different
sectors, bringing countless achievements for our life.

In particular, AI technologies have great potential to disrupt most of the human
life experience, bringing huge benefits in areas such as climate action and sustainable
infrastructure, health and well-being, and quality education and digital transformation.
At the same time, AI may introduce significant risks to human rights and other societal
impacts, such as illegal and unethical identification and tracking of individuals, enabled
citizen scoring in violation of fundamental rights, and lethal autonomousweapon systems
(European Commission, Ethics Guidelines for Trustworthy AI, 2019).

AI technologies refer to solutions, algorithms, platforms, frameworks and machine
learning data and training services. In a simpler way, OECD defines an AI system as
a machine-based system that can, for a given set of human defined objectives, make
predictions, recommendations, or decisions influencing real or virtual environments
(OECD, Digital Economy Papers No. 291, 2019).

It is therefore important to understand how organisations and stakeholders involved
in the development of AI, especially in the Research and Innovation (R&I) phases, are
considering and dealing with those threats and risks, especially the ethical, legal and
social issues (ELSI). In fact, it is in the R&I process, at the earlier stage, that societal
intervention can help to avoid technologies to fail, and that their positive and negative
impacts are better governed and exploited (von Schomberg, 2011).

1.2 Why a Maturity Model for Responsible Artificial Intelligence (RAI)?

The objective of this paper is to understand how organisations involved in the design,
development and deployment of AI technologies, are addressing the values, needs and
expectations of society, and to identify ways to make those processes more responsible.

To pursue these objectives, several research questions were addressed, as identified
in Table 1.

Researchers urge the discussion of ethical boundaries to guide research and devel-
opment of the technologies mentioned above (Schwab, 2019), but the task is not simple,
as ethical questions around technology or science are, on one hand, often complex and
uncertain while increasingly influencing our everyday lives (Hahn et al., 2014). On
another hand, deWoot (2016) states that economic creativity operates in an “ethical vac-
uum”, as it serves a logic of means to maximise the creation and use of scarce resources
and the benefits that result therefrom, not a logic of ends.

At the bottom line, moral and ethics are not easily standardised and can be highly
contested; the weighing of different values and belief systems can vary substantially
across society (Hahn et al., 2014).

Technology Assessment (TA) and Responsible Research and Innovation (RRI) are
considered specific approaches to assess how research and innovation processes should
deal with Ethical, Legal and Social Issues (ELSI). Nevertheless, there are several authors
that point out several contradictions and problems that can limit the potential success of
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Table 1 Research questions addressed in this research.

Research question Objective

How are the Ethical, Legal and Social Issues
(ELSI) protected by current AI development
processes?

To understand the maturity of current AI
development processes to manage ELSI
values threads

How the size and type of the different
organizations affect the way they deal with ELSI
values threats in the AI development processes?

To understand if the solutions to mitigate
ELSI values threats should be different
depending on the organization’s size and
type

How the hierarchical level and functions of the
people involved in the AI development
processes affect the way they deal with ELSI
values threats?

To understand if the approach to mitigate
ELSI values threats should be different
depending on the hierarchical level and
functions of the people involved

RRI and TA. Stahl et al. (2017) mention the desire of RRI to broaden the conversation
about R&I to include wider stakeholder groups, to justify the unsolvable difficulty to
encompass that aspiration with the traditionally tightly focused definition of excellence
in research. Regarding another challenge for RRI, those authors also state that much
of the RRI discourse concerns publicly funded research. This is obviously problematic,
especially for this present research, because a significant amount of research, and a large
proportion of innovation activities in AI are conducted by privately funded organisations
including companies.

Besides recent interesting attempts to foster the implementation of RRI in small and
medium enterprises (SMEs) and to start-ups, such as the EU PRISMA and COMPASS
projects, it is not immediately obvious whether the arguments in favour of RRI are
relevant to companies, or whether the incentive structures that are being put in place
resonate with companies’ R&D processes.

Maturity Models (MM) is a widely accepted tool to assess the maturity (i.e. compe-
tency, capability, level of sophistication) of a selected domain based on a more or less
comprehensive set of criteria (de Bruin et al., 2005).

Developing a Maturity Model for Responsible Artificial Intelligence seems to be a
well-suited way to prepare AI practitioners for “the job” as van Merkerk and Smits R.
(2007) suggests. According to the author, actors involved in the innovation process must
be better prepared to change the actions and interactions for the actual shaping to be
altered. Those actions and interactions are “the job”, in this context.

In 2019 the European Commission presented the Trustworthy AI approach to enable
“responsible competitiveness”, byproviding the foundationuponwhich all those affected
by AI systems can trust that their design, development and use are lawful, ethical and
robust, both from a technical and social perspective.

In sequence, the EU assembles the High-Level Expert Group on Artificial Intel-
ligence (AI HLEG) that produces the Ethics Guidelines and the Assessment List for
Trustworthy AI, a reference model to manage how values, needs and expectations of
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society should be addressed by organisations evolved in developing AI technologies, in
Europe.

Another important development was made by the Responsible AI Institute (RAII),
that issued a white paper, providing detailed maturity scores for several dimensions
and sub-dimensions, which will determine the certification level that can be attributed
for the AI system. (The Responsible AI Institute, The Responsible AI Certification -
White Paper, 2022) The RAII approach constitutes an innovative and coherent approach,
but eventually too complex for most of the organizations, with too many instruments,
assessments, metrics and recommendations, different for each industry and function,
demanding a significant effort and dedication of third-party consultancy to drive the
work inside the organization. For most of them, at least in Europe, it makes sense to use a
simpler approach, common to all industries and functions, that allows for self-assessment
and identification of key improvement practices, capabilities, and competences.

This paper presents the development of a Maturity Model (MM) for Responsible
AI inspired in the EU Ethics Guidelines for Trustworthy AI and other principles and
codes of conducts published by UNESCO, OECD, NIST, IEEE, Google and others. The
result is a consistent approach to find answers for the research questions posted, taking
in consideration that it is still not available a simple and generic Maturity Model for
Responsible AI.

2 Methodology

The methodology used to develop the RAI Maturity Model took as reference the
framework developed by de Bruin et al. (2005), which is summarised in the sequence
below:

Scope >Design >Populate >Test >Deploy >Maintain

Table 2 describes the main characteristics of each phase proposed by de Bruin et al.
(2005) and the options adopted by this research.

3 The Maturity Model for Responsible AI

The proposedMaturityModel (MM) adopts a prescriptive model as the overall objective
is the development of a roadmap for organizations to improve, enabling a positively affect
in their business value.

Figure 1 represents the MM structure, inspired by the Capability Maturity Model
(CMM) from the Software Engineering Institute (SEI). It shows that Maturity Levels
are organized by Requirements for Trustworthy AI. Those are related with Methods to
Ensure Trustworthy AI, which contain Key Practices.

Table 3 presents the main components of the MM for RAI.
The RAI Maturity Model adopts the following 4-level model (Table 4) based on the

level definitions suggested by Ellefsen et al. (2019) and Stahl et al. (2017).
The proposed model includes the same seven requirements as the ones of the EU

Ethics Guidelines for Trustworthy AI (European Commission, 2019) (Table 5).
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Table 2 Phases of a Maturity Assessment Model and its relation to the present research.

Phase # Phase name Options adopted by this research

Phase 1 Scope/Focus of Model The focus of this Maturity Model is
Responsible Artificial Intelligence

Development Stakeholders The stakeholders involved in the
development and test of the model are the
industry (large companies, SMEs and
startups), research centres and public
institutions evolved in the development of
AI in Portugal

Phase 2 Define the number of stages This research uses a model of 4 levels, for
reasons of simplicity and the relative
novelty and complexity of the RAI subject

How maturity stages can be reported to
the audience

This research uses the EU Guidelines for
Trustworthy AI seven requirements and
its several sub-components

Phase 3 Populate A self-assessment with several questions
to each requirement and each
sub-requirement was developed
For each requirement, the RAI MM is
presented in an intuitive, clear and
convincing way, to help the organizations
easily find their maturity level
Methods to ensure Trustworthy AI and
key-practices are generated to offer a
roadmap for improvement

Phase 4 Pre-Test This RAI MM was pre-tested in 2
organizations. Based on the results of this
pre-test, the model was tuned,
complemented, and sophisticated in terms
of is comprehensiveness and readiness for
application, regarding either the
assessment and the tools for the
improvement roadmap

(continued)

The model provides several technical and non-technical methods that can be
employed to implement the requirements to ensure Trustworthy AI, once again inspired
in the EU Ethics guidelines for trustworthy AI (2019).

Technical methods focus on developing and implementing specific technical mech-
anisms or algorithms to ensure trustworthy AI, such as Architectures for Trustworthy
AI and Testing and validating.

Non-technical methods are broader in scope and encompass various organizational,
legal, and societal measures such as:
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Table 2 (continued)

Phase # Phase name Options adopted by this research

Test The model will be case studied in several
organizations, different than the ones that
participated in the pre-test. To identify
possible differences of perspectives, the
model will be tested in each organization
at 3 hierarchical levels: C level (ex. CEO),
managerial level and operational level (ex.
AI developers)
The case studies will include individual
interviews to each respondent and a group
discussion to evaluate the model, having
the overall results for all organizations
assessed in place, but maintain the results
anonymous. This process will help to
ensure a company isn’t answering
questions in an unfair or biased manner
(intentionally or not) which could affect
their performance

Phase 5 Deploy Extract conclusions from the test phase,
redefine the aspects of the model that
needs improvement and then publish it

Phase 6 Maintain The author plans to repeat the exercise
regularly, each 12 to 24 months, in all or
some of the organizations, to understand
if there are or not progress and the reasons
behind the evaluation

Fig. 1. The RAI MM structure, based on the CMM Structure (Paulk et al., 1993).
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Table 3. Main components of the MM for RAI.

RAI MM component Definition CMM constituent equivalent

Maturity Levels A maturity level is a
well-defined evolutionary
plateau toward achieving a
mature process. Each maturity
stage provides a layer for the
continuous process
improvement. Maturity implies
a potential for growth in
capability and indicates both
the richness of an
organization’s process and the
consistency with which it is
applied in projects through cut
the organization (Paulk et al.,
1993)

Maturity Levels

Requirements for Trustworthy
AI

Requirements are the concrete
translation to achieve the
principles outlined for
Trustworthy AI. It includes
systemic, individual and
societal aspects. Each
requirement encompasses
several sub-requirements

Key Process Areas

Methods to ensure Trustworthy
AI

To implement the
requirements, both technical
and non-technical methods can
be employed. These methods
encompass all stages of an AI
system’s life cycle

Common Features

Key Practices For each sub-requirement, the
model presents several actions
and best practices that could be
implemented and
institutionalized to effectively
minimize the risks while
maximising the benefit of AI

Key Practices

• Regulation involve developing frameworks, regulations, and policies to govern the
use and deployment of AI systems. These measures outline ethical guidelines, data
protection regulations, and legal frameworks that AI systems should adhere to.

• Stakeholder participation and social dialogueEncouragingmulti-stakeholder involve-
ment, including users, developers, researchers, policymakers, and civil society
organizations, to collectively shape the development and deployment of AI systems.
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Table 4. Maturity Model stages adopted in this research.

Stage name Level definition

Unaware The organization is not aware of RAI or its components and does not
incorporate it in its processes

Exploratory/reactive The organization has a reactive response to external pressures
concerning aspects of RAI

Proactive The organization realizes the benefits of RAI and increasingly
integrates these into its business processes

Strategic The organization has adopted RAI as a component of its strategic
framework and aims to ensure that all R&D activities consider the RAI
components

Table 5. Requirements for Trustworthy AI, from the EU Ethics Guidelines for Trustworthy,
European Commission, 2019.

Requirements Definition

Human agency and oversight Al systems should follow the principle of respect
for human autonomy. This requires that Al systems
should support user agency and decision-making
and uphold fundamental rights

Technical robustness and safety This requirement deals with Al system’s
dependability (the ability to deliver services that
can justifiably be trusted) and resilience
(robustness when facing changes). Includes
resilience to attack and security, fall back plan and
general safety, accuracy, reliability and
Reproducibility

Privacy and data governance . Prevention of harm to privacy necessitates
adequate data governance that covers the quality
and integrity of the data used, its access protocols
and the capability to process data in a manner that
protects privacy. Includes respect for privacy,
quality and integrity of data, and access to data

Transparency Transparency in AI systems refers to the ability to
understand, interpret, and explain the
decision-making processes and algorithms used by
artificial intelligence systems. This includes the
ability to identify and explain why certain outputs
were generated and how inputs and variables
influenced these results. Includes traceability,
explainability and communication

(continued)
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Table 5. (continued)

Requirements Definition

Diversity, non-discrimination and fairness AI systems should be user-centric and designed in
a way that allows all people to use AI products or
services, regardless of their age, gender, abilities or
characteristics
Including the avoidance of unfair bias, accessibility
and universal design, and stakeholder participation

Societal and environmental wellbeing Measures to secure the environmental friendliness
of an Al system’s entire supply chain should be
encouraged. Includes sustainability and
environmental friendliness, social impact, society
and democracy

Accountability Accountability addresses the way mechanisms are
put in place to ensure responsibility for the
development, deployment and/or use of AL
systems. Including auditability, minimisation and
reporting of negative impact, trade-offs and redress

As AI systems are continuously evolving, an evaluation should be made to choose
the methods best suited to the level of maturity and to each particular AI system’s life
cycle stage.

For each sub-requirement, the model presents several key actions and best practices
that could be implemented and institutionalized to effectively minimize the risks while
maximising the benefit of AI.

For example, for the Human Agency and Autonomy sub-requirement, the following
key-practices are suggested, depending on the maturity level:

• Prevent end-users over-relying on the Al system by actively made end-user aware that
a decision, content, advice or outcome of the Al system is the result of an algorithmic
decision.

• Detect if end-users or subjects in case they develop a disproportionate attachment to
the AI System, like addictive behaviour or addiction. If so, take measures to deal with
possible negative consequences.

• Take measures to avoid the AI system affect human autonomy by generating over-
reliance by end-users.

• Take measures to avoid the AI system affect human autonomy by interfering with the
end-user’s decision-making process in any unintended and undesirable way.

4 Implementation, Results and Discussion

The implementation startswith aResponsibleAI Self-Assessment composed by 58 state-
ments, inspired by theAssessment List of TrustworthyAI (ALTAI) and by the Ethical OS
toolkit checklist. The assessment uses a Likert scale with the following response options:
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“strongly agree,” “somewhat agree”, “somewhat disagree,” and “strongly disagree”.
Examples of the statements are:

• “My organisation made end-user aware that a decision, content, advice or outcome
of the Al system is the result of an algorithmic decision” for the Human Agency and
Autonomy sub-requirement”.

• “My organisation plan fault tolerance via, e.g. a duplicated system or another parallel
system (Al-based or ‘conventional’), for the General Safety sub-requirement.

• “Myorganisation implemented any sort of recourse for people demanding explanation
from your AI system, for example people who feel they have been incorrectly or
unfairly assessed” for the Explainability sub-requirement.

To assess the maturity level for each subsection, the research uses the following
formula:

MR=Psum/(Number ofValidQuestions×4)

where MR refers to the Maturity Result expressed in a percentage, used to determine
the Maturity Level in each requirement/ sub requirement, according to the key offered
in the Table 7.

Where Psum refers to the accumulated points assigned accordingly the Table 6, for
the valid questions, where 4 is the biggest score possible in each question, means the
reference for 100%.

Table 6. Points assigned in each response.

Strongly agree 4

Somewhat agree 3

Somewhat disagree 2

Strongly disagree 0

Table 7 Maturity level assignment related to the percentage calculated in the formula above.

Strategic >80%

Proactive <= 80%> = 50%

Reactive <50%> = 25%

Unaware <25%

The model was first pre-tested in two organizations, one large research centre and
an early-stage startup, both working in AI and both in Portugal. Then the model was
improved and pre-tested again in the early-stage startup.

The following radar diagram presents the maturity level for each Trustworthy AI
requirement for this start-up. The radar diagram presents maturity as far from the cen-
tre the better. The radar shows that the start-up is performing best in Human Agency
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and Oversight and, in the other extreme, is performing low regarding Accountability
requirement (Fig. 2).

Fig. 2. Radar diagram for the start-up organization for each Trustworthy AI requirement assessed
in the pre-test.

5 Conclusions

Thedevelopment of aMaturityModel (MM) forResponsibleAIwaspresented, including
a self-assessment tool, requirements to achieve the principles outlined, the methods to
ensure Trustworthy AI and the key practices that will enable Trustworthy AI. The result
is a consistent and horizontal approach to all industries and functions, considering that
it is not yet available a simple and generic MM for Responsible AI.

Considering the result of the pre-tests, the model was tuned, complemented, and
sophisticated in terms of is comprehensiveness and readiness for application, mainly
regarding the tools for the improvement roadmap: theMethods to Ensure TrustworthyAI
and theKey Practices. The next phase is to apply themodel in several other organizations,
including interviews at different hierarchical levels and provide case study discussions.
The author plans to repeat the exercise regularly, each 12 to 24 months, in all or some of
the organizations, to understand if there are or not progress and the reasons behind the
evaluation.

This way, the author hopes to have a simple, intuitive and improvement-oriented
instrument to help large to small organizations involved in developing AI systems to
adopt a set of responsible AI competences and processes, in order to better safeguard
values and expectations of society.
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Abstract. ML/AI is the field of computer science and computer engi-
neering that arguably received the most attention and funding over the
last decade. Data is the key element of ML/AI, so it is becoming increas-
ingly important to ensure that users are fully aware of the quality of the
datasets that they use, and of the process generating them, so that pos-
sible negative impacts on downstream effects can be tracked, analysed,
and, where possible, mitigated. One of the tools that can be useful in
this perspective is dataset documentation. The aim of this work is to
investigate the state of dataset documentation practices, measuring the
completeness of the documentation of several popular datasets in ML/AI
repositories. We created a dataset documentation schema-the Documen-
tation Test Sheet (dts)-that identifies the information that should always
be attached to a dataset (to ensure proper dataset choice and informed
use), according to relevant studies in the literature. We verified 100 pop-
ular datasets from four different repositories with the dts to investigate
which information were present. Overall, we observed a lack of relevant
documentation, especially about the context of data collection and data
processing, highlighting a paucity of transparency.

Keywords: Data documentation · AI transparency · AI accountability

1 Introduction and Motivation

Machine Learning/Artificial Intelligence (ML/AI) research made great strides in
recent years, and its industrial applications became increasingly pervasive within
society, automating organizational processes and decisions in several fields.

Datasets are fundamental in the ML/AI ecosystem and many issues related
to fairness, transparency, and accountability in ML/AI systems are rooted in the
data collection and in the data processing procedures [11]. Every decision made
during the workflow may contain implicit values and beliefs [21], so tracking them
can improve transparency [1]. The information accompanying them plays a very
significant role in uncovering data issues [5], in fostering reproducibility and
auditability [13], in ensuring accountability [10], users’ trust [2], and in avoiding
data cascading effects on the entire ML/AI pipeline [20]. With documentation,
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it is possible to better understand the characteristics of the training data to
at least partially mitigate the risks of downstream negative effects [4]. This is
particularly true for those technologies where the impact of biased results can
be severe, such as Speech Language Technologies (SLT) [16]. Documentation
production should be seen as an essential part of dataset production, as a place to
disclose fundamental choices, in parallel with what is proposed to be documented
in terms of models [15,19] or rankings [25,26].

This study focuses on the dataset documentation state of practice. The aim
was to measure whether and how much relevant information about data collec-
tion and data processing procedures is present in the documentation of the most
popular (and influential [12]) datasets. The research question which directed the
design of the research is: Which of the information, that should be trans-
parent to dataset users, is present in the most popular datasets in
ML/AI repositories? In order to answer this research question, we developed
a test schema to measure the completeness of dataset documentation: Sect. 2 will
describe the construction of the dts. Subsequently, Sect. 3 describes the selec-
tion of repositories and datasets. The results of the application of the dts are
presented in Sect. 4. Finally, limitations (Sect. 5), future work (Sect. 7) and the
conclusions (Sect. 6) are presented. Furthermore, we provide additional materials
in the online Appendices.1

2 Documentation Test Sheet from Related Works

We built a collection of recommended information that should be present in
dataset documentation to ensure a proper choice of dataset and informed use.
The aim was to recognize, with a study of relevant work in the literature of
dataset documentation schemas, which information are important to be present
in dataset documentation to achieve transparency, accountability, and repro-
ducibility. The goal of this schema is to measure how complete a dataset doc-
umentation is: this property is the first necessary element to be scrutinized for
enabling any further analysis on further quality dimensions of documentation
(e.g., correctness). We called this schema the Documentation Test Sheet (dts).

2.1 Fields of Information

The list of Test Fields is largely based on Datasheets for Datasets [7], with
some further insights from relevant documentation standardization proposals
in the literature [3,9]. We grouped the information into 6 sections, following
the categorization presented in Datasheets for Datasets (DfD): 1 Motivation,
2 Composition, 3 Collection processes, 4 Data processing procedures, 5 Uses,
6 Maintenance. In addition to dataset metadata, some characteristics of the
1 The appendices available at https://doi.org/10.5281/zenodo.8052683 contain: the
dts (A), the provenance of the field of information composing it (B), the metadata
of the selected datasets (C), the reading principles that guided the documentation
investigation (D), the raw results (E) and additional tables and figures (F).

https://doi.org/10.5281/zenodo.8052683
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data were tracked in section c Characteristics. We discarded the Distribution
section because it proved inapplicable when testing documentation of datasets
already published in public repositories. The full dts can be found in Appendix
A, but the list of Test Fields is also available in Table 2. Further details on
the motivations behind this choice, and a description of the provenance of each
information field, are reported in Appendix B. One of the novelties of this work
is the design of the individual Test Fields as concepts expressed by few words to
which it is easy to answer ‘yes’ or ‘no’, depending on the presence or absence of
the related information in the documentation under analysis. Some fields from
the related work were collapsed in a few Test Fields for the sake of brevity and
ease of application. We designed the dts to be generalizable as possible to any
type of documentation, so that it can be used for datasets pertaining to different
areas of ML/AI.

2.2 Measurement

The other core elements of the dts are the Presence Check Values and the
Presence Averages. During the analysis of the documentation, each Test Field
is associated with a value indicating the presence or the absence of the repre-
sented information. Specifically, the Presence Check Value can take on one of
the following three possible values:

– 1: it is possible to retrieve the information represented by the Test Field ;
– 0: it is not possible to retrieve the information represented by the Test Field ;
– NA: the information represented by the Test Field does not apply to dataset.

The Presence Average represents the completeness measure of the dts.
It is obtained by averaging the Presence Check Values of the group of Test
Fields under analysis such as dataset (Dataset Presence Average), section
(Section Presence Average), and field (among different datasets, Field Presence
Average).

3 Study Design

One of the novel elements of this study concerns the analysis of the informa-
tion found in the very same place where the data can be accessed, instead of
selecting datasets from a corpus of academic papers [8,17]. The documentation
in the public repository provides information about how the dataset is actually
used in practice. Since the purpose of a scholarly article is different from that of
a repository, some information may have no reason for inclusion in the article,
and vice versa. For this reason, the documentation being analysed is the docu-
mentation web page where data can be downloaded. Given this design choice,
we first selected the repositories under analysis, as described in Sect. 3.1. In the
second step, we collected the metadata useful to perform the dataset selection,
as described in Sect. 3.2. We focused on the most popular datasets, as seen in
other work [6]. This is because these datasets are the most influential ones, and
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therefore studying their documentation is an important step in the path towards
a deeper understanding of common documentation practices. We then collected
data on the presence of information in the documentation.2

3.1 Repositories Under Analysis

The choice of repository is a relevant decision in this study, due to the design
decision to analyse the online documentation present in the same place where the
data are hosted. Indeed, different repositories have different documentation and
metadata schemas. Therefore, we decided to select more than one repository to
avoid obtaining too specific results. We selected four well-known and commonly
used repositories to capture different practices in the ML/AI community. The
criteria used for the choice were: free access; the presence of popularity proxies
among the metadata; the presence of hundreds of datasets. We consulted the
Wikipedia List of portals suitable for multiple types of ML applications3 and,
as a result, the following repositories have been selected: Hugging Face(hug),
Kaggle (kag), OpenML (oml) and UC Irvine ML Repository (uci).

3.2 Datasets Selection

To guarantee the feasibility of the research, it was also necessary to limit the
number of datasets for each repository. For this reason, we selected 25 datasets
from each repository, for a total of 100 datasets to be examined. We decided to
focus on the concept of popularity, so that we could analyse some of the most
used and influential datasets: where available, the number of downloads was
identified as the best proxy; where not available, number of views was identified
as a good alternative. The resulting metrics used are: hug, number of downloads
(APIs); kag, platform upvotes and then the number of downloads (APIs)4; oml,
number of downloads (web scraping); uci, number of views (web scraping). We
eliminated any duplicates within the same or different repositories (the com-
parison of information about the same dataset in different repositories was not
a central aim of this research). As a selection criterion between duplicates, we
used the highest ‘popularity’. In the case of two datasets at the same ranking
position, we eventually observed whether one of them was the primary source
of the other. The full list of selected datasets, together with the date of data
collection, can be found in Appendix C. The principles that guided the reading
of the documentation are presented in the Online Appendix D.

4 Results and Discussion

In this section, we present the results and their discussion for each of the fol-
lowing levels: dataset (Sect. 4.1), dts section (Sect. 4.2), Test Fields (Sect. 4.3).
2 For reasons of space, summary tables with raw data are presented in Appendix E.
3 https://en.wikipedia.org/wiki/List of datasets for machine-learning research.
4 Due to the unavailability of direct download count APIs, datasets were sorted by

upvotes via APIs and then sorted by download count, as presented in the results.

https://huggingface.co/datasets
https://www.kaggle.com/datasets
https://www.openml.org/search?type=data
https://archive-beta.ics.uci.edu/ml/datasets
https://en.wikipedia.org/wiki/List_of_datasets_for_machine-learning_research
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Fig. 1. Distribution of Dataset Presence Averages grouped by repository.

Table 1. Characteristics of the 100 selected datasets (25 for each repository).

Repository Data is people
related

Presence of
explicit target
variable

Dataset is a
sample or a
reduction of a
larger set

Recently
updated

Hugging Face 04 21 01 25

Kaggle 12 08 02 05

OpenML 11 25 07 00

UCI MLR 11 22 04 00

Total 38 76 14 30

Additional information on the distribution and dispersion of values is included
in Appendix F.

4.1 Datasets Level

The dataset with the most comprehensive documentation was hug16, the
cnn dailymail from Hugging Face (hug). It contains over 300k unique news
articles written by journalists. Its Dataset Card (i.e. its documentation) was
comprehensive in all the different sections, and it can be considered a positive
reference from the point of view of documentation practice. Figure 1 shows that
overall very few datasets achieved more than 50% completeness, and variation
between repositories is small. The selected datasets from hug have the highest
mean of the Dataset Presence Average distribution, while the ones from uci have
the lowest mean of the Dataset Presence Average distribution. One of the con-
tributing factors to this result is that the three most complete documentations
belong to hug datasets.

In Table 1 it is possible to observe specific characteristics of the datasets:
most datasets did not contain personal data, had an explicit target variable,

https://huggingface.co/datasets/cnn_dailymail
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Fig. 2. Section Presence Averages.

and were not a sample or reduction of a larger set. All datasets updated after
1 January 2021 were considered ‘Recently updated’: all datasets from hug and
five datasets from kag have been recently updated in terms of data or docu-
mentation, while all the oml and uci datasets have not been updated in this
timeframe. Additional statistics can be found in Appendix F.

4.2 Sections Level

As can be seen in Fig. 2, the Uses section was the most complete one, followed
by the Motivation section. Sections Collection processes and Data processing
procedures had the lowest values of Section Presence Average. Additionally, we
observed that the results of the Maintenance section are very different between
repositories. These results suggest that the documentation of public datasets
is currently utilisation-oriented, with less attention to the previous stages of
the dataset construction pipeline. This aspect is also correlated with the high
Section Presence Average of the Motivation section: the purpose of the dataset
often encapsulates the meaning of why the data within it should be used. The
low completeness of the Composition, Collection processes and Data processing
procedures sections suggests that either little effort is devoted to describing the
early stages of the dataset construction phase. Frequently, there is no informa-
tion at all about these delicate phases. The failure to take into account these
contextual aspects can lead to various problems in the models trained on such
undocumented data [20]. Recent work devoted to partially automating the doc-
umentation process could help users to easily complete the Composition section
[18,22,23]. Finally, the Maintenance results, although very variable between
repositories, confirmed recent studies in the literature about the opportunities to
improve documentation in datasets repositories and the lack of attention paid to
what happens after the dataset is published [14,24]. As for the other aggregation
level, the distributions of measurements are provided in Appendix F.
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4.3 Test Fields Level

Table 2 shows the Presence Average value of each information field, globally and
by the repository. Results show that certain documentation fields are very com-
monly used, such as the 2.01 Description of the instances (0,92), 2.02 Number
of the instances (0,90) and 5.01 Description of the tasks in which the dataset
has already been used and their results (0,95). In many cases, the high level
of completeness could be explained by the ability of the repository’s metadata
structure to promote the presence of a particular piece of information. Indeed,
the information represented by these fields was very much present in repositories
that structurally expose this information in the metadata schema of the repos-
itory. Conversely, it was almost completely absent in repositories that do not
include such information in their metadata schema. Some examples are: 2.11
Statistics (hug 0,00; kag 1,00; oml 1,00; uci 1,00), 5.04 Repository that links
to papers or system that use the datasets (hug 0,92; kag 0,00; oml 0,00; uci
1,00), 5.05 Description of license and terms of use (hug 0,48; kag 0,68; oml
1,00; uci 1,00). This highlights the role played by repository hosts, who have
the potential to trigger virtuous documentation practices.

In the Motivation section, on the one hand, it was very common to find infor-
mation about the authors (the ‘resource creators’), while on the other hand, it
was rare to find details about who funded the creation of the dataset, important
information for achieving accountability. Within the Composition section, basic
information such as the description or number of instances was usually present.
On the contrary, information about data confidentiality and dangerousness was
usually absent. It is important to note that data protection laws may have been
different before the datasets were made available (see Sect. 5 for more details).
The analysis of information related to Collection processes pointed out, in a
context of a general scarcity of details, the near total absence of specifics about
ethical review processes and about analysis of potential impacts of dataset uses.
With regard to the Data processing procedures, we observed that the ‘Dataset
Card’ in HUG favoured the presence of (at least) some useful tags to obtain
indications on the workers involved in these procedures. As already mentioned
above, in terms of Uses, much attention on the part of dataset creators is paid to
the description of the previous usage of the dataset and to the description of the
recommended uses. The same cannot be said for non-recommended uses: only
the documentation of a couple of hug datasets contained this information. Sur-
prisingly, although it was common to find details on the subject that supports or
manages the dataset, the contact of the owner was rarely present. Furthermore,
in terms of Maintenance, the DOI was quite rare and no information on the
management of older dataset versions could be retrieved.
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Table 2. Field Presence Averages: overall and for each repository.

ID Field description Tot HUG KAG OML UCI

1.01 Purpose for the dataset creation 0,57 0,64 0,52 0,68 0,44

1.02 Dataset creators 0,86 0,88 0,96 1,00 0,60

1.03 Dataset funders 0,06 0,16 0,08 0,00 0,00

2.01 Description of the instances 0,92 1,00 1,00 0,80 0,88

2.02 Number of the instances 0,90 0,92 0,72 1,00 0,96

2.03 Information about missing values 0,50 0,00 0,12 1,00 0,88

2.04 Recommended data splits 0,31 0,92 0,08 0,12 0,12

2.05 Description of errors, noise or redundan-
cies

0,13 0,00 0,16 0,08 0,28

2.06 Information about data confidentiality 0,04 0,08 0,08 0,00 0,00

2.07 Information about possible data danger-
ousness (offensive, insulting, threatening
or cause anxiety) or biases

0,03 0,12 0,00 0,00 0,00

2.08 Information about people involved in data
production and their compensation (if peo-
ple related)

0,43 0,25 0,42 0,64 0,31

2.09 Description of identifiability for individu-
als or subpopulations (if people related)

0,15 0,50 0,17 0,09 0,08

2.10 Description of data sensitivity (if people
related)

0,03 0,25 0,00 0,00 0,00

2.11 Statistics 0,50 0,00 1,00 1,00 0,00

2.12 Pair plots 0,00 0,00 0,00 0,00 0,00

2.13 Probabilistic model 0,00 0,00 0,00 0,00 0,00

2.14 Ground truth correlations 0,00 0,00 0,00 0,00 0,00

3.01 Description of instances acquisition and
data collection processes

0,53 0,52 0,60 0,64 0,36

3.02 Information about people involved in the
data collection process and their compen-
sation

0,08 0,16 0,12 0,00 0,04

3.03 Time frame of data collection 0,19 0,04 0,48 0,12 0,12

3.04 Information about ethical review processes 0,01 0,04 0,00 0,00 0,00

3.05 Information on individuals’ knowledge of
data collection (if people related)

0,05 0,25 0,00 0,09 0,00

3.06 Information on individuals’ consent for
data collection (if people related)

0,05 0,25 0,00 0,09 0,00

3.07 Analysis of potential impacts of the
dataset and its use on data subjects

0,00 0,00 0,00 0,00 0,00

4.01 Description of sampling, preprocessing,
cleaning, labelling procedures

0,39 0,32 0,24 0,56 0,44
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Table 2. continued

ID Field description Tot HUG KAG OML UCI

4.02 Information about people involved in the
data sampling, preprocessing, cleaning,
labelling procedures and their compensa-
tion

0,11 0,44 0,00 0,00 0,00

4.03 Description of others possible sampling,
preprocessing, cleaning, labelling proce-
dures

0,02 0,00 0,04 0,04 0,00

5.01 Description of the tasks in which the
dataset has already been used and their
results

0,95 0,92 1,00 1,00 0,88

5.02 Description of recommended uses or tasks 0,62 0,56 0,72 0,64 0,56

5.03 Description of not recommended uses 0,02 0,08 0,00 0,00 0,00

5.04 Repository that links to papers or system
that use the datasets

0,48 0,92 0,00 0,00 1,00

5.05 Description of license and terms of use 0,79 0,48 0,68 1,00 1,00

6.01 Information about subject supporting,
hosting, maintaining the dataset

0,84 0,36 1,00 1,00 1,00

6.02 Contact of the owner 0,30 0,20 0,80 0,16 0,04

6.03 DOI 0,09 0,24 0,04 0,08 0,00

6.04 Erratum 0,00 0,00 0,00 0,00 0,00

6.05 Information about dataset updates 0,38 1,00 0,52 0,00 0,00

6.06 Information about management of older
dataset versions

0,00 0,00 0,00 0,00 0,00

6.07 Information about the mechanism to
extend, augment, build on, contribute to
the dataset

0,26 1,00 0,04 0,00 0,00

5 Threats to Validity and Limitations

One of the main limitations of this research is the non-scalability of the pro-
posed procedure, which was primarily based on manual inspection of dataset
documentation: the alignment of repositories metadata with the documentation
fields proposed in the literature, and included in the dts, was very poor.

The choice of repositories may have influenced the final result. However,
by focusing on some of the most prominent repositories and the most popu-
lar datasets in each repository, we analysed the documentation of influential
datasets. The dataset selection criteria—popularity—was implemented slightly
differently to the different repositories, due to differences in the metadata
schemas: however, the number of downloads was present in three out of four
repositories, and for the remaining one we selected the most reasonable and
available proxy (visualizations). In addition, popularity tends to be a proxy
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for longevity: this criterion may have introduced a selection bias, favouring
datasets from a time when documentation was less important or emphasized
and with different data protection laws. On the contrary, the lack of documen-
tation updates on such datasets reinforces the findings of this study, i.e. poor
attention/availability on dataset documentation.

Despite the fact that considerable effort has been made to make the data
collection as accurate and standardized as possible, the study design, strongly
based on human reading and interpretation of documentation texts, is inherently
prone to the risk of interpretation errors. We controlled this threat by providing
the reading principles in Appendix D.

Finally, due to lack of resources, the DTS was not tested for consistency
and validation with target users: however, the information fields were all derived
from documentation schemes already available in the academic literature.

6 Conclusions

We empirically investigated the state of documentation practice in the most
popular datasets in the ML/AI community. A set of information that should
always be clear to the users of the datasets, in order to achieve transparency
and accountability, was adapted into a Documentation Test Sheet (dts) able
to measure the completeness of documentation. The dts was applied to 100
dataset documentations from Hugging Face, Kaggle, OpenML and UC Irvine
MLR repositories.

This investigation brought out some relevant results about the state of prac-
tice of documentation of datasets manufacturing. First, it emerged that infor-
mation related to how to use the dataset was the most present. On the contrary,
maintenance over time or processes behind the data generation were very poorly
documented. In general, a lack of relevant information was observed, highlighting
a paucity of transparency. All these observations are even more relevant when
considering that the analysis was restricted to some of the most popular and
well-known datasets. Finally, the potential of repositories to help curators of
datasets to produce better documentation emerged.

Altogether, these results let us hypothesize that efforts of the ML/AI com-
munity in devoting more attention to the dataset documentation process are
necessary. These efforts might enable the reuse of datasets in a way that is more
aware of the choices, assumptions, limitations and other aspects of their creation,
and ultimately facilitating human-respectful ML/AI innovations. The proposed
dts can be an easy-to-use tool in the hands of dataset creators, maintainers,
and hosts to move a further step in this direction.

7 Future Work

The first hypothesis of future work relates to increasing the number of datasets
and repositories under investigation. Moreover, a complementary analysis of a
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selection of recent datasets could tell us if the growing awareness of data cura-
tion is bringing some results in common practice. Quantitative expansions of
the research could be put investigating the feasibility of an automatic system
capable of controlling the presence of information. This possibility, however, is
fully dependent on the evolution of the repositories, and actions made possible
by dataset hosts to standardize documentation and make it machine-readable.

From the qualitative point of view, it might be possible to expand the dts
to measure other aspects of documentation quality. For example, comparing
the information found in the repositories with the information retrieved from
academic articles using those datasets could reveal further insights to understand
documentation practices, reduce documentation debt and possibly integrate it
with additional aspects (e.g., ‘sparsity’ [6], dataset quality). Finally, a test with
target users that also explores the differences between different types of dataset
users could be useful for prioritizing dts Test Fields according to possible users
and uses.
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Abstract. Artificial intelligence (AI) has been widely used in many fields, from
intelligent virtual assistants to medical diagnosis. However, there is no consensus
on how to deal with ethical issues. Using a systematic literature review and an
analysis of recent real-world news about AI-infused systems, we cluster existing
and emerging AI ethics and responsibility issues into six groups - broken sys-
tems, hallucinations, intellectual property rights violations, privacy and regula-
tion violations, enabling malicious actors and harmful actions, environmental and
socioeconomic harms - discuss implications, and conclude that the problem needs
to be reflected upon and addressed across five partially overlapping dimensions:
Research, Education, Development, Operation, and Business Model. This reflec-
tion may be relevant to caution of potential dangers and frame further research at a
time when products and services based on AI exhibit explosive growth. Moreover,
exploring effective ways to involve users and civil society in discussions on the
impact and role of AI systems could help increase trust and understanding of these
technologies.

Keywords: Ethical AI · Responsible AI · Trustworthy AI · AI risks · AI
regulation

1 Introduction

Research and use of artificial intelligence (AI) are enjoying great momentum. For exam-
ple, ChatGPT, released only a fewmonths ago, is already considered the fastest-growing
consumer application in history [1]. Advances in software and hardware over the last
few years have enabled many useful applications in widespread areas, from intelligent
virtual assistants to autonomous vehicles or medical diagnosis tools.

However, those same impressive advances, specifically in large language models,
such as the one underlying ChatGPT, have raised grave concerns for a group of figures
in academia (namely in AI), technology, and business [2]. Citing extensive research,
they caution of profound risks to society (specifically, democracy) and humanity. Sam
Altman, the CEO of Open AI–the company behind ChatGPT–acknowledges these risks
and admits that AI will reshape society and that the prospect scares him [3].

Compounding these concerns is an apparent trend to disregard ethical issues in big
tech players, such as Microsoft, Twitter, Meta, or Google, who have recently fired or
constrained their ethical and responsible innovation teams [4–7].
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Conversely, national and state governments, as well as national and international
organizations have released ethical principles and legislation [8, 9]. However, these
are often deemed abstract and difficult to implement and operationalize [10]. Even so,
new efforts keep emerging, such as the first-ever global agreement on the Ethics of AI
promoted by UNESCO a few months ago [11].

Most AI ethics and responsibility discussions seem to focus on algorithmic solutions,
while the challenges are of amuch broader nature. In this context, we decided to examine
the literature to find out how it addresses the topic. Thus, our research question is:

RQ: What AI ethics and responsibility issues are currently being discussed?

The remainder of this paper is organized as follows: in Sect. 2 we present the process
and protocol used in our systematic review of the literature, which we analyze in Sect. 3.
In Sect. 4, we provide a clustering of AI ethics and responsibility issues and suggest that
the topic traverses several overlapping dimensions. We close with some conclusions,
limitations, and future work in Sect. 5.

2 Research Methodology

To answer our research question, we performed a systematic literature review using
guidance from [12, 13]. Preliminary experiments to tune the search keywords led us to
the final expression shown in Table 1.

Table 1. Final search expression.

TITLE-ABS-KEY (“ethical AI” OR “responsible AI”) AND (LIMIT-TO (DOCTYPE, “cp”)
OR LIMIT-TO (DOCTYPE, “ar”)) AND (LIMIT-TO (SUBJAREA, “COMP”)) AND
(LIMIT-TO (LANGUAGE, “English”))

We searched by title, abstract, and keywords on the Scopus database in April 2023,
restricting the results to the computer science area. Our inclusion criteria were papers
published in conferences and journals written in English with no date constraints.

We obtained 333 results, which we exported as a. RIS file and imported into Rayyan,
a web-based collaborative tool to manage systematic literature reviews [14]. Rayyan
automatically identified 10 possible duplicates, which we analyzed and resolved.

We have then screened the remaining papers to identify those relevant to our research.
We used researcher triangulation to decrease biases and improve validity [15, 16]. Each
author independently reviewed titles, abstracts, and keywords, classifying papers as
“include,” “maybe,” or “exclude.” Interrater reliability, indicating the level of agreement
[17], was 85%. To conduct this study, we selected only the papers that both researchers
marked as “include”. As a result, 24 papers remained for full-text analysis. From those,
we excluded three additional papers, one preprint and two papers that were not available.
The steps of the SLR process are summarized in Fig. 1.
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Of the resulting 21 papers, 13 are journal papers and 8 are conference papers. Chrono-
logically, the number of studies has been evolving throughout the last 5 years, with 1
paper in 2018, 2 papers in 2021, 6 papers in 2022, and 12 papers in 2023 (up to now).

Fig. 1. PRISMA flowchart of the systematic literature review.

3 Analysis of the Literature

Most studies on ethical and responsible AI are recent, with the majority being published
in the last five years. This probably contributes to the lack of consensus on what these
concepts truly entail. Table 2 offers an overview of the terminology used in five of these
studies, highlighting the diversity of terms used.

Transparency and fairness are the most consensual, appearing in five studies, fol-
lowed by explainability and accountability, which are used in four, and privacy and
security, employed in three. Ethics, data quality, and safety are mentioned in only two
studies, while the remaining 39 terms are each used in only one study. Besides, all these
papers refer to the terms in different ways, e.g., barriers, risks, aspects, or principles.

In most papers, three key terms are commonly used: Responsible AI, Ethical AI, and
Trustworthy AI. While some may use more than one of these terms, two do not use any
of them. The distribution of papers using these different terms is illustrated in Fig. 2.

Two papers have contributed to the classification of information. Yu et al. [23]
proposed AI governance taxonomy that categorizes ethical concerns into four groups:
exploring ethical dilemmas, individual ethical decision frameworks, collective ethical
decision frameworks, and ethics in human-AI interactions. Weidinger et al. [24] focused
on language models and classified risks into six areas, including discrimination, hate
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Table 2. List of issues/risks/aspects/principles used as the basis of specific studies.

Issues/Risks/Aspects/Principles [18] [19] [20] [21] [22]

Accessibility/digital divide reduction x

Accountability x x x x

Accuracy x

Bias x

Civil society interaction/inclusion x

Completeness x

Correction of existing inequalities in society x

Data Protection x

Data quality x x

DEI regulation conformity x

Diluting Rights x

Diversity in learning datasets x

Diversity in the AI sector x

Equity x

Ethical issues/Ethics x x

Explainability x x x x

Extintion x

Fairness x x x x x

Human decisions made x

Human dignity x

Inclusion x

Interpretability x

Justice x

Legal x

Liability x

Manipulation x

Moral x

Nondiscrimination x

Opacity x

Organizational culture x

Perception x

Power x

(continued)
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Table 2. (continued)

Issues/Risks/Aspects/Principles [18] [19] [20] [21] [22]

Privacy x x x

Protection x

Reliability x

Remedies for discrimination x

Representativeness x

Resistance x

Responsibility x

Safety x x

Security x x x

Semantic x

Skillful workers x

Social justice x

Systemic x

Transparency x x x x x

Trust x

speech, and exclusion; information hazards; misinformation harms; malicious users;
human-computer interaction harms; and environmental and socioeconomic harms.

Fig. 2. Number of papers using the different key umbrella terms.

Sham et al. [25] stands out as one of the few papers delving into the technical aspects
of ethical and responsible AI. The authors analyzed racial bias in facial expression
recognition methods and found bias towards the races present in the training data. They
further noted that an increase in performance can exacerbate bias, especially if the
training dataset is imbalanced. Including more variance in the training data can partially
mitigate bias but does not eliminate it. To improve the performance of thesemethods, they
recommend addingmissing races equally. In contrast, Papakyriakopoulos andXiang [26]



Navigating the Landscape of AI Ethics and Responsibility 97

focused on best practices for ethical speech datasets for responsible AI. They highlighted
the limitations of existing datasets and advocate for a human-centered approach and
interdisciplinary research when developing AI applications. The proposed best practices
aim to mitigate harm and ensure inclusivity.

Discussions about ethics and responsibility in AI often center on algorithmic solu-
tions. Lu et al. [10] reinforce this idea, highlighting that recently issued high-level prin-
ciples, guidelines, and regulations are difficult to implement in practice. The authors
argue that a system-level approach is necessary for responsible AI, encompassing mul-
tiple components of the software engineering lifecycle. They also identify a gap in the
literature concerning the design of responsible AI systems and propose a set of design
patterns that can be integrated into AI systems to promote responsible AI by design.

Minkkinen et al. [27] interviewed 15 experts in responsible AI (RAI) to understand
their work expectations and compared themwith those identified in the European ecosys-
tem’s technological frame. The study found congruent and incongruent expectations,
each with further sub-classes, and proposed ecosystems as a mediating level between
regulation, ethical principles, and organizational AI implementation. In a similar vein,
Gianni et al. [28] analyzed current national strategies and ethics guidelines to provide
solutions to societal, ethical, and political issues posed by AI systems. However, based
on their limitations, the authors proposed an alternative approach to enhance society’s
active involvement in discussing the impact and role of AI systems.

Abbu et al. and Treacy [29, 30] propose frameworks for ethical considerations in
AI systems. Abbu et al. developed a conceptual model based on interviews with leaders
of digitally mature organizations, identifying six key areas that organizations should
consider: leadership, data, talent, visual analytics, standards, and governance. Mean-
while, Treacy developed a theoretical framework based on judgement studies with data
science experts, which identifies six performance areas and includes constraints and
mechanisms to ensure ethical expectations are met throughout the AI system’s lifecycle.
Implementation of these frameworks can improve trust between technology and people,
with significant implications for research and practice in information systems.

Most papers discuss the issues themselves, regardless of the areas of application,
while four papers specifically address health (two papers) and military (two papers)
fields. Trocin et al. [31] provide a systematic analysis of Responsible AI in digital
health, identifying ethical concerns that are both epistemic (i.e., quality of the evidence)
and normative (i.e., fairness of the action and its effects) in nature. They suggest that
these concerns are especially critical in healthcare, where lives are at risk and sensitive
considerations may not be as pertinent in other domains beyond healthcare. Epistemic
concerns include inconclusive, inscrutable, and misguided evidence, while normative
concerns relate to unfair outcomes and transformative effects. Traceability is a concern
that is related to both epistemic and normative concerns. El-Sappagh et al. [32] conducted
a reviewof recent developments in theTrustworthyAI (TAI) domain, including standards
and guidelines, with a specific focus on the diagnosis and progression of Alzheimer’s
Disease (AD). They proposed several requirements that need to be addressed in the
design, development, and deployment of TAI systems.
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In the military domain, the discussion has focused on the use of lethal autonomous
weapon systems and the potential dangers of providing AI systems with toomuch auton-
omy. Meerveld et al. [33] address this topic, calling for solutions subject to meaningful
human control and considering military effectiveness and the decision-making chain in
military operations. One solution is to team human and AI systems to facilitate faster and
more appropriate decision-making under pressure and uncertainty and use AI systems
for adaptive training ofmilitary personnel, thus helpingmitigate decision-making biases.
Boulanin and Louis [34] propose the concept of “responsible reliance” as a means to
ensure compliance with international humanitarian law and accountability when using
AI tools in armed conflicts. They argue that states should establish a framework to enable
natural persons involved in the use of AI tools to responsibly rely on the tool’s technical
aspects, the conduct of other people involved in its development and use, and the policies
and processes implemented at the state level.

The analysis of the 21 papers reveals a lack of real-world examples that illustrate
the importance of ethical considerations in AI. While five papers mention real cases,
only three provide detailed descriptions of their relevance. Squadrone [35] discusses bias
issues in multiple datasets used to train machine learning algorithms, such as the Cor-
rectional Offender Management Profiling for Alternative Sanctions (COMPAS) dataset,
the German credit dataset, the adult dataset, the default credit card clients, and the law
school dataset. Varsha [36] discusses the gender distortion in Amazon’s AI recruit-
ing tool, Airbnb’s customer rejection issue, and concerns about bias, privacy, and data
transparency in Google Ad personalized page. Belle [37] details the COMPAS dataset
problem, the infamous trolley problem, and the Tesla Model S crash in 2016. Besides,
the trolley problem is mentioned in the study by Yu et al. [23], while Teixeira et al.
[19] refers to several real problems such as the Cambridge Analytica revealed, the Self-
Driving Uber car that killed a pedestrian, the Tesla autopilot fatal car crash, the IBM
Watson Recommending “unsafe and incorrect” cancer, the Amazon Facial recognition
which wrongly identified 28 lawmakers, the Facebook security breach that exposed 50
million users, as well as the unfairness detected in the COMPAS system.

4 Discussion

Combining our findings from the literature with an increasing stream of real-word news
about recent developments in AI-infused products, we clustered existing and emerging
AI ethics and responsibility issues into the following categories. Weidinger et al. [24]
have also identified some similar ones in the context of language models.

Broken systems: These are the most mentioned cases. They refer to situations where the
algorithm or the training data lead to unreliable outputs [38]. These systems frequently
assign disproportionate weight to some variables, like race or gender, but there is no
transparency to this effect, making them impossible to challenge. These situations are
typically only identified when regulators or the press examine the systems under free-
dom of information acts. Nevertheless, the damage they cause to people’s lives can be
dramatic, such as lost homes, divorces [39], prosecution, or incarceration [40]. Besides
the inherent technical shortcomings, auditors have also pointed out “insufficient coor-
dination” between the developers of the systems and their users as a cause for ethical
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considerations to be neglected [41]. This situation raises issues about the education of
future creators of AI-infused systems, not only in terms of technical competence (e.g.,
requirements, algorithms, and training) but also ethics and responsibility. For example,
as autonomous vehicles become more common, moral dilemmas regarding what to do
in potential accident situations emerge, as evidenced in this MIT experiment [42]. The
decisions regarding how the machines should act divides opinions and requires deep
reflection and maybe regulation [43].

Hallucinations: The inclusion of erroneous information in the outputs from AI systems
is not new. Some have cautioned against the introduction of false structures in X-ray
or MRI images [44], and others have warned about made-up academic references [45].
However, as ChatGPT-type tools become available to the general population, the scale
of the problem may increase dramatically. Furthermore, it is compounded by the fact
that these conversational AIs present true and false information with the same appar-
ent “confidence” instead of declining to answer when they cannot ensure correctness.
With less knowledgeable people, this can lead to the heightening of misinformation and
potentially dangerous situations. Some have already led to court cases [46].

Intellectual property rights violations: This is an emerging category, with more cases
prone to appear as the use of generative AI tools–such as Stable Diffusion, Midjourney,
or ChatGPT–becomes more widespread. Some content creators are already suing for
the appropriation of their work to train AI algorithms without a request for permission
or compensation [47–49]. Perhaps even more damaging cases will appear as developers
increasingly ask chatbots or assistants like CoPilot for ready-to-use computer code. Even
if these AI tools have learned only from open-source software (OSS) projects, which is
not a given, there are still serious issues to consider, as not all OSS licenses are equal,
and some are incompatible with others, meaning that it is illegal to mix them in the
same product. Even worse, some licenses, such as GPL, are viral, meaning that any code
that uses a GPL component must legally be made available under that same license. In
the past, companies have suffered injunctions or been forced to make their proprietary
source code available because of carelessly using a GPL library [50].

Privacy and regulation violations: Some of the broken systems discussed above are
also very invasive of people’s privacy, controlling, for instance, the length of some-
one’s last romantic relationship [51]. More recently, ChatGPT was banned in Italy over
privacy concerns and potential violation of the European Union’s (EU) General Data
Protection Regulation (GDPR) [52]. The Italian data-protection authority said, “the app
had experienced a data breach involving user conversations and payment information.”
It also claimed that there was no legal basis to justify “the mass collection and storage of
personal data for the purpose of ‘training’ the algorithms underlying the operation of the
platform,” among other concerns related to the age of the users [52]. Privacy regulators
in France, Ireland, and Germany could follow in Italy’s footsteps [53]. Coincidentally,
it has recently become public that Samsung employees have inadvertently leaked trade
secrets by using ChatGPT to assist in preparing notes for a presentation and checking and
optimizing source code [54, 55]. Another example of testing the ethics and regulatory
limits can be found in actions of the facial recognition company Clearview AI, which
“scraped the public web—social media, employment sites, YouTube, Venmo—to create
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a database with three billion images of people, along with links to the webpages from
which the photos had come” [56]. Trials of this unregulated database have been offered to
individual law enforcement officers who often use it without their department’s approval
[57]. In Sweden, such illegal use by the police force led to a fine of e250,000 by the
country’s data watchdog [57].

Enabling malicious actors and harmful actions: Some uses of AI have been deeply
concerning, namely voice cloning [58] and the generation of deep fake videos [59].
For example, in March 2022, in the early days of the Russian invasion of Ukraine,
hackers broadcast via the Ukrainian news website Ukraine 24 a deep fake video of
President Volodymyr Zelensky capitulating and calling on his soldiers to lay down their
weapons [60]. The necessary software to create these fakes is readily available on the
Internet, and the hardware requirements are modest by today’s standards [61]. Other
nefarious uses of AI include accelerating password cracking [62] or enabling otherwise
unskilled people to create software exploits [63, 64], or effective phishing e-mails [65].
Although some believe that powerful AI models should be prevented from running
on personal computers to retain some control, others demonstrate how inglorious that
effort may be [66]. Furthermore, as ChatGPT-type systems evolve from conversational
systems to agents, capable of acting autonomously and performing tasks with little
human intervention, like Auto-GPT [67], new risks emerge.

Environmental and socioeconomic harms: At a time of increasing climate urgency,
energy consumption and the carbon footprint of AI applications are alsomatters of ethics
and responsibility [68]. As with other energy-intensive technologies like proof-of-work
blockchain, the call is to research more environmentally sustainable algorithms to offset
the increasing use scale.

These categories show that AI ethics and responsibility needs to be reflected upon
and addressed across various partially overlapping dimensions, as shown in Fig. 3.

Fig. 3. Dimensions of AI ethics and responsibility in a social and political environment.

AI Research must be ethical and responsible, considering which avenues to follow,
why, how, and when. AI Education of future professionals should emphasize ethical
considerations alongside technical skills to prepare them for addressing ethical issues.
Lessons from current broken systems should guide the AI Development of the next gen-
eration of tools. AI Operation and AI Business Models should align with ethical stan-
dards, avoiding the launch of products that provide erroneous information and violate
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intellectual property, privacy, and regulations. The military and healthcare fields exem-
plify the need for a cross-dimensional approach to addressing ethical and responsible
AI applications.

Philosopher Karl Popper wrote, “One of the few things we can do is to try to keep
alive, in all scientists, the consciousness of their responsibility” [69]. Some argue that,
like medical doctors, computer scientists should also take a Hippocratic oath that their
work does no harm to society [70].

5 Conclusion

We provided a reflection on AI ethics and responsibility. Departing from a systematic
literature review [12, 13], we identified several key cases and issues that have led to
the development of taxonomies, conceptual models, and official regulations, to better
understand these issues and propose potential solutions to address them. In our discus-
sion, we classified real-world cases of unethical or irresponsible uses of AI into six
groups–broken systems, hallucinations, intellectual property rights violations, privacy
and regulation violations, enabling malicious actors and harmful actions, environmental
and socioeconomic harms–providing examples and discussing implications. We con-
cluded that AI ethics and responsibility need to be reflected upon and addressed across
five partially overlapping dimensions: Research, Education, Development, Operation,
and Business Model.

We must acknowledge two main limitations of our work. First, our literature review
was restricted to Scopus, potentially excluding relevant papers not indexed in this
database. Second, our reflection on the AI ethics and responsibility across the five
identified dimensions is brief and should be considered only as a seed for further work.

This literature review has identified several promising avenues for future research.
First, more discussion and consensus-building are needed regarding the meaning of
key umbrella terms used in the literature and shown in Fig. 2. Further study of the
identified issues, risks, aspects, and principles would enhance understanding of these
concepts. Second, exploring ways to involve users and civil society in discussions on the
impact and role of AI systems could foster trust and comprehension. This could include
investigating citizen perceptions of AI systems and ways to engage them in developing
and implementing such systems. Third, research is needed to assess the effectiveness
of ethical frameworks and government regulations on AI development and deployment.
Finally, investigating how to alignAI systemswith diverse ethical values, cultural norms,
and societal expectations also holds promise.
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Abstract. The financial industry is a major player in the digital land-
scape and a key driver of digital transformation in the economy. In recent
times, the financial sector has come under scrutiny due to emerging
financial crises, particularly in high-risk areas like credit scoring mod-
els where standard AI models may not be fully reliable. This highlights
the need for greater accountability and transparency in the use of digital
technologies in Fintech. In this paper, we propose a novel approach to
enhance the interpretability of AI models by knowledge augmentation
using distillation methods. Our aim is to transfer the knowledge from
black-box models to more transparent and interpretable models, e.g.,
decision-trees, enabling a deeper understanding of decision patterns. We
apply our method to a credit score problem and demonstrate that it
is feasible to use white-box techniques to gain insight into the decision
patterns of black-box models. Our results show the potential for improv-
ing interpretability and transparency in AI decision-making processes in
Fintech scenarios.

Keywords: Knowledge augmentation · Interpretability · Distillation

1 Introduction

Fair, Explainable, and Interpretable Artificial Intelligence (AI) refers to the
development and deployment of AI systems that are fair, transparent, and easily
understood by humans [12]. This type of AI is particularly relevant for the finan-
cial technology (Fintech) industry, which is heavily regulated and relies on data
to make informed decisions [5]. It ultimately helps to address challenges such as
ethical considerations, regulatory compliance, and consumer trust in Fintech by
making AI systems more understandable and verifiable.

In this paper, we propose a new method for enhancing the interpretability of
deep neural networks (DNNs) by distilling knowledge from them into decision
trees. Our approach involves using the logits from the DNN as targets to train a
decision tree for regression. The goal is to recreate the decision-making process
of the DNN in a format that is both interpretable and actionable.
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The main contributions include:

– A decision tree surrogate model to transfer knowledge from deep models to
understand the decision patterns in different applications and provide action-
ability to support human decision.

– Demonstration of the potential in interpretability of such distilled models to
case studies of credit scoring and loan prediction

– Generalization with no restriction on the type of application.

The rest of the paper is organized as follows. Next section presents some
background on interpretability of AI focusing on Fintech. Section 3 details the
knowledge augmentation strategy proposed in this work, while Sect. 5 describes
the experimental setup, including datasets and evaluation metrics. Section 6
analysis the results and Sect. 7 delineates the conclusions and future work.

2 Interpretability in Fintech

Interpretability can be used to augment knowledge in Fintech in several ways
[14]:

– Improved decision-making: By making the decision-making process of
AI models more transparent and understandable, interpretability can help
Fintech stakeholders to make better-informed decisions. This can improve the
accuracy of predictions and reduce the risk of incorrect or unethical decisions.

– Increased trust: Interpretability can help to build trust in AI models by
making the decision-making process more transparent and understandable.
This can improve the adoption and implementation of AI technologies in
Fintech, and increase the confidence of stakeholders in the decisions made by
AI models [13].

– Bias identification and mitigation: Interpretability can help to identify
potential sources of bias in AI models and make the decision-making process
more transparent. This can help to reduce the risk of biased decisions and
increase fairness in Fintech [10].

– Regulatory compliance: Interpretability can help Fintech organizations to
meet regulatory requirements by making the decision-making process of AI
models more transparent and understandable. This can help to reduce the
risk of regulatory violations and improve compliance [11].

– Improved model development: Interpretability can provide insights into
how AI models are making decisions, allowing Fintech organizations and
researchers to improve the development of future models. This can improve
the accuracy and effectiveness of AI models over time [18].

Regulatory bodies play a significant role in shaping the form of AI in Fintech
by setting standards and guidelines for the development, deployment, and use of
AI technologies. Through regulation, regulatory bodies can influence the ethical,
transparent, and accountable use of AI in Fintech [3] as, for example, by setting
out standards.
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They can also help to address the potential for bias and unfair outcomes in
by setting guidelines for the development and deployment of AI models. This
can include guidelines for data collection and processing, as well as requirements
for fairness and impartiality in the decision-making process of AI models.

Consumer rights are protected by setting standards and guidelines for the
use of AI in consumer-facing Fintech products and services. One of the main
activities of regulatory bodies includes monitoring the compliance of Fintech
organizations with AI regulations and guidelines, and enforce penalties for non-
compliance.

2.1 Interpretability Approaches

When it comes to classifying interpretability approaches, there are typically three
categories that are commonly used [9]:

– Scope–is an important factor to consider when classifying interpretability
approaches, as it refers to the extent or coverage of the model’s predictions
that we aim to explain. If the aim is to achieve global explanations in order
to get an understanding of the holistic decision making process of a model
as whole we are talking about global scope techniques. On the other hand,
if we are trying to understand how a model came up with a prediction for
a specific observation we are talking about local explanations and therefore
local scope.
There have been numerous works and two particularly notable contributions
are Baehrens et al.’s method [2] for explaining local decisions made by arbi-
trary nonlinear classification algorithms, and Ribeiro et al.’s [15] LIME for
Local Interpretable Model-Agnostic Explanation.

– Methodology—relates to the fundamental concept of the algorithm that
enables it to generate explanations, i.e., which information and process is
used to extract knowledge use. A traditional approach is to use perturba-
tion of inputs to analyze the impact on output, as LIME does [15]. Another
approach is to use back-propagation information, namely the error gradi-
ents to understand the impact that the different input neurons have on the
output.

– Relation to the model—relates to whether the technique is dependent on
the specific model being used. Methods dependent on the model they are
being applied to are called model-intrinsic, as in [6]. Interpretability tech-
niques that can be applied to any model are model-agnostic. The drawback
of model-intrinsic techniques is that they are limited to a specific class of
models, which is why there is a preference for model-agnostic methods like
knowledge distillation. On the other hand, model-intrinsic approaches can
sometimes leverage specific characteristics of a model that may not be cap-
tured by model-agnostic methods.

Several works in the field of interpretable machine learning have resulted
in the development of toolboxes for generating explanations, such as ELI5 [1],
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which provides local explanations and is closely connected to LIME [15]. Another
example is Shap, which leverages the concept of Shapley values from game theory
to determine the impact of features on a model’s outcome by assigning them
corresponding weights across their entire range of values.

2.2 Surrogate Models

Surrogate models are simplified models that are used to approximate the behav-
ior of complex AI models, such as deep neural networks. The goal of using sur-
rogate models is to provide a more interpretable and manageable representation
of the complex model, without sacrificing too much accuracy. Surrogate mod-
els can be classified in two types: global surrogate models and local surrogate
models [9].

A global surrogate model is a model that is trained to mimic a black-box
model giving a global overview of what the black-box model is trying to achieve.
This model is usually interpretable and can be used to draw conclusions about
the way the mimicked model is trying to make its predictions.

Local surrogate models on the other hand are interpretable models that are
used to explain individual predictions of black-box machine learning models.
LIME [15] makes use of linear models as surrogate models. Local surrogate mod-
els do not mind all the data and rather focus on a specific observation and how
small perturbations on its features affect the outcome on the black-box model.

3 Knowledge Extraction and Augmentation

3.1 Knowledge Extraction Methods

One way of interpreting black-models would be making then interpretable
(white-box) in the first place, but that is usually not feasible as most models
already in-place or with the desired performance, usually deep nets, are black-
box. This is often referred to as the trade-off between interpretability and per-
formance: more interpretable models tend to be less accurate and vice-versa [16].
That would mean we would have to replace those models with completely new
interpretable ones, structured to solve very specific problems that might not be
as accurate as the previous one sand they could be expensive to run. More-
over, they would be limited to the specific problems they are designed to solve.
Knowledge extraction techniques aim to provide explanations about the internal
workings of complex models such as deep neural nets. One approach to this is
through model distillation.

Knowledge distillation

Knowledge distillation transfers the “dark knowledge” from a complex deep neu-
ral network (referred to as the “teacher”) to a more interpretable model, e.g., a
decision tree (referred to as the “student”). Distillation is a process that enables
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the transfer of information from a complex model to a simplified one, preserving
the essence of the original model while making it more accessible.

“Dark knowledge”, also known as hidden or latent knowledge, refers to the
information contained in the hidden layers of a neural network model. This
information includes the weights and connections of each neuron, the inputs,
and the way they activate in response to specific observations. In other words,
it represents the hidden information that is not easily visible to the human eye.

By transferring this dark knowledge to a decision tree the goal is to provide
a more interpretable representation of the complex neural network model, while
preserving its predictive performance. The decision tree, with its simple structure
and clear decision rules, offers a more accessible way to understand the model’s
decision-making process and provides insight into the key factors that influence
the model’s predictions.

In the context of model distillation for deep neural networks, the focus is
often on the last layer of the model, which can be viewed as the layer where the
decision or prediction is made.

Consider a model M for classification of 3 classes: “class 1”, “class 2”, “class
3”, with a softmax layer ls as the last layer, and, for a given input i we know
that the model outputs

M(i) = “class 2”. (1)

If we are interested in dark knowledge we need to look deeper into the model.
We find that the result is given by

argmax(output(ls)), (2)

and
output(ls) = [0.3, 0.6, 0.1]. (3)

We can understand why the model output was “class 2”, which is the class with
the highest predicted probability. We can also see that for the specific input i,
the model learned that it is 3 times more likely to be classified in “class 1” than
in “class 3”.

This type of information, dark knowledge, is the rationale on which model
distillation operates. It can be particularly useful when classes are strongly
related and it has been shown to enable the creation of smaller, yet still accurate
models [4].

Model compression [4] is also referred many times in the literature as one of
the first examples of model distillation originally proposed to reduce the compu-
tational cost of a model at run-time by reducing its complexity which was later
explored for interpretability.

Tan et al. [17] proposed that model distillation can be used to distill complex
models into transparent models like generalized additive models and Splines. Che
et al. [7] introduced in their paper a knowledge-distillation approach called Inter-
pretable Mimic Learning, to learn interpretable phenotype features for making
robust prediction while mimicking the performance of deep learning models.

A recent work by Xu et al. [19] presented DarkSight, a visualization method
for interpreting the predictions of a black-box classifier on a data set in a way
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inspired by the notion of dark knowledge. This method combines ideas from
knowledge distillation, dimension reduction and visualization of deep neural nets.
The premise in all of the methods mentioned above is to use the capabilities of
deep neural nets and translate the processes they learned during training to
another model. We are interested not only on the ability to make the same class
of models more efficient [4], but also in the ability of possibly changing their
class [7] to a more interpretable one.

3.2 Knowledge Augmentation Methods

Knowledge augmentation through information extraction from intelligent models
refers to the process of extracting interpretable and actionable insights from AI
models that can facilitate decision-making by humans.

The goal of knowledge augmentation is to offer stakeholders a transparent
comprehension of how an AI model generated its conclusions and to simplify
the application of insights produced by the model to practical scenarios. To
achieve this goal, it is necessary to have a certain level of interpretability and
explainability that goes beyond just providing raw predictions or classifications.

In a Fintech context, an AI model may predict the likelihood of loan default
for a specific borrower. Actionable interpretation of this model would involve not
only presenting the raw prediction, but also providing information such as the
causes that influenced the prediction, the level of confidence in the prediction,
and recommended actions to mitigate the risk of default.

Knowledge augmentation can help address this challenge by enabling stake-
holders to make informed decisions based on the outputs of AI models.

4 Proposed Approach

In this work we propose to augment the available knowledge by distillation,
paving the way to unlocking the interpretability of AI models, providing insights
into how decisions are made. By examining the interactions between classes,
we can gain a better understanding of a model’s reasoning and make informed
decisions based on its predictions.

Prior research has explored the use of knowledge distillation to transfer infor-
mation from complex models to more interpretable ones. For example, Tan
et al. utilized Generalized Additive Models (GAMs) and splines in their work
[17]. However, these models are limited in their visual appeal, making it chal-
lenging to effectively interpret the decision-making process.

Figure 1 depicts the knowledge augmentation approach. With the aim of
augmenting knowledge and improving interpretability, we propose a distillation
approach to transfer the knowledge from a deep neural network to a decision-
tree model. This is achieved by matching the logits, or the scores before the
last softmax layer of the neural network, and using these logits as targets to
train a decision-tree for regression. The outcome of this process is a surrogate
model that accurately reflects the decision-making process of the deep neural
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Fig. 1. Proposed knowledge augmentation approach

network, including both its strengths and weaknesses. The resulting decision-
tree can be evaluated for its interpretability and actionability, providing a clear
and intuitive representation of the underlying decision-making process. For each
defined problem with input X and output y, we define a supervised training
dataset:

Dtrain = {X, y}. (4)

For each dataset we train a deep neural net model, which we will call “Teacher”.
We then extract the logits (values of the last layer before the softmax), ysoft,
and use them as soft targets to train a decision-tree based model, which we call
“Student” using XGBoost toolkit.1

We compare the performance of the deep neural network model and its sur-
rogate, the decision-tree, by evaluating their results on the same observations. If
the evaluation metrics are similar between the two models, it can be concluded
that the decision-tree accurately mimics the decision-making process of the deep
neural network.

To further validate the effectiveness of our approach, we train a third model,
the “Student (Ground-Truth)” model, on the ground-truth labels. This
model serves as a control group to assess the necessity of using a deep neural net-
work in the first place. If the “Student (Ground-Truth)” model outperforms
both the deep neural network and its surrogate, it implies that the problem is
not complex enough to warrant the use of deep neural networks and thus the
use of knowledge distillation is not necessary.

1 https://xgboost.readthedocs.io/en/stable/.

https://xgboost.readthedocs.io/en/stable/
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5 Experimental Setup

5.1 Evaluation Metrics

The evaluation of the models was performed using standard metrics to assess
their performance. The comparison was done between the “teacher” and “stu-
dent” models to determine how closely the latter was mimicking the former. To
gauge the decision task, a contingency matrix was used to visualize the outcomes
of the classification.

In situations where false positives and false negatives carry different costs
or in imbalanced datasets, it is more appropriate to use metrics that take
these differences into consideration. For our problem, we prioritize the F1-score
and Recall over accuracy as more meaningful evaluation metrics. If the F1-
score/Recall of the student models are comparable to or better than the teacher
model, it can be considered a reliable surrogate. In particular scenarios where
the weight of false negatives is higher, such as credit risk classification, Recall
score becomes of greater importance while still striving for a good F1-score.

5.2 Case Studies

To validate the proposed approach, we propose to use two different datasets:

– German credit dataset from the UCI ML Repository [8], a well-known
dataset for credit scoring, was utilized. This dataset contains 1000 instances
that classify individuals based on a set of attributes into either good or bad
credit risks. This scenario can be easily adapted to other use cases, such as
classifying good or bad values in a health prognosis system, or sensor readings
in a predictive maintenance system.
There are 20 explanatory variables with seven being numerical and 13 being
categorical, with 30% observations accounting for the positive class.

– Prosper Marketplace dataset. The Prosper Marketplace, Inc. is a San
Francisco-based peer-to-peer lending company. This dataset offers a more
comprehensive and raw data compared to the German Credit dataset. This
dataset was chosen to test the proposed approach, as it offers a real-world sce-
nario that allows us to assess the performance of the method in the presence
of noise and different dynamics. The aim was to translate the results obtained
from the German Credit dataset to this more complete one, to evaluate the
robustness and reliability of the method.
The dataset is comprised of 113937 instances with each consisting of a group of
80 descriptive attributes that characterize the outcome of an individuals loan.
After clearing up all null values and dropping some unnecessary columns, the
set still consists 106290 instances and a total of 59 attribute columns. The
considered target for classification was the loan status (Default, Problematic,
and Good).

Two neural network architectures were used for the teacher model. A feed-
forward neural network for the credit risk classification dataset with 2 layers
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of 256 and 128 hidden units respectively and a long short-term memory archi-
tecture for the stock movement prediction problem with 2 layers of 256 hidden
units.

The selected interpretable model is a gradient boosted regression tree from
XBGBoost’s python library with the default parameters.

6 Analysis of Results

The models were evaluated based on their respective accuracy, precision, recall,
and F1-score, with particular attention given to the F1-score and recall.

We have indications that the student model is closely capturing the decision-
making of the teacher model, as evidenced by the similarity in scores across all
four metrics. Of particular note is the recall metric, which is identical in both
the student and teacher models (refer to Figs. 2 and 3).

In the context of credit scoring, accurately identifying individuals with bad
credit is critical, and misclassifying them as having good credit (false negatives)
can have far more significant consequences than the opposite (false positives).
Therefore, a neural network’s higher complexity is believed to be particularly
helpful in classifying this minority class, making it an especially beneficial app-
roach for credit scoring.

In this scenario, the minority class comprises only 30% of the total obser-
vations. Despite this, the F1-score results across all tree models suggest that

Fig. 2. Results on the German credit dataset
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Fig. 3. Results on the Prosper loan dataset

Fig. 4. Rules extracted from the white-box surrogate model for the German credit
dataset

leveraging the “dark knowledge” from a neural network during model train-
ing could potentially enhance the performance of simpler models. The student
model exhibited the best performance, suggesting that utilizing information from
a neural network can enhance the classification of the minority class.

The potential of the proposed approach is demonstrated in Fig. 4, where an
example of the extracted rules from the white-box surrogate model is presented.

7 Conclusions and Future Work

In this study, we proposed a methodology to distill knowledge from deep neural
networks into decision-tree models, with the objective of obtaining understand-
able and practical insights into the decision-making mechanisms. Our results
illustrate the potential of this method to produce transparent and easily inter-
pretable models applicable to various domains.

We intend to extend this study and develop a comprehensive framework that
can be utilized in any scenario, making the advantages of interpretability and
actionability available to a broader range of domains.
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Moving forward, we aim to investigate the applicability of our knowledge
augmentation approach in diverse domains beyond the present study. These
could include causal inference and energy efficiency, where distillation strategies
may offer promising avenues for improved performance.
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Abstract. Attention-based agents have had much success in many areas of Arti-
ficial Intelligence, such as Deep Reinforcement Learning. This work revisits two
such architectures, namely,DeepAttentionRecurrentQ-Networks (DARQNs) and
Soft Top-Down Spatial Attention (STDA) and explores the similarities between
them.More specifically, this work tries to improve the performance of theDARQN
architecture by leveraging elements proposed by the STDA architecture, such as
the formulation of its attention function which also includes the incorporation
of a spatial basis into its computation. The implementation tested, denoted Deep
Attention Recurrent Actor-Critic (DARAC), uses the A2C learning algorithm.
The results obtained seem to suggest that the performance of DARAC can be
improved by the incorporation of some of the techniques proposed in STDA.Over-
all, DARAC showed competitive results when compared to STDAand slightly bet-
ter in some of the experiments performed. The Atari 2600 videogame benchmark
was the testbed used to perform and validate all the experiments.

Keywords: Deep attention recurrent networks · Soft top-down attention · Deep
reinforcement learning

1 Introduction

Attention-based agents have achieved much success in many areas of Artificial Intelli-
gence (AI). Examples of this success include work in text translation [1], object tracking
[2], question-answering [3], video classification [4], image classification [5] and Deep
Reinforcement Learning (DRL) [6–8]. In the context of DRLmore specifically, attention
has sparked much interest due to its ability to afford potential performance gains, com-
putational speedups, and better interpretability [7], all of which are desirable properties
that most AI agents should exhibit, particularly when dealing with black-box agents that
must process large amounts of information (e.g., 2D images) and/or in training scenarios
where computational resources are scarce [6, 7].
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Given this, the family of Deep Attention Recurrent Models is of particular interest,
specifically two of its instantiations: Deep Attention Recurrent Q-Networks (DARQNs)
[7] and Soft Top-DownSpatial Attention (STDA) [6].While representing different archi-
tectural flavors, based on dissimilar attention functions, these models share some simi-
larities which can potentially be exploited to improve the existing models or derive new
ones. More specifically, this work seeks to leverage the techniques proposed in STDA
to improve DARQN. The rationale for this is the following.

First, the similarities between the twomodels allow some of the techniques proposed
in STDA, such as the use of a spatial basis in the computation of the attention function,
to be readily incorporated in DARQN. Second, more recent DRL architectures, such as
STDA, have begun to enrich their memory modules by incorporating additional infor-
mation concerning the dynamics of the environment, such as the action performed, and
the reward obtained. This may also help improve performance.

Finally, although the authors of DARQN report equal or improved results in compar-
ison to the Deep Q-Network (DQN) [9] agent used as the baseline in their original work,
they also report poor results on a particular game, Breakout. This fact raises some inter-
esting questions. Was the instability observed due to the architectural implementation
used or was it due to the formulation of the attention function? If so, can this instability
be mitigated by incorporating techniques proposed in STDA?

The results obtained seem to suggest that the incorporation of some of the techniques
proposed in STDA can improve the performance of DARQN. Overall, the implemen-
tation tested, denoted Deep Attention Recurrent Actor-Critic (DARAC), showed com-
petitive results when compared to STDA and slightly better in some of the experiments
performed. The Atari 2600 videogame benchmark was the testbed used to perform and
validate all the experiments.

The remainder of the paper is structured as follows: Sect. 2 presents the related
work, including a brief overview of the technical background, Sect. 3 discusses the
experimental setup, which includes the presentation of the methods proposed and the
training setup, Sect. 4 presents the experiments carried out and discusses the results
obtained and finally Sect. 5 presents the conclusions.

2 Related Work

This section includes a high-level presentation of DARQN and STDA in terms of their
overall architecture and attention function formulation. The similarities between the two
models are explored at the end of the section.

2.1 Deep Attention Recurrent Q-Network

DARQN [7] is based on the Deep Recurrent Q-Network (DRQN) [10] algorithm, a
variant of DQN that incorporates a Long-Short Term Memory (LSTM) [11] into the
architecture of the agent. While DRQN leverages the ability of memory-based mod-
els to integrate information over longer sequences of agent-environment interactions1,

1 In the limit, at each timestep t this memorymodule could potentially integrate information from
the k≤t−1 past observations, effectively compressing the whole history.
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DARQN focuses on the potential performance gains, computational speedups and added
interpretability2 afforded by attention-based models. DARQN proposes two attention
mechanisms: ‘soft’ and ‘hard’ attention. This work explores soft attention.

At a high-level the soft attention architecture can be described as follows: at each
time step t, a set of l convolutional layers processes the state of the environment st into
a set of d feature maps f = {f 1,…,f d}, f i ∈ �s×n, which are transformed into a set of
m = s × n location vectors v = {v1,…,vm}, vi ∈ �d . The attention network g computes
the weights gi for each vector vi, denoting the vector’s relative importance, according
to Eq. 1, where Linear(x) = Wx + b represents an affine transformation with weight
matrix W and bias term b and ht−1 denotes the hidden state of the memory module at
time step t−1. Next, the context vector zt ∈ �d is computed as a weighted sum of the
vectors vi according to Eq. 2 and used to update the internal state ht of the memory
module. Finally, ht is used to compute both the action at to take at the current time step
t and the next context vector zt+1. Figure 1 illustrates the computation of zt .

g(vi, ht−1) = Softmax(Linear(Tanh(Linear(vi) + Wht−1))) (1)

zt =
∑m

i=1
g(vi, ht−1)vi (2)

Fig. 1. (a) the set of feature maps f is converted into the set of vectors v. (b) the context vector zt
is computed as a weighted sum of the vectors vi with their weights gi.

In practice, the implementation3 does not follow the formulation presented in Eq. 2.
More specifically, instead of using linear layers, the implementation uses convolutional
layers as follows: g(vi, ht−1) = Softmax(Conv(Tanh(Conv(vi) + Wht−1))), where Conv
denotes a convolutional layer with kernel size 1 and stride 1.

2.2 Soft Top-Down Spatial Attention

STDA [6] focuses on the increased interpretability afforded by attention-based models.
According to the authors, by incorporating attention as an explicit bottleneck into the
architecture of the agent, the resulting attention maps can be used as a more direct form
of interpretation of the decision process, therefore increasing the interpretability of the

2 The ‘where’ and ‘what’ driving the decision process.
3 https://github.com/5vision/DARQN.

https://github.com/5vision/DARQN
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agent’s inner workings. Other capabilities explored by this attention method include
the ability to plan ahead and the ability not only to focus attention on specific spatial
locations (‘where’), but also on specific entities or objects (‘what’).

At a high-level the STDAarchitecture can be summarized as follows: at each timestep
t, the state of the environment st is processed by a vision encoder with output ovis. This
vision encoder is composed of a set of convolutional layers followed by a recurrent
layer rnndown (ConvLSTM [12]). Ovis is then split into a keys vector kvis and a values
vector vvis and a spatial basis is concatenated to each of these vectors to encode spatial
information. A set of j attention heads further processes these vectors.

More specifically, for each attention head ji, a query network produces query q based
on the previous hidden state ht−1 of a second recurrent network rnntop (LSTM). The
inner product between q and all spatial locations of kvis (QKT ) is computed and passed
through a softmax to produce the attention map Λ. Λ is then pointwise multiplied with
vvis and the result is spatially summed to derive the answer vector ans. Rnntop uses q
and ans to update its hidden state ht . Figure 2 depicts this process. Finally, ht is used to
compute the action at to take at the current time step t and the next query. Noticeably,
q is a function of ht , not st . This allows for a top-down attention mechanism, where
task relevant information can be actively queried from the input (easier) instead of being
filtered from it (harder).

Fig. 2. Detail of an attention head (adapted from [6]).

2.3 Similarities Between DARQN and STDA

The formulation of the attention function used in STDA is based on the attention function
proposed in [1], specifically, Attention(Q, K, V ) = Softmax(QKT )V. The formulation
proposed in DARQN can be conceptually thought of as an approximation to this for-
mulation. More concretely, in Eq. 1, Linear(vi) can be interpreted as a projection of
each vi into its corresponding key vector ki ∈ K, whereas the expressionWht−1 may be
interpreted as the projection of the memory state into a query vector qi ∈ Q. The values
matrix V would be v = {v1,…,vm}.

Given this interpretation, Linear(Tanh(Linear(vi)+Wht−1)) can be interpreted as an
approximation to the computationQKT performed in STDA. In other words, considering
its matrix form, Eq. 1 can be rewritten as Linear(Tanh(K + Q)) ≈ QKT . The remaining
computation, specifically, Softmax(.)V is similar in both cases. This similarity allows
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for a straightforward integration of some of the techniques proposed in STDA into the
formulation of the attention function used in DARQN.

3 Experimental Setup

This section presents all the agents implemented, including the differentDARACvariants
tested. The training setup is presented at the end of the section and includes the testing
and training protocols used and the parameterization of the agents.

3.1 Extensions to the DARQN Architecture

As previously mentioned, this work aims to leverage the techniques proposed in STDA
to try to improve DARQN. These improvement efforts included testing different archi-
tectural choices and variations of the formulation of the attention function, as proposed
in DARQN. The agents implemented are presented below.

DARAC. This is the baseline agent. Its architecture consists of four modules: encoder,
attention, memory and policy. The encoder consists of 4 convolutional layers config-
ured with (1, 32, 64, 64) input and (32, 64, 64, 256) output channels, kernel sizes (8,
4, 4, 4), strides (4, 2, 2, 1) and no padding, respectively. Each layer is followed by
batch normalization [13] and a Rectified Linear Unit (ReLU) nonlinearity. The atten-
tion module follows the original implementation already discussed in Sect. 2.1. The
memory module is an LSTM of size 256. The output from the encoder is used as the
input for this module. Finally, the policy module consists of a linear layer of size 128,
followed by layer normalization [14] and a ReLU nonlinearity. This layer feeds two
other linear layers: the actor, responsible for choosing the action at each timestep and
the critic, in charge of computing the value of each state. This overall architecture is
shared by all the (DARAC) agents.

DARAC (a|r).This agent enriches thememorymodule by incorporating additional infor-
mation (into its input) concerning the dynamics of the environment, namely: the action
previously performed at−1, and the reward obtained rt−1, similarly to more recent DRL
models. This can also potentially improve performance. All the remaining agents use
this formulation for their memory modules.

DARAC Cat (a|r). This agent uses a slight variation of the attention function, where
the summation operation in Eq. 1 is substituted by a concatenation operation (cat),
specifically: g(vi, ht−1)= Softmax(Conv(Tanh(cat(Conv(vi),Wht−1)))). On the one hand,
this allows the tensors to have different sizes. On the other hand, this also injects less bias
into the formulation of the attention function. The remaining DARAC variants also use
concatenation. For convenience, Conv(vi) and Wht−1 have similar size in the channels
dimension C = 256.

DARAC (SB). This agent implements another variation of the attention function, namely
it incorporates a spatial basis in its formulation, similarly to STDA. As already discussed
in Sect. 2.3, the context vector zt is derived via a spatial sum. However, this summation
is invariant to permutations of the spatial positions. In STDA this issue is mitigated by
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incorporating a spatial basis into the computation of the attention function to encode
spatial information. The objective is to assess to what extent this change can impact the
performance of the agent. The spatial basis used is similar to the one used in STDA,
with size 64.

Additionally, the architecture of the attention network g was reformulated. Batch
normalization and a ReLU nonlinearity were added after the Conv(vi) operation,Wht−1

was substituted by the query network presented in the next Sect. 3.2 and the last convo-
lutional layer of gwas substituted by two convolutional layers configured with (448, 64)
input and (64, 1) output channels, kernel size 1, stride 1 and no padding, respectively.
The first layer is followed by batch normalization and a ReLU nonlinearity. The tanh
operation was also removed. The objective of this reformulation was to add capacity
to g given that less bias is being injected and the network must ‘learn’ more about the
attention function computation.

DARAC Dual (SB). This agent implements a combination of changes. Similarly to
STDA, it incorporates the rnndown and rnntop memory modules in its architecture. The
attention formulation is similar to DARAC (SB). Also, given that this agent uses rnndown
on top of the encoder, the size of the last layer of the encoder was changed to 64 (instead
of 256). Overall, this agent is closer to STDA architecturally while still maintaining a
more ‘abstract’ formulation of the attention function.

3.2 Top-Down Spatial Attention Agent

The Top-Down Spatial Attention agent (TDA (4H)) consists of five modules: vision
encoder, query network, attention, memory and policy. Rnndown was configured with 64
input/output channels, kernel size 3 and stride 1 with padding 1. Rnntop has size 256. The
querynetwork is composedof three linear layerswith sizes (256, 128, 1280), respectively,
each followed by layer normalization and a ReLU nonlinearity. The attention function
was implemented according to [6]. Four attention heads were used in the experiments.

3.3 Training Setup

All agents were trained for a minimum of 16,800,000 frames, which can be extended
until all current episodes (a set of l lives) are concluded, similarly to what is proposed
in [15]. A total of 8 training environments were used in parallel to train the agents using
a synchronous version of the Advantage Actor-Critic (A2C) algorithm [16]. Adam [17]
was used as the optimizer. The learning rate is fixed and set to 1e-4. The loss was
computed using Generalized Advantage Estimation with λ = 1.0 [18]. The training
results were computed at every 240,000th frame over a window of size w = 50 and
correspond to the return scores (averaged over all the agents) obtained during training
in the last w fully completed episodes.

Each trained agent played 100 games and the scores obtained were used to derive the
test results per episode. These results include the overall median values and the average
result and standard deviation obtained by the best agent for each experiment. Two agents
were used to perform each experiment. The Atari 2600 videogame platform, available
via the OpenAI Gym [19] toolkit, was the benchmark used. More specifically the games
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used were Seaquest and Breakout (with frame skipping). The one-way ANOVA and the
Kruskal-Wallis H-test were used for the statistical significance tests (α = 0.05). The null
hypothesis H0 considers that all the agents have the same return mean results.

In terms of pre-processing steps, the input image at each time step t is converted to
grayscale and cropped to 206 by 158 pixels with no rescaling. Also, the internal state of
the memory module is never reset to zero during the training procedure. It is only set to
an empty state (i.e., all zeros), representing the state of no previous knowledge, at the
beginning of training. The agents were parameterized according to Table 1.

Table 1. Hyperparameters. The term ‘scale’ denotes a scaling factor.

Entropy scale Critic scale Reward clipping Discount factor (γ)

1e-2 0.5 [−1, 1] .99

4 Experimental Results

This section presents the experimental results obtained. The preliminary results are first
presented. The comparative results between DARAC and TDA are discussed next. The
visualization of the attention maps derived by these agents is presented at the end of the
section, along with an overall discussion of the results obtained.

4.1 Preliminary Results

To assess the most promising DARAC variants for further experimentation, some pre-
liminary tests were first carried out. For these initial tests the agents were trained for
7,200,000 steps. The results of these tests are depicted in Fig. 3. Overall, DARAC (SB)
seems to be the most promising variant for further experimentation. On the one hand
enriching the memory module with additional information about the dynamics of the
environment by itself does not seem to provide a clear improvement in performance.
Also, simply substituting the summation operation by a concatenation operation seems
to hinder performance. This seems intuitive since the concatenation operation is less
explicit about the intended computation of the attention function. On the other hand,
whileDARAC (SB) andDARAC Dual (SB) provided a boost in performance in Breakout
(they are also statistically indistinguishable), DARAC Dual (SB) performed poorly in
Seaquest. It should also be noted that DARAC (SB) and DARAC Dual (SB) use concate-
nation and implement more complex architectures, thus may need more training time
when compared to DARAC. Given this, both DARAC and DARAC (SB) were trained for
an additional 4,800,000 frames (12 million in total).

Figure 4 depicts the training and test results obtained by the agents after additional
training. As can be seen, DARAC continues to perform better although DARAC (SB) is
not far behind. Looking at the training curve it seems plausible to assume that with more
training DARAC (SB) could potentially be able to reach a similar level of performance
to that of DARAC.
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Fig. 3. Test return: (Breakout) DARAC 288 with best (270/120), DARAC (a|r) 342 with best
(315/83), DARAC Cat (a|r) 232 with best (256/110), DARAC (SB) 400 with best (381/88) and
DARAC Dual (SB) 399 with best (377/72), (Seaquest) DARAC 20245 with best (21302/7758),
DARAC (a|r) 9860 with best (14957/8244), DARAC Cat (a|r) 11935 with best (14663/6748),
DARAC (SB) 15900 with best (16792/8468) and DARACDual (SB) 7350 with best (7603/1164).
H0 is rejected in all experiments except: (Breakout) DARAC vs DARAC Cat (a|r) with p-value
0.47 and DARAC (SB) vs DARAC Dual (SB) with p-value 0.61, (Seaquest) DARAC (a|r) vs
DARAC Cat (a|r) with p-value 0.74.

Fig. 4. Extended training and test results for Seaquest: DARAC 58245 with best (55671/15654)
and DARAC (SB) 47150 with best (45723/13652). The results are statistically significant.

4.2 Comparative Results (DARAC vs. TDA)

This comparative experiment tested the performance of DARAC (SB) versus TDA (4H).
Overall, DARAC (SB) proved to be competitive with TDA (4H) and even slightly better
in some cases, as depicted in Fig. 5. All the results are statistically significant except for
the results obtained in Breakout (p-value 0.56).

4.3 Visualization of the Attention Maps

Visualizing the attention maps can bring further insight into the decision process of the
agent. This can be achieved by projecting the attention maps to the original size of the
image and overlaying both images using alpha blending, similarly to [6]. This section
presents this analysis for DARAC (SB) and TDA (4H).

Overall, both agents seem to focus their attention on the main elements of the games,
namely: the agent itself, the enemies, and locations/objects of interest such as the oxygen
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Fig. 5. Test return: (Seaquest) DARAC (SB) 58610 with best (59168/12851) and TDA (4H)
25810 with best (45687/14213), (Breakout) DARAC (SB) 413 with best (419/110) and TDA
(4H) 417 with best (429/124) and (SpaceInvaders) DARAC (SB) 600 with best (708/183) and
TDA (4H) 588 with best (624/189).

Fig. 6. Visualization for DARAC (SB). The attention map derived by DARAC (SB) focuses on
several elements of the game and can be more diffuse at times.

level in Seaquest and the ball in Breakout. This is depicted in Figs. 6 and 7 for DARAC
(SB) and TDA (4H), respectively. The red blobs represent the attention maps.

The four attentionmaps derived by TDA (4H), TDA(i), with i= 1,2,3,4 seem to focus
on different aspects of the gamemost of the time. Sometimes however, some of the maps
focus on the same aspects and seem to complement each other. Several examples of this
can be seen in Fig. 7. Also, some of the attention maps change their focus throughout
the course of the game, whereas others remain unchanged. This can be seen in Fig. 7 for
Seaquest, where initially TDA (3) is focused primarily on the top left corner of the screen,
but changes focus entirely as the game progresses. TDA (4) on the other hand remains
focused on the center bottom part of the screen (near the oxygen meter) throughout the
entire game. This may be a hint that the agent needs further training to fully finetune its
attention maps.

The attention map derived by DARAC (SB) on the other hand, focusses on several
aspects of the game at the same time and can be more diffuse at times. DARAC (SB) is
especially proficient in Seaquest, particularly at guiding its projectile to kill a nearby tar-
get while moving towards the next target. Figure 6 depicts an example of this maneuver.
This may also hint to the fact that, at least for the games tested, a single attention map
may be sufficient to perform reasonably well. Overall, both agents seem to be following
the attentional clues provided by their attention maps to plan ahead.
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Fig. 7. Visualization for TDA (4H). Overall, the attention maps seem to focus on different objects
and/or locations,However, sometimes differentmaps seem to focus on the same aspect of the game,
complementing one another in a certain way. Examples of this can be seen in Breakout for TDA
(3) and TDA (4) and Seaquest for TDA (2) and TDA (3).

4.4 Discussion

Of all the DARAC variants tested, DARAC (SB) seems to be the most promising for
further research. One possible reason for this may be the fact that this agent strikes a
more balanced tradeoff between the level of abstraction of the attention function and the
architecture and/or capacity of the attention network used for its derivation. The results
seem to suggest that simply enriching the memory module with additional information
or changing the level of abstraction of the attention function without reformulating the
underlying architecture accordingly, can be detrimental to the performance of the agent.

Nevertheless, DARAC (SB) can still be further finetuned. Although DARAC (SB)
was able to improve the performance scores in Breakout, when compared to the baseline
(DARAC), it was not able to do the same in Seaquest. Further experiments, using more
games, may provide a clearer picture of the difference in performance between the
two agents. DARAC Dual (SB) may also be an interesting option for further research,
although its architecture still needs further improvements to be competitive, as hinted
by the results obtained in Seaquest.

Also, incorporating the spatial basis into the computation of the attention function
did not seem to make much difference, at least in Seaquest, although it seems more
theoretically sound to incorporate it tomitigate the invariance issue discussed in Sect. 3.1.
Interestingly the poor performance results observed in Breakout and reported in the
original paper were not observed in this work. The reason for those original observations
remains unclear, but it may have been due to the training rate used originally (4 steps).
In this work the agents were trained every 5 steps.

Another interesting point to note is the fact that, provided a suitable architecture,
more abstract formulations of the attention function are possible while retaining similar
performance when compared to a more handcrafted attention function. This may be
interesting in scenarioswhere it is not clearwhat and how the attention function should be
derived. Overall,DARAC (SB) was able to achieve competitive results, and even slightly
better in some cases, when compared to an agent based on a more recent architecture,
namely TDA (4H), using a more abstract formulation of the attention function.
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5 Conclusion

This paper revisited DARQN and explored its similarities with STDA. This provided an
opportunity to experiment with some extensions inspired by STDA, namely: a formu-
lation of the memory module more in line with more recent DRL models, a different
architecture that allows information to be actively queried from the input as opposed
to being filtered from it, a more complex attention network architecture and a revised
formulation of the attention function, also at its abstraction level. The results obtained
seem to suggest that the DARQN architecture can be further improved, even when using
a more abstract formulation of the attention function, coupled with a suitable attention
network architecture. In conclusion, DARQN variants such as DARAC (SB) seem to be
an interesting topic for further research.
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Abstract. This work explores pre-training as a strategy to allow rein-
forcement learning (RL) algorithms to efficiently adapt to new (albeit
similar) tasks. We argue for introducing variability during the pre-trai-
ning phase, in the form of augmentations to the observations of the agent,
to improve the sample efficiency of the fine-tuning stage. We categorize
such variability in the form of perceptual, dynamic and semantic augmen-
tations, which can be easily employed in standard pre-training methods.
We perform extensive evaluations of our proposed augmentation scheme
in model-based algorithms, across multiple scenarios of increasing com-
plexity. The results consistently show that our augmentation scheme sig-
nificantly improves the efficiency of the fine-tuning to novel tasks, out-
performing other state-of-the-art pre-training approaches.

Keywords: Reinforcement learning · Transfer learning ·
Representation learning

1 Introduction

Reinforcement learning (RL) approaches have been successfully applied to com-
plex scenarios like games [18,23], robotics [16] and control [17]. In spite of these
sounding success stories, RL methods are known for being “data-hungry”: they
require millions of interaction steps between the learning agent and the environ-
ment, which makes the deployment of RL-based systems extremely expensive
and difficult in real-world scenarios, where such intense levels of interaction are
prohibitive. As an example, Rainbow [12] required over 34, 000 GPU hours (over
1, 400 days) to train, not considering hyper-parameter tuning [20]. Additionally,
a RL system trained for a particular task often fails to generalize to other, sim-
ilar tasks [11]. Such behavior stands in contrast to the human learning process:
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humans efficiently reuse knowledge of similar tasks (such as motion primitives
and environmental physics) to efficiently learn to perform novel tasks [13]. This
stark difference motivates the need for knowledge transfer approaches that may
help to address the sample-efficiency of RL algorithms.

According to Laskin et al. [15], two families of approaches have been proposed
in literature to address sample complexity of RL methods: (i) introducing auxil-
iary tasks, usually relying on data augmentation approaches, that seek to build
general-purpose representations for the perceptual observations of the agent that
facilitate the learning of control policies [15,21]; and (ii) learning environment
models that allow the generation of artificial samples that can be used for learn-
ing, thus requiring less interactions with the actual environment [9,22]. This
paper builds on the benefits of these two lines of research and addresses the
question: “how does pre-training using different augmentations impact the data
efficiency of fine-tuning model-based RL in novel downstream tasks?”

We focus on the problem of pre-training model-based RL agents and con-
tribute with an in-depth categorization of transferable features across similar
tasks. In particular, we discuss transfer between tasks that share perceptual,
dynamic and semantic features. Driven by our discussion, we contribute a novel
pre-training scheme for model-based RL that exploits such transferable features,
which we name Multiple-Augmented Pre-training Scheme (MAPS). During the
pre-training phase, MAPS introduces multiple variations on the observations of
the agents, obtained from the current task or similar tasks, forcing the learning
of more general-purpose representations and thus improving the efficiency of a
subsequent fine-tuning phase in novel downstream tasks. The introduction of
such variability in data has already been explored in contexts such as computer
vision [5,8] and natural language processing [4,7].

We evaluate MAPS against different pre-training approaches in scenarios of
increasing complexity, considering a state-of-the-art model-based RL framework
(namely, DreamerV2 [9]). We perform an ablation study on the Mini-Grid envi-
ronment that highlights how changes in the perceptual and dynamical conditions
affect the transfer of information in model-based RL to similar tasks. Further-
more, in a more complex Mini-Grid scenario, we highlight the role of further
introducing semantic variability during the pre-training phase, showing that
MAPS outperforms other standard pre-training schemes. Finally, in an Atari
environment, we highlight the scalability of MAPS to more complex scenarios,
and show how pre-training with MAPS significantly improves the fine-tuning
performance. In summary, the contributions of this work are threefold.

– We contribute a categorization of transferable features for the pre-training of
model-based RL agents;

– We introduce Multiple-Augmented Pre-training Scheme (MAPS) that
exploits such features to introduce variability during the pre-training phase;

– We evaluate MAPS against different pre-training approaches in scenarios of
increasing complexity, showing how our approach allows agents to efficiently
fine-tune to novel downstream tasks.
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2 Related Work

Transferring knowledge to new tasks is often related to the field of Transfer
Learning, which seek to bring learning improvements by relaxing assumption
that the data used for learning between old and new tasks must be indepen-
dent and identically distributed [25]. Pre-training is considered the predominant
approach to perform experience transfer: we train a model on an initial task,
also known as pre-training task, and then adapt the model on a new downstream
task, by using the previously learned weights, via fine-tuning [3]. Pre-training
has been successfully applied to a variety of fields beyond RL. For example, in
computer vision, self-supervised representation learning approaches have seen
significant developments, both in contrastive [5,10] and predictive methods [8].
In this work, inspired by these pre-training approaches in computer vision, we
explore self-supervised augmentations in the field of model-based RL.

During the pre-training phase, it is common to train the model on large
amounts of general data, and is common to use other learning objectives that
are only used for pre-training. For example, in SimCLR [5], the authors present a
new contrastive method to pre-train a large model with a large unlabeled dataset
with 1.2 million images, that can then be fine-tuned with a small labeled dataset.
However, in our work we do not have access to a huge dataset with millions of
highly diverse trajectories and millions of diverse games easily available, thus
we try to focus the pre-training on a small set of more similar tasks to attempt
to extract information from these to the desired downstream task. In RL set-
tings, both CURL [15] and ATC [24] propose contrastive auxiliary objectives
for learning general representations of the agent’s environments. However, they
consider only model-free agents and employ only perceptual augmentations. In
this work, we consider how perceptual, dynamical and semantic augmentations
improve the transfer of model-based RL agents. In SGI [21] the authors propose
to employ multiple auxiliary tasks to pre-train and the fine-tune an agent on the
same task, and shown negative results on transferring representations between
Atari games on a small data regime. Contrary to our work, they focus only
on model-free methods, and only use random crops and intense jittering (both
perceptual augmentations). In RAD [14] the authors explore ten different types
of data augmentations, and show how using augmentations while learning the
same task it helps improve the data-efficiency and generalization of RL methods.
Compared with our work, RAD uses only perceptual augmentations and focus
on model-free single task learning.

3 Method

In this work, we address the problem of adapting RL agents to novel downstream
tasks. In particular, we consider a two-stage transfer approach: we initially pre-
train agents on a given task Tp and subsequently transfer the agents to a novel
downstream task Td, where we fine-tune the agents to the novel task.

One of the challenges of the transfer process resides in the difference between
the information provided to the agent in Tp and in Td. During the pre-training
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Fig. 1. Our proposed augmentation scheme for efficient adaptation: a perceptual aug-
mentations exploit global transformations of the original observations (in red), such
as color inversion, cropping and flipping; b dynamical augmentations exploit coun-
terfactual transformations of original transitions in the environment (in red), such as
randomly introducing “NoOp” actions; c semantic augmentations exploit conceptual
transformations over the original observations (in red), such as changing the sprites of
the player and objects

phase, the agent experiences a set of observations Op ∈ O, with O the set of all
possible observations in the space of all possible tasks. From such observations,
and auxiliary reward signals provided by the environment, the agent learns to
perform the pre-training task Tp. However, during the adaptation phase, the
agent reuses its experience to learn the downstream task Td from a set of obser-
vations Od ∈ O, potentially disjoint from Op, along with a new reward signal.

However, in many tasks there are intrinsic similarities that, if exploited,
could improve the transfer procedure. For example, despite the differences in the
observations in each scenario, the games “Space Invaders” and “Pepsi Invaders”,
depicted in Fig. 3c, d respectively, share some features between them; both share
similar core semantics and dynamics of a shooting up game.

To exploit the potential intrinsic similarities between the pre-training and
downstream tasks, we propose to introduce augmentations during the pre-
training phase: we expand the set of pretraining observations O�

p ⊇ Op ∈ O
through augmentation functions A(o) to allow the efficient adaptation to down-
stream tasks. In Sect. 3.1, we propose a categorization of augmentation functions
to exploit perceptual, dynamical and semantic similarities between Tp and Td.
Additionally, in Sect. 3.2 we show how our augmentations can be easily intro-
duced into standard pretraining schemes, with minimal computational overhead,
an approach we denote by Multiple Augmented Pre-training Scheme (MAPS).

3.1 Augmentation Scheme

We now focus our attention on the nature of the augmentation functions A(o)
to improve the efficiency of the fine-tuning process on unknown, novel tasks
Td. As shown in Fig. 1, we propose three different categories of augmentations:
perceptual, dynamical and semantic.
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Perceptual Augmentations One of the significant ways observations can
change from the Tp to Td concerns features of the perceptions of the agents,
such as color, orientation and size. We propose to expand the set of observations
Op to introduce such variability by considering perceptual augmentations.

As shown in Fig. 1a, perceptual augmentations correspond to global transfor-
mations on the observations of the agents. These augmentations introduce vari-
ability in general features of the observations, having no impact on the underly-
ing task and dynamics of the environment. Moreover, perceptual augmentations
are agnostic to the semantics in the perception itself (such as the players and
enemies). Examples of such augmentations include color inversion for the whole
observation, or random cropping and mirroring across different axes.

The use of augmentations has been explored by several self-supervision meth-
ods, such as SimClr [5] and CURL [15], that learn transferable representations by
employing visual-based augmentations on image data. In this work, we introduce
two more categories of augmentations to the observations of the agents.

Dynamical Augmentations Another potential change in the sequence of
observations experienced by the agents from the Tp to Td concerns the dynam-
ics of the environment, i.e., how the environment changes as a function of the
actions of the agent. We propose to expand the standard set of observations Op

in order to introduce such variability by considering dynamical augmentations.
As shown in Fig. 1b, dynamical augmentations correspond to changes on

the observations of the agent, due to transformations on its actions. Contrary
to perceptual augmentations, dynamical augmentations can only be perceived
across multiple time-steps, having no impact in the general features nor in the
semantics of the observation. Examples of such augmentations are operations of
randomly employing “NoOp” actions or swapping the actions of the agent.

Semantic Augmentations Finally, observations from Tp and Td can also differ
regarding local, higher-level features of the observations, such as the sprites of
the agent and the enemies. We propose to expand the set of observations Op in
order to introduce such variability by considering semantic augmentations.

Semantic augmentations correspond to local transformations on the observa-
tions of the agent. Much like dynamical augmentations, semantic augmentations
often can only be perceived across multiple time-steps (see Fig. 1c) through spe-
cific visual modifications to game elements such as the player, or surrounding
elements important to solve the task. Contrary to perceptual augmentations,
these augmentations require prior knowledge over the semantics of the observa-
tions. As such knowledge is often difficult to obtain and manipulate in complex
scenarios, we propose to use similar tasks to Td, such as video games from the
same type or genre, as a way to provide meaningful semantic augmentations.
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3.2 Pre-training with Augmentations

Motivated by recent approaches in self-supervised visual learning [5,15], we argue
that by pre-training an agent on the augmented set of observations O�

p, we
force it to learn features that are more general, and thus able to transfer to the
downstream task Td more efficiently, during the fine-tuning stage.

Fig. 2. The Multiple-Augmented Pre-training Scheme (MAPS) for efficient transfer of
RL agents to novel similar tasks: initially, we obtain a sequence of observations that
is used to train the agent; subsequently, we augment each specific sequence with a
user-defined transformation; finally, we stack the multiple augmented sequences into a
single training batch.

Fig. 3. The environments employed in the evaluation of MAPS.

We denote our simple pre-training scheme with augmentations as Multiple
Augmented Pre-training Scheme (MAPS). In MAPS, as shown in Fig. 2 each
training sequence (either from the replay buffer or from the environment) is aug-
mented with a random set of perceptual, dynamical and semantic augmentations.
An augmentation can be applied per time-step or across multiple time-steps
(such as throughout the episode). We then concatenate the diverse augmented
sequences into a single batch, to be used in the training of the RL controller.

Despite the simplicity of the approach, we show in Sect. 4 that the joint pre-
training approach of MAPS is able to outperform other transfer approaches in
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terms of sample-efficiency of the fine-tuning stage. By learning with the help
of augmentations task, MAPS is able to generalize across a larger number of
representations, thus being able to more easily adapt to new games.

4 Evaluation

We evaluate MAPS against other standard pre-training schemes in scenarios of
increasing complexity, showing how our approach allows pre-trained model-based
RL agents to efficiently transfer to novel, similar tasks.

4.1 Experimental Setup

To fully exploit the perceptual, dynamical and semantic variability within
MAPS, we consider two different grid-based scenarios in our evaluation:

– MicroGrid : A smaller 5 × 5 grid world based on MiniGrid (Fig. 3a);
– MacroGrid : A larger 8 × 8 grid world based on MiniGrid, where the visual

observations of the agents are upscaled to 64 × 64 pixels (Fig. 3b).

Both scenarios allow for fine control over the elements of the environment (such
as colors, shapes and grid sizes), facilitating the creation of the necessary percep-
tual and dynamical augmentations for MAPS. In addition, the higher-resolution
MacroGrid scenario allows to exploit semantic variability by changing the object
sprites present in the environment. In both scenarios, we consider the DoorKey
navigation task, which requires that the agent obtains a key to unlock the door
that allows it to reach the goal. We instantiate the following classes of augmen-
tations for MAPS in the grid-based scenarios:

– Perceptual (P): static color changes, color changes on every step, spatial visual
changes;

– Dynamical (D): modifications that do not change optimal policy (random
NoOp action), modifications that change the optimal policy (swap actions);

– Semantic (S): image occlusions (blinking), swap object sprites positions (only
in MacroGrid), use different object sprites (only in MacroGrid).

We employ a subset of 5 different augmentations as modified tasks: two per-
ceptual augmentations (exterior noisy color swap and horizontal image flip), one
dynamic augmentation (random NoOp action) and two semantic tasks (random
black flicker, MacroGrid with semantic data).

Furthermore, we also test the MAPS framework in the Atari game environ-
ment [2], as shown in Fig. 3c, d , with image-based augmentations as the previous
case. We evaluate the sample-efficiency of MAPS by following the metrics pre-
sented in [26]: an algorithm is more sample efficient than another if it reaches
a higher performance in the same training window. If the algorithms present
similar asymptotic performances, then we compare the jump-start performance
and area under the curve.
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4.2 Pre-training of Model-Based RL Agents

We introduce MAPS in the pre-training phase for a successful transfer of model-
based agents. We initially consider two transfer scenarios: we pre-train the agent
in the MicroGrid or MacroGrid scenario for 225k or 250k time steps, respectively.
Then we transfer the learned world model to learn the downstream task, that
consists of the original task with an augmentation previously not seen during
the pre-training, following the augmentations in Sect. 4.1. We compare the fine-
tuning performance of the agents that were pre-trained with MAPS against
agents pre-trained without MAPS and agents without pre-training (learning
from scratch). Furthermore, we also compare the MAPS approach to a meta
learning approach that uses the same data augmentations, as meta learning as
been successfully employed for transfer learning. As such we employ Reptile [19],
a state-of-the-art first-order algorithm, as a baseline.

For these environments, we attempt multiple augmentation settings to bet-
ter ascertain how the increase of pre-training variability can help transfer: single
augmentations in perceptual (P) and dynamical (D) categories, combinations
of augmentations like perceptual-dynamical (P+D) and complete perceptual-
dynamical-semantic augmentations (P+D+S). We present the evaluation results
for the MicroGrid scenario in Fig. 4. Overall, the results show that MAPS has
a significant contribution to a positive transfer to the downstream task. This
improvement is clearly seen for the Exterior noisy color swap downstream tasks,

Fig. 4. Transfer performance of pretrained agents in MicroGrid to an augmentation
task (Tp �= Td). Results averaged over 10 randomly-seeded runs.
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Fig. 5. Transfer performance of pretrained agents in MacroGrid to an augmentation
task (Tp �= Td). Results averaged over 10 randomly-seeded runs.

where introducing perceptual augmentations with MAPS during pre-training
allows the agent to efficiently adapt to the downstream task. The improvement
can be extended to all other augmentations, where transferring the world model
pre-trained with MAPS results either in a higher asymptotic performance or/and
a better jump-start learning performance. The same results are valid when com-
paring MAPS with Reptile, where MAPS always has a higher asymptotic per-
formance or/and a better jump-start learning performance.

We verify a similar trend in the results for the MacroGrid scenario, pre-
sented in Fig. 5. The results show, once again, that transferring the world model
pre-trained with MAPS results overall in a higher asymptotic fine-tuning per-
formance or/and a better jump-start fine-tuning performance. Moreover, in the
MacroGrid scenario we can also evaluate the transfer to tasks with distinct
semantic features (such as when changing the sprites of the objects in the envi-
ronment). We present such results in Fig. 6: only the agent that pre-trains with
MAPS, considering perceptual and semantic augmentations, is able to positively
transfer to this challenging task, with a significant jump-start fine-tuning per-
formance over the baselines. The results also show that MAPS outperforms or
has similar performance to the meta-learning approach of Reptile, thus showing
that joint-training of tasks can still be a strong alternative over meta-learning
methods. Overall, the results attest to the importance of introducing variability
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regarding perceptual, dynamical and semantic features using MAPS during the
pre-training phase to a positive transfer of model-based RL agents.

4.3 Atari Games

Finally, to understand how the performance of MAPS scales to more complex
scenarios, we evaluate our approach in Atari Games [2]. In this complex scenarios
we both pre-train and fine-tune all agents up to 5M steps.

For this environment we considered general perceptual and dynamical aug-
mentations, which can be employed in any image-based scenario, regardless of
its complexity. Furthermore, due to the intrinsic difficulty of creating semantic
augmentations in complex scenarios, we explore the use of similar tasks in order
to exploit semantic features during the pre-training of MAPS. Therefore, we
created and use a set of general perceptual, dynamical and semantical augmen-
tations for any image based environments that we refer only as MAPS.

We consider two different training scenarios: initially, we select Pepsi Invaders
as the pre-training task and Space Invaders as our downstream task, to evalu-
ate the role of perceptual and dynamical augmentations in the performance of
MAPS, a scenario we denote by Single Task Transfer. Secondly, we select a group
of three similar games (Pepsi Invaders, Galaxian, Pigs in Space) as pre-training

Fig. 6. Transfer performance of pretrained agents in MacroGrid to a semantically-
augmented task (Tp �= Td). Results averaged over 10 randomly-seeded runs.

Fig. 7. Transfer performance of pretrained agents in a Pepsi and b 3 similar task to
Space Invaders. Results averaged over 5 randomly-seeded runs
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Table 1. Comparison of the final score at step 5M in Space Invaders.

Method 5M Avg. Score

DQN [18] 808 ± 38

C51 [1] 1035 ± 30

Rainbow [12] 1086 ± 81

IQN [6] 1602 ± 153

DreamerV2 [9] 1141 ± 295

Single Task Transfer 1393 ± 466

Single Task Transfer—MAPS (P+D) 2032 ± 774

Multiple Task Transfer 863 ± 335

Multiple Task Transfer—MAPS (P+D) 1813 ± 576

Single Task Transfer—Reptile (P+D) 1226 ± 458

Multiple Task Transfer—Reptile (P+D) 1719 ± 483

tasks, to exploit semantic variability, and transfer the agent to Space Invaders,
a scenario we refer as Multiple Task Transfer. The selected pre-training tasks
share the same grid-like structure of the enemies as the fine-tuning task.

We present our results in Fig. 7. In the Single Task Transfer we verify that
pre-training on the similar Pepsi task yields a positive improvement, while pre-
training jointly on Multiple Task Transfer has a negligible to negative perfor-
mance over training from scratch. Using MAPS brings a significant improve-
ment over the Single Task pre-training, making it the best performing method
for training the Space Invaders tasks with 5M time-steps when compared with
other publicly available results in Table 1. In the Multiple Task Transfer scenario
(Fig. 7), the results show once again that employing MAPS allows for a signifi-
cant positive transfer over the baseline and over the naive pre-training approach.
Is worth mentioning that while both pre-training methods with MAPS have a
high mean, both also have a big variance in the results, as seen in Table 1. This
higher variance in the performance results also seems to be a characteristic of the
DreamerV2 method. Thus, we can ascertain that our methods using MAPS are
better with a 95% CI than DQN [18], C51 [1] and Rainbow [12], while being com-
petitive with IQN [6] and baseline DreamerV2 [9]. On another hand, we can also
conclude that learning using Multiple Task Transfer with MAPS is significantly
better than without.

5 Conclusions

In this work, we investigated the introduction of perceptual, dynamical and
semantic variability during the pre-training of model-based RL agents for an
efficient transfer of the agents to novel tasks. We contributed with MAPS, a
novel pre-training scheme that introduces augmentations over the observations
of the agent to take advantage of such variability. Our results show that MAPS
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improves the fine-tuning efficiency of pre-trained agents to novel downstream
tasks. In future work, we will explore how MAPS can be used to improve transfer
in model-free RL, as well as accessing MAPS in other model-based agents, which
might employ different auxiliary losses like contrastive learning methods.
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Abstract. Neural networks have achieved remarkable success in various
applications such as image classification, speech recognition, and natu-
ral language processing. However, the growing size of neural networks
poses significant challenges in terms of memory usage, computational
cost, and deployment on resource-constrained devices. Pruning is a pop-
ular technique to reduce the complexity of neural networks by removing
unnecessary connections, neurons, or filters. In this paper, we present
novel pruning algorithms that can reduce the number of parameters in
neural networks by up to 98% without sacrificing accuracy. This is done
by scaling the pruning rate of the models to the size of the model and
scheduling the pruning to execute throughout the training of the model.
Code related to this work is openly available.

Keywords: Machine learning · Neural networks · Pruning

1 Introduction

Deep neural networks have shown tremendous success in various fields includ-
ing computer vision, natural language processing, speech recognition, and rein-
forcement learning. These models, however, are characterized by their large size,
complexity, and computational requirements, which pose significant challenges in
terms of training time, memory utilization, and hardware constraints. In particu-
lar, the deployment of deep learning models on resource-limited devices requires
efficient resource utilization and reduced memory footprint.1

Neural network pruning has emerged as a promising technique to address
these challenges by reducing the size and complexity of deep neural networks
without compromising their performance. Pruning involves selectively removing

1 https://github.com/richardjonker2000/DyPrune.
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redundant or insignificant connections or neurons from the network while main-
taining or even improving its accuracy. Pruning has been shown to significantly
reduce the model size and computational requirements, making it more suitable
for deployment on resource-limited devices or real-time applications [1] . The
intuition behind removing weights is based on the output of a neuron, defined
as:

hi = σ(
N∑

j=1

Wijxj + Bhid
i ) (1)

where σ is the activation function, N is the number of inputs to neuron i, Wij

is the weight from neuron j to neuron i, xj is the corresponding input to the
neuron, and Bhid

i is a bias added to the neuron. As can be seen, there is no
further manipulation of the input besides the multiplication of the weight. This
shows that very small weights have little impact on the model. Furthermore,
once a weight is zeroed out, the input is essentially zero.

In recent years, there has been a surge of research interest in pruning tech-
niques, and numerous methods have been proposed to achieve high pruning
efficiency with minimal accuracy loss [1,6]. Although it can be assumed that
as the number of parameters in a model decreases, the accuracy also decreases,
this is not true in many cases. Pruning also offers the added benefit of reducing
overfitting in the model by reducing model complexity, allowing the model to
generalize better.

There are various different types of unstructured pruning: pruning of weights,
pruning of nodes, and pruning of layers. There are also different ways to select
the parameters to prune.

– Magnitude pruning: Weights are selected based on the lowest absolute
values in the network. This approach is intuitive and continues to achieve
good results whilst being lightweight to implement [3,4,14].

– Gradient magnitude pruning: In addition to the magnitude of the weight,
the value of the gradient is also considered. This allows the model to consider
how much the weights are changing as well [1,10,12].

– Random pruning: Weights get randomly selected to be pruned.

In general, pruning techniques can be applied to a model as a whole (global)
or layerwise. In the case of layerwise techniques, the pruning rate is equal across
the layers, to ensure a balanced removal of items. Global pruning techniques
have been shown to be more accurate than layerwise pruning techniques [1]. It is
also important to note that different pruning techniques work better for different
models and sizes.

Many pruning algorithms were derived from a study by Han et al. in 2015 [5].
In this work, the authors trained a network, pruned weights that are below a
certain threshold, and then retrained the sparse network accordingly. They also
mentioned that they reduced their dropout rate after pruning the network due
to having fewer connections in the network. They reiterated the importance of
retraining the model in order to compensate for the weights removed. They also
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suggested that this can be an iterative process in which the model is trained,
pruned, trained, and then pruned again.

Although unstructured pruning is a good starting point to reduce a neural
network (NN) size, the weight matrices become sparse and the complexity of the
models may not be reduced. This is where the technique of structured pruning
comes into play, and entire sections of a model are removed. A section can be
anything from a neuron [8] to a convolution filter [11] in the case of Convolutional
Neural Networks. Similarly, in this work, a combination of both structured and
unstructured pruning techniques is used, where unstructured pruning is applied
to a neural network, and various neurons are removed if sufficient weights in the
neuron are pruned.

In literature there are various techniques to apply pruning to a neural net-
work:

– Train and Sparsify: the model is trained fully and the pruning is applied,
and often the model is fine tuned afterwards [7].

– Sparsify during training: pruning is applied iteratively during training,
with a linear or non linear function. This approach is also called sparse
scheduling [2].

– Sparse training: pruning is applied before the model is trained [13].

The most similar work to that proposed in this study is the work by Zhu et
al. [17] in 2017. The pruning method proposed by the authors gradually applies
pruning to models using a scheduler, which has achieved good results. In this
work, we further build on this idea by scaling the pruning rate with the number
of parameters in order to decay the pruning rate of models as they become
smaller.

The remainder of the paper is organized as follows: Sect. 2 describes the
framework and techniques used in the work. Section 3 presents the results of the
work. Section 4 is a discussion of the results, which is finally followed by the
conclusion of the work is Sect. 5.

2 Methodology

In this section, we provide a detailed description of the different pruning tech-
niques, their advantages and disadvantages, and the experimental methodology
used to evaluate their effectiveness. This work was conducted using the PyTorch
framework. The model architecture is defined initially as a fully connected Neu-
ral Network (NN) with an input layer, an output layer, and an undefined number
of hidden layers. By default, the standard categorical loss function, namely, cross
entropy loss, is applied.

2.1 Dataset

The dataset selected for this study was the Fashion-MNIST [15]. This dataset
was selected mainly for allowing fast training and inference times. The dataset
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was created in 2017 as a more complex replacement of the popular MNIST
dataset [9]. The dataset contains 60,000 train images and 10,000 test images,
of size 28 × 28 pixels. The training dataset is further split into 50,000 train
images and 10,000 validation images. There are ten classes in this dataset, each
representing a different item of clothing.

2.2 Pruning Weights

In order to prune the variables of a model, PyTorch has built in implementations
for pruning. The implementation is a wrapper that allows for custom pruning on
a network. The pruning in PyTorch works by multiplying a mask with the orig-
inal weight during any forward step. In this study only weights were considered
for pruning, and the magnitude pruning technique was used. For this technique,
L1 weight selection was performed, selecting the weights with the lowest absolute
values.

The main novelty introduced is the method of selecting the number of weights
to be pruned, that is, the dynamic pruning rate. Generally, pruning is conducted
based on a raw number of parameters to remove or a percentage of parameters
to be removed. However, in this study, the goal is to prune the parameters and
continue training, and then repeat the process, similar to a scheduler. This can
lead to a situation where the model removes too many parameters to be able to
successfully carry out its task, so an adaptive way to determine the number of
parameters to be removed is needed. This is defined as

y =
ln(|W |) − 6

10
, (2)

where y is the percentage of the model that will be pruned and |W | is the
number of weights currently in the model. Subtracting 6 from the logarithm
acts as a rescaling factor. This value is used to enforce a lower bound onto the
pruning rate. The value was taken by approximating the logarithm of 1000 to
6, so if more parameters are required for more complex tasks, this value can be
increased. The goal of the pruning rate is to have harsher pruning in models with
higher number of parameters. The target goal when developing this formulation
was for the model to have around 1000 parameters.

A model is not pruned if the pruning rate is ≤ 0, which will occur once the
model has fewer than e6 ≈ 403 parameters. An upper limit of pruning is set to
90% of the model. This occurs when the model has more than e15 ≈ 3, 269, 017
parameters.

A visualization of the number of parameters present during training can be
seen in Fig. 1. When looking at a model with 5,000 parameters, we see that the
model has less pruning than a fixed 30% pruning rate. As the number of param-
eters of the initial model increases, so does the pruning rate, which significantly
increases the rate of pruning once there are 1,000,000 starting parameters in the
model.
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The other advantage of a dynamic pruning rate is that it ensures that a
sufficient number of weights remain. This value can also be tuned by adjusting
the constant in Eq. 2.

Fig. 1. Comparing the number of parameters against the epochs of a dynamic pruning
algorithm versus a fixed 30% pruning algorithm.

Now that the pruning rate has been decided, it is important to discuss when
pruning will occur. The ideal loss of a model can be seen as a hyperbolic function.
Generally, a loss function starts at a fairly high arbitrary loss value, where it
rapidly decays, until the model is sufficiently trained, where the loss plateaus.
In practice, loss graphs seldom look like this, and there is usually more noise in
the loss graph, be it from unforeseen variations in model training or additional
training techniques. Further problems that occur during training will also affect
the shape, for example, if the model is not complex enough, the graph will not
stabilize and will start spiking, not converging to any specific value.

It is important to note that pruning is expected to have an effect on the loss
of the model. On the first epoch immediately after pruning, it is expected to
see an increase in the loss of the model and a decrease in accuracy due to the
large change in the model. After the first epoch following pruning, it is expected
that the loss and accuracy begin to recover. By pruning the model we also force
the model to learn, because the weights that were lost from the pruning force a
change in the model, where the rest of the model needs to be able to compensate
for the loss of the model. After a few epochs, the model would have stabilized
again, and if there are sufficient weights in the model, the model will perform
similarly. If the model has lost too many weights, it loses stability, and is unable
to recover the loss.

Following the above, pruning should not occur every epoch because this can
interfere with the learning of the model by introducing too much variation in



DyPrune: Dynamic Pruning Rates for Neural Networks 151

the model. This can cause weights to struggle to converge to the optimum. First,
the model should have a warm up stage, where the model has time to train and
converge before it gets pruned. Similarly, the model should have a significant
number of epochs to train after the last pruning iteration to recover the loss
from the last pruning attempt. Two approaches can be adopted when a model
is pruned.

– Static Pruning Iterations: Using a fixed value for selecting how often
pruning will occur. For example, after every n epoch, pruning will be executed
on the model. The advantage of this approach is that there is a relatively
high control over how the model will change its shape. The problem with this
approach is that it cannot adapt to different recovery times of the model and
can, hence, easily overprune the model.

– Dynamic Pruning Iterations: A different approach would be to base the
pruning on the loss of the model. Analytically, pruning would happen during
an elbow of the loss when the loss starts to flatten out. This is a good time to
prune the model, as it has already learned many parameters. Mathematically,
the gradient of the loss is normalized by dividing it by the smallest gradient
the model saw up to that point of training. From this point, a range can be set
in which pruning should occur. The main problem with this approach is the
assumption that the loss of the model will behave in a predictable manner.
In edge cases, where the model is too complex or not complex enough, the
loss of the model might not behave in this predictable way, which will cause
discrepancies in the loss. When a model is sufficiently large and the dataset is
relatively simple, the initial loss will be very low, and there will be relatively
high variation in the loss of the model, however, the model is actually stable
and needs to be pruned.

2.3 Removing Neurons

To further reduce the complexity of the network, neurons can also be removed
under some conditions. For a neuron to be safe to remove, it cannot have any
weights connecting it to other neurons. We can further relax this condition by
defining that if there are no weights connecting to the neuron, the input of the
neuron will be zero, and hence, the output will just be the bias. Similarly, if
there are no connections leaving the neuron, there is no benefit in having the
neuron, as it does not contribute to anything further in the model besides its
bias. This is done by examining the weight matrix of the model and identifying
whether the columns or rows are zero.

3 Results

In this section, the results are presented for the various tests ran to investigate
the performance of the proposed architecture. The tests were conducted on a
docker container running on a server with an Intel Xeon CPU and a Nvidia
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Tesla K80.2 All tests were conducted 10 times to account for variations in the
random initialization of the model. During training, model progress was moni-
tored based on accuracy and loss. After the model was trained, it was evaluated
using accuracy and macro F1 score.

Table 1. The baseline model is presented followed by the pruned model. The best
performing model is shown in bold for each case.

ID Avg # Neurons in HLs Avg. # Eff. Weights Sparsity (%) Time to Prune(s) F1 Score

1 5.0, 5.0, 5.0 4,020.0 – – 0.7416

7 5.0, 4.9, 5.0 1,462.2 63.62 0.082 0.7812

2 15.0, 15.0, 15.0 12,360.0 – – 0.8514

8 15.0, 15.0, 14.8 2,919.5 76.37 0.0852 0.849

3 25.0, 25.0, 25.0 21,100.0 – - - 0.8626

9 24.8, 24.9, 24.3 3,895.8 81.36 0.0867 0.8587

4 100.0, 100.0, 100.0 99,400.0 – - - 0.8784

10 94.8, 95.5, 86.2 9,131.4 90.12 0.0985 0.8747

5 100.0, 10.0, 10.0 79,600.0 – – 0.8698

11 85.3, 8.9, 9.6 7,534.2 88.88 0.0915 0.8653

6 1000.0, 1000.0, 1000.0 2,794,000.0 – – 0.8785

12 776.4, 820.1, 575.4 31,340.6 98.18 0.3903 0.8799

Dynamic pruning rates were applied statically to the model. The models were
pruned after every 4 epochs, as shown in Table 1. The average number of effective
weights refers to the average number of non zero weights in the model. All these
models took 85.84 s to train. With static pruning, pruning occurs 5 times during
training with 25 epochs. In almost all cases, static pruning occurs more times
than in dynamic pruning. This allows much higher sparsity percentages in larger
models and fewer parameters. For example, the last model that started with
1000 neurons per layer (6) ended with 31, 340 parameters, on average, and still
outperformed the unpruned model. The time required to prune the model is
negligible, as shown in the table. Results with static pruning show that models
do not require a large number of parameters in order to be successful on this
dataset, and that in many cases, it is beneficial for the model to be sparse.
Looking at how models are pruned, we can see that generally the last layer has
more neurons removed from it as opposed to the first. This again shows that
the first layers are more important to the model and, by definition, would have
higher weights as opposed to the rest of the model. When the number of non-zero
parameters are compared, the true effects of pruning can be seen. For example,
comparing the model at run 10 with a similar size model before pruning, model

2 Due to the fact that the server is a shared resource for the research group, only one
GPU core was used.
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2, the pruned model with the same effective number of parameters outperforms
the non pruned model by more than 2% points.

Table 2. Results with dynamic pruning rates with dynamic pruning iterations on the
Fashion MNIST dataset. The baseline model is presented followed by the pruned model.
The best performing model is shown in bold for each case.

ID Avg # Neurons in HLs Avg. # Eff. Weights Sparsity (%) # Times Pruned F1 Score

1 5.0, 5.0, 5.0 4,020.0 – – 0.7416

13 5.0, 4.9, 5.0 1,664.8 58.58 4.7 0.7637

2 15.0, 15.0, 15.0 12,360.0 – – 0.8514

14 14.9, 14.9, 14.8 2,757.4 77.52 5.3 0.8430

3 25.0, 25.0, 25.0 21,100.0 – – 0.8626

15 24.6, 24.5, 23.9 4,254.7 79.51 4.8 0.8568

4 100.0, 100.0, 100.0 99,400.0 – – 0.8784

16 97.3, 98.6, 92.5 19,877.1 79.44 2.9 0.8785

5 100.0, 10.0, 10.0 79,600.0 – – 0.8698

17 78.5, 8.5, 9.4 7,524.8 87.99 4.7 0.8580

6 1000.0, 1000.0, 1000.0 2,794,000.0 – – 0.8785

18 921.5, 952.0, 737.3 742,188.7 71.76 1.2 0.8870

Dynamic pruning rate was applied to the models using dynamic pruning
iterations (Table 2). In half of the tests, the F1 score of the model increased with
pruning. Furthermore, in the cases where the F1 score did not increase, they
were only minimally affected. When comparing static pruning iterations with
dynamic pruning iterations on larger models, the number of times the models
get pruned becomes inconsistent, leading to less pruning.

Next, static pruning rates was applied every 4 epochs to evaluate the per-
formance versus dynamic pruning rates (Table 3). Using dynamic pruning on a
model with 1000 neurons in three hidden layers (12), the model achieved an F1
score of 0.88 with 31340.6 parameters. Overall, we can see that static pruning on
a large model requires a high pruning value to obtain the same level of pruning
(22). In this case, the model performed slightly worse, with fewer parameters,
which is to be expected. In run 20, we see the model with the best performance
seen so far, however, this model still has a comparatively large number of param-
eters (169,280). In runs 23 and 24, static pruning does compare with dynamic
pruning (runs 13 and 15 respectively), however, the two static pruning methods
do prune too much in comparison to dynamic pruning. In 25 and 26, a similar
conclusion can be drawn, with the reference being 22.

The thresholds for dynamic pruning were also tested (Table 4). The goal is
to evaluate the threshold relative to the size of the models. Looking at the data
as a whole, the results are expected, and the number of times the model is
pruned generally increased by increasing the dynamic pruning range. For the
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Table 3. Results with various static pruning rates with static pruning occurring every
4 epochs on the Fashion MNIST dataset.

ID Avg # Neurons in HLs Pruning Rate Avg. # Eff. Weights Sparsity (%) F1 Score

6 1000.0, 1000.0, 1000.0 – 2,794,000.0 – 0.8785

19 917.3, 983.0, 903.6 0.3 538,737.2 78.60 0.8908

20 857.3, 920.5, 814.9 0.5 169,280.0 92.37 0.8913

21 1000.0, 1000.0, 998.5 0.1 1,513,518.0 45.80 0.8852

22 712.1, 831.8, 589.4 0.7 24,550.9 98.51 0.8707

3 25.0, 25.0, 25.0 – 21,100.0 – 0.8626

23 24.5, 23.9, 23.3 0.5 1,335.0 93.51 0.8259

24 25.0, 25.0, 24.6 0.3 4,381.8 79.22 0.859

2 15.0, 15.0, 15.0 – 12,360.0 – 0.8514

25 13.0, 13.5, 13.4 0.5 764.8 92.81 0.7938

26 14.9, 14.9, 14.9 0.3 2,583.6 78.94 0.8471

smaller model, this is also true, where the number of epochs pruned is 7. If more
pruning is required on the model with dynamic pruning, the range for dynamic
pruning should be increased, or static pruning should be used to ensure that
pruning will occur.

Table 4. Results with dynamic pruning rates with dynamic pruning iterations, testing
the dynamic pruning range on the Fashion MNIST dataset.

ID Avg. # Neurons in HLs Pruning Range Avg. # Eff. Weights Sparsity (%) # Epochs Pruned F1 Score

18 921.5, 952.0, 737.3 [0, 0.05] 742,188.7 71.76 1.2 0.8870

27 893.4, 930.5, 718.1 [-0.05, 0.15] 489,022.2 80.33 1.4 0.8903

28 889.2, 907.1, 739.2 [-0.05, 0.05] 714,477.9 72.71 1.8 0.8883

29 882.3, 901.1, 677.5 [-0.05, 0.25] 396,427.3 84.36 2.2 0.8872

15 24.6, 24.5, 23.9 [0, 0.05] 4,254.7 79.51 4.8 0.8568

30 24.3, 24.2, 23.7 [-0.05, 0.15] 2,701.2 86.78 7.0 0.8512

31 24.2, 24.8, 24.2 [-0.05, 0.05] 3,662.1 82.07 5.2 0.8544

32 24.4, 24.2, 22.6 [-0.05, 0.25] 2,762.7 86.51 7.0 0.8535

A summary of various tests with different configurations is presented in Fig. 2.
It can be seen from the figure that in almost all cases, pruned models have fewer
parameters and higher F1 scores than models that were not pruned. By pruning
the models, the number of parameters was allowed to decrease significantly,
whilst still achieving high F1 scores.

4 Discussion

It is clear that pruning is a very beneficial technique that can be applied to a
model, as seen in the existing literature. Not only can the number of parameters



DyPrune: Dynamic Pruning Rates for Neural Networks 155

Fig. 2. Log of the number of effective parameters versus the F1 score on the Fashion
MNIST dataset. The color and size of the markers refer to the number of times the
models were pruned.

be reduced, but pruning also allows for some performance increases in certain
models. In cases where no performance gains can be observed, most of the time
the performance of the model does not significantly decrease. Discussing firstly
the pruning rate, the dynamic pruning rate technique is the most novel work
presented here with the best performance. By dynamically setting the pruning
rate, one can ensure that the model is sufficiently pruned and prevent over-
pruning in most cases. In most cases, this technique produces excellent results,
because models with fewer parameters get pruned less harshly. In general, it is
noticed that when pruning and removing neurons, more neurons are removed
from the last layer of the models. Regarding the frequency of pruning, dynamic
pruning iterations do not work consistently enough to be used. Static pruning
allows for significantly more control over the model. In most cases, models with
a larger number of parameters got pruned less frequently with dynamic pruning,
because the initial loss of the model was much lower. Furthermore, extending the
epochs the models were trained for, could increase the number of times pruning
occurred, but not the frequency. Increasing the pruning range did not make this
technique more consistent, which further indicates that a better metric should
be used. On the other hand, static pruning consistently performed well.

Due to the nature of this work, it is hard to directly compare to other state
of the art pruning models. The effects of pruning has already been studied and
it has been established that pruning models is beneficial, however their lacks
consistent ways to measure and compare such models [1]. It is important to
compare this work to other state of the art methods, however this is difficult
due to the fact that many approaches apply pruning to different architectures
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such as CNNs and more recently, transformers. Nevertheless some comparisons
to other models have been made:

– Zhu et. al. (2019) [17], proposed similar work to the one proposed here, by
gradually applying pruning to a network. With this technique they apply a
fixed pruning percentage to the model. The results of the authors work is
in line with this work. They show that pruned models outperform unpruned
models with comparable number of parameters. In their work, the models’
performance was negatively impacted by pruning of around 90%, which is
slightly worse than the results presented in this work, especially when com-
paring the models size.

– Zhang et. al. (2023) [16], proposed an extension to the lottery hypothesis
problem which focuses on pruning on initialization. In this work they were
also able to achieve high pruning rates above 99%.

5 Conclusions

Many of the models in this work have shown that they are capable of being
90% sparse with little to no impact on the performance, with some cases in
which pruned models with less than 2% of the original parameters were still
able to perform relatively well. In this work, it is clear that there are often
many parameters in a NN architecture that can be removed without a significant
impact on the performance of the model. This work shows that there is an
optimal point of number of parameters versus performance of the models, and
this point is much lower when the use of pruning is involved.

In future work, it would be interesting to see the effects of applying similar
techniques to more complex architectures, such as transformers and CNNs, which
are currently producing state-of-the-art results for the tasks they perform. It is
expected that the effects of pruning would be the same as seen in this work, which
would lead to large time savings and a largely reduced number of parameters,
should a sparse representation of weights be used. A limitation with these more
complex models is that adding and removing neurons would not necessarily be
possible due to their architecture implementations, and the only useful technique
would be pruning of weights.
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Abstract. This study examines how perturbations in image, audio, and
text inputs affect the performance of different classification models. Var-
ious perturbators were applied to three seed datasets at different inten-
sities to produce noisy test data. Then, the models’ performance was
evaluated on the generated test data. Our findings indicate that there is
a consistent relationship between larger perturbations and lower model
performance across perturbators, models, and domains. However, this
relationship varies depending on the characteristics of the specific model,
dataset, and perturbator.

Keywords: Domain-specific test input generation · Robustness
testing · Machine learning testing · Sensitivity analysis

1 Introduction

The increasing use of machine learning (ML) systems in safety-critical fields
(e.g., autonomous driving or medical diagnosis) has raised concerns about their
behavior, particularly with regards to correctness, robustness, privacy, efficiency,
and fairness. As a result, the field of ML testing has emerged as an important
area of study, dedicated to identifying discrepancies between the expected and
observed behavior [16].

Testing the robustness of ML models is essential for their real-world appli-
cation, as only robust systems can be trusted to perform reliably. Robustness
refers to a model’s ability to function properly on noisy or otherwise perturbed
data [16]. For instance, a speech recognition model trained on high-quality audio
recordings might encounter background noise, dialects, artefacts, and echoes dur-
ing actual operation. A model with low robustness would exhibit a significant
drop in performance when faced with real-world data.
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Evaluating a model’s robustness typically involves assessing its accuracy
when applied to noisy test data [16]. It is common practice to generate noisy test
data using domain-specific input generation methods, which introduce perturba-
tions to already-existing, high-quality seed data, to produce new test data [16].
These perturbations, which may involve image, audio, or text manipulations,
mimic the noise present in real-world scenarios and allow for the production of
vast volumes of test data in a highly controlled manner.

However, little is known about the relationship between the strength of
domain-specific perturbations (i.e., the magnitude or intensity of changes made
to input data) and the resulting penalty on model performance. This is important
knowledge because perturbations that only affect performance at high intensities
may not be relevant for robustness testing, as they are unlikely to occur in real-
istic scenarios. Additionally, the papers that have been written on this subject
have typically only considered a limited range of perturbations.

To fill this gap, our research paper presents several key findings in the domain
of machine learning robustness testing, specifically exploring the relationship
between perturbation strength and model performance in image, text, and audio
domains. Our work provides insights that can help researchers and practitioners
develop more effective strategies for testing and improving the robustness of ML
models.

Our research distinguishes itself from previous work as follows: (1) we conduct
our experiments with a greater variety of perturbation types, particularly in
the audio and text domains. This allows us to provide a more comprehensive
understanding of how different types of perturbations impact the robustness of
machine learning models in these domains. (2) we employ a higher sampling
frequency than previous research, enabling us to conduct a more fine-grained
analysis of how perturbation strength affects model performance. By collecting
data at a higher frequency, we were able to identify patterns and trends that
may have been missed in previous research.

The remainder of this paper is structured in the following ways: We first
review existing literature and highlight gaps in Sect. 2. Section 3 outlines our
experimental setup, including details about datasets, models, and perturbation
techniques. In Sect. 4, we present our findings on the impact of domain-specific
perturbations on model performance, including a wider range of perturbation
types in the audio and text domains at a higher sampling frequency than previous
research. Finally, we conclude by summarizing our research and discussing its
implications in the last section.

2 Literature Review

The use of domain-specific input generation to evaluate the robustness of ML
models is a well-established research area, with several systems proposed that
successfully uncover robustness issues in ML models. This section provides an
overview of the small number of publications that investigate the relationship
between the perturbation strength and corresponding impact on model perfor-
mance.
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2.1 Image

Within the image domain, [4] investigated the impact of blur, noise, contrast,
JPEG, and JPEG2000 distortions on the performance of five different state-of-
the-art models for object detection. They report that higher distortion level nat-
urally resulted in lower model performance across all distortion types. However,
particularly the noise and blur distortions had a significant impact on model
performance even at low intensities. The authors suggest that researchers prior-
itize improving their models’ robustness to these types of distortions to achieve
better real-world performance.

Similar results were found in [6] where they investigate how CNN-based face
recognition models are impacted by different types of blur and noise, contrast
changes, occlusion, color balances and color channel changes. The study found
that the models were particularly sensitive to blur, noise, and occlusion changes,
while demonstrating robustness to color distortions and changes in color balance.

Roy et al. focus their investigation on the impact of various types of noise
and blur on image classification models and explore differences between CNN
architectures [14]. Their findings suggest that, while all models were susceptible
to image quality degradation, shallower models exhibited greater robustness.

Similarly, [17] investigate the effect of two types of blur and gaussian noise on
the performance of image classification models. The study reveals that defocus
had a greater impact on model performance than motion blur, and that the com-
bination of all perturbations resulted in the highest performance degradation.

2.2 Audio

In the audio domain, [12] conduct a comprehensive analysis of different speech
recognition models, focusing on their word error rate (WER) in the presence
of additive white noise and restaurant background noise at varying intensities.
Their findings show that the WER remains relatively constant until the signal-
to-noise ratio drops to approximately 20 dB, after which there is a significant
decrease in performance. Interestingly, their results suggest that the impact of
both types of noise on WER is similar.

Another study in [5] investigates the effects of different audio codecs
on speaker recognition models when combined with environmental noise and
impulse responses. They observe that the codec used has a considerable impact
on model performance, and while the added noise does increase the equal error
rate (EER), the impact is not as significant as that of the codec.

Finally, [9] explore how different lossy MP3 compression techniques and addi-
tionally additive noise impacts speech recognition performance. They report
that, generally, lower compression bit rates led to higher word error rates though
a significant performance impact was only found at very high compression inten-
sities. Also, they find that adding noise to these compressed recordings often
improved performance—slightly in lower compression settings but quite signif-
icantly in higher compression settings. They attribute this to the fact that the
added noise can mask gaps in the spectrum introduced by lossy compression thus
increasing performance for highly compressed or spectrally distorted signals.
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2.3 Text

In the text domain, a comprehensive analysis of the impact of various types of
grammatical errors on several NLP systems is conducted in [10]. This includes
tasks such as named entity recognition, neural machine translation, and morpho-
syntactic analysis on multiple languages. The study reveals that the performance
of these systems drops linearly with the number of token edits across tasks,
languages, and profiles. However, the impact of specific types of grammatical
errors depends heavily on the particular NLP task. For example, spelling and
affix errors were found to have the most significant performance drop in named
entity recognition, neural machine translation, and morpho-syntactic analysis.
Meanwhile, casing errors were more crucial for named entity recognition.

Similarly, [15] compared the impact of eleven types of text corruptions on a
range of deep learning models for four NLP tasks, namely question answering,
natural language inference, named entity recognition, and sentiment analysis.
Their findings suggest that the performance impact of individual perturbations
is task-specific, but in general, higher perturbation strengths result in higher per-
formance penalties. They also observed that more context-aware models such as
BERT or ELMo did not exhibit significant improvements in robustness compared
to more traditional neural networks that used embedding systems.

Finally, [2] explored the impact of natural and synthetic noise on character-
based neural machine translation models. Their results indicate that performance
drops roughly linearly with the percentage of tokens changed (in line with both
[10,15]). Among the various types of noise introduced, randomly scrambling
words had the most significant performance impact compared to only swapping
individual characters, scrambling the middle of words, or introducing keyboard
typos (swapping characters with neighboring characters on the keyboard).

This literature review reveals that the image domain has received the most
extensive research attention within this area, with only a handful of publications
exploring the audio and text domains. However, these studies were often limited
in the number of perturbation types and sampling frequency, especially in the
audio domain. Consequently, there is a gap in the literature that we aim to fill
using our experimental setup, which is introduced in the next section.

3 Experimental Setup

To further explore how the strength of data perturbations affects model per-
formance, we ran experiments on three distinct datasets and five deep learn-
ing models covering the three domains: image, audio, and text. In particular,
we employed the ImageNetV2 [13], SpeakerRecognition [7] and AclImDB [8]
datasets for the image, audio and text domain respectively.

ImageNetV2. The ImageNetV2 dataset is a scaled-down version of the original
image classification dataset ImageNet introduced in [3]. It includes 10 images
for each of the 1,000 original classes. For this dataset, we conduct robustness
tests on three different models which are all trained on the original ImageNet
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dataset. Our goal is to analyze how different model architectures respond to
noise in test data. The first model, XCeption, is a convolutional neural network
designed for image recognition tasks with 23 million parameters. The second
architecture, InceptionResnetV2 is significantly larger than XCeption with 56
million parameters. Finally, we also consider the MobileNetV2 model, which is
the smallest of the three models, containing only 3.6 million parameters.

SpeakerRecognition. The SpeakerRecognition dataset comprises 7,501 one-
second audio recordings of speeches delivered by five different political speakers.
We use 6,751 files (90%) from this dataset to train a deep learning model for the
task of identifying the speaker from a given one-second recording.

To accomplish this, we employ a specialized one-dimensional convolutional
neural network architecture optimized for audio processing, as described in the
official Keras documentation [1].

After training the model, we evaluate its performance on the remaining 750
files in the dataset, which are reserved for testing purposes. Our aim is to deter-
mine the effectiveness of our model at accurately recognizing the speaker from
an audio recording.

AclImDB. The AclImDB dataset consists of 50,000 reviews from the ImDB plat-
form, comprising both positive and negative feedback. We use 80% of these
reviews to train a sentiment analysis model, while the remaining 20% is reserved
for conducting our experiment.

For this task, we employ a text classification model architecture that is specif-
ically designed for this purpose, as detailed in the Keras documentation [11]. Our
aim is to evaluate the robustness of the model against noisy test data generated
through various transformations.

The experiment is designed to evaluate each model’s robustness against noisy
test data generated by applying different perturbations to the seed dataset (see
Table 1). To achieve this, we repeatedly apply each perturbator to samples taken
from the seed dataset, gradually increasing the perturbation strength at each
iteration.

We assess the effectiveness of each model on the perturbed dataset and com-
pare it with that of the seed dataset and other datasets with varying degrees of
perturbation. To accomplish this, we rely on the concept of metamorphic rela-
tionships between the seed and mutant inputs which originate from traditional
software testing and describe the relationship between a change in input and the
corresponding change in model output [16]. Put simply, we expect the perturbed
data to have the same target variable as the pristine data.

To ensure a reliable assessment of the underlying relationship between per-
turbation strength and model performance, we sample perturbation intensities
from the full spectrum of possible values. This approach enables us to evaluate
the model’s ability to generalize to a wide range of perturbation strengths and
provides insights into its robustness against noise.
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Table 1. Perturbators applied in the image, audio and text domains

Name Description Varied parameter

Image

Noise Adds salt-and-pepper noise (black and

white speckles) with a ratio of 1 to 1

Percentage of pixels occupied by the

noise ranging from 0% to 30%

Brightness Increases or decreases image bright-

ness

Brightness enhancement factor rang-

ing from 0% (black image) to 300%

where 100% returns the original image

Contrast Increases or decreases image contrast Contrast enhancement factor ranging

from 0% (gray image) to 300% where

100% returns the original image

Sharpness Increases or decreases image sharpness Sharpness enhancement factor rang-

ing from 0% (blurred image) to 300%

where 100% returns the original image

Occlusion Adds black occlusion artefacts at ran-

dom positions with a width and height

sampled from a normal distribution

(μ = 10; σ = 5)

Percentage of occluded pixels ranging

from 0% to 50%

Compression Adds JPEG compression artefacts Inverse JPEG image quality factor

ranging from 0% (no compression) to

100%

Pixelation Pixelates the image by scaling it down

then scaling it up again

Scale-down factor ranging from 0%

(no pixelation) to 90%

Audio

White Noise Adds white noise to the audio signal Noise level ranging from 0% (no noise)

to 100%

Compression Applies MP3 compression to the audio

signal

Compression factor ranging from 0%

(no compression; 320bit/s) to 100%

(8bit/s)

Pitch Changes the pitch of the audio signal

without changing its speed

Number of semitones to shift the pitch

ranging from −12 (down) to +12 (up)

Clipping Clips (i.e. removes) samples above and

below a certain percentile from the

audio signal

Percentage of samples to remove rang-

ing from 0% (original audio) to 80%.

where 80% removes samples below the

10th and above the 90th percentile

Volume Changes the gain of the audio signal Number of decibels to change the gain

from −20 (quieter) to +20 (louder)

Echo Overlays a delayed version of the orig-

inal audio signal

Echo delay ranging from 0 s (no delay)

to 1 s

Text

Typo Randomly switches words in the text

with commonly occurring typos

Probability of changing a given word

into a misspelled version ranging from

0% (original text) to 100%

Word Removal Removes random words from the text Percentage of words to remove ranging

from 0% (original text) to 100%

Word Switch Switches random neighboring words in

the text

Percentage of words to switch ranging

from 0% (original text) to 100%

Character Switch Switches random neighboring charac-

ters in the text

Percentage of characters to switch

ranging from 0% (original text) to

100%
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4 Results

The results indicate that higher levels of perturbation significantly affect model
performance. Figures 1 and 2 visualize the outcomes of our experiments. Figure 1
depicts the relationship between perturbation strength and model performance
for each of the tested ImageNet models. Similarly, Fig. 2 illustrates speaker recog-
nition (left) and sentiment analysis models (right). The figures depict perturba-
tion impacts on the model performance (accuracy). Full experimental results can
be found in our online repository.1

Fig. 1. Impacts of perturbation strength on model performance of ImageNet models

ImageNet. The analysis of Fig. 1 reveals a consistent trend in our experiment:
higher perturbation strengths lead to lower model performance across all models
and perturbation types. In other words, there is a negative correlation between
perturbation strength and model performance, indicating that as perturbation
strength increases, the model’s ability to correctly classify images decreases.

This result was expected and is consistent with previous research (see
[4,6,14]), as stronger perturbations lead to the generation of data less simi-
lar to the original training data. Furthermore, our results indicated that the
1 Available under https://github.com/ecapx/ml-robustness-analysis-paper.

https://github.com/ecapx/ml-robustness-analysis-paper
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three assessed models exhibited a comparable pattern in terms of the correla-
tion between perturbation strength and model performance, with MobileNetV2
consistently demonstrating the lowest performance and being the least resilient
to noise, which may be attributed to its smaller size. The former finding is con-
sistent with previous studies [6,14] while the latter observation does not seem
to align with [14].

Our experiment suggests that the relationship between perturbation strength
and model performance is dependent on the type of perturbation applied. For
instance, the model’s performance for the Noise and Occlusion perturbators
showed a rapid decline at the beginning, with low perturbation strength, and
then plateaued. This finding is consistent with the results reported by [14]. In
contrast, the tested models exhibited robust behavior on the Compression and
Pixelize perturbators at low perturbation strengths, but the models’ performance
deteriorated as the perturbation strength increased. This relationship was also
reported by [4,14] for the Compression perturbator. One explanation for this
is that these perturbators are designed to introduce minimal changes to their
input. The Compression perturbator aims to retain as much information from
the original image as possible while reducing its size, and the Pixelize perturbator
attempts to reconstruct the original image as accurately as possible during the
upscaling phase. It appears that these strategies work well for lower parameter
values, but begin to fail as perturbation strength increases.

For Brightness, Contrast, and Sharpness perturbators, it is important to con-
sider two separate parameter ranges. Values in the range 0 < σ < 1 decrease
image brightness, contrast, or sharpness, while values in the range σ > 1 increase
them. Consequently, the relationship between these parameter ranges and model
performance needs to be explored separately. For the Brightness and Contrast
perturbators, our experiment showed that model performance decreased expo-
nentially when the parameter was reduced below 1 (i.e., making the image darker
or grayer; consistent with [4]), but increased linearly when the parameter was
increased. This is likely due to the fact that image brightness and contrast have
an open upper range, but a hard lower limit of 0 as the resulting image is then
entirely black or gray with no discernible contents. Images with higher parameter
settings may become blown out or over-sharpened but still recognizable.

The Sharpness perturbator appeared to have little effect on model perfor-
mance. Surprisingly, the highest model performance was achieved by slightly
increasing sharpness, and even very high or very low parameter values did not
have a significant impact though we did notice that the PIL library used for
generating these perturbations only produced a slightly blurred image, even for
sharpness values of 0. This contradicts the findings of [4], who reported that blur
(sharpness values smaller than 1) had a significant impact on performance.

Speaker Recognition. It is evident that higher perturbation strength results
in lower model performance (as shown in the left column of Fig. 2). This
is consistent with previous studies [5,9,12], however, no clear and consistent
trend could be identified across different types of perturbations. Impact of the
White Noise perturbator was minimal at very low perturbation strengths, but
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quickly increased before settling into a linear relationship. This can possibly
be attributed to the fact that some of the seed recordings already had a small
amount of white noise, which could have helped the model perform reasonably
well with low levels of noise but resulted in poor performance on higher-noise
test cases. Nevertheless, this finding is consistent with previous studies such as
[12].

Fig. 2. Relation between perturbation strength and model performance per perturba-
tor from the perturbation strength experiment for the sentiment analysis (left) and
speaker recognition models (right)

Similarly, the Compression perturbator had no significant impact on model
performance until a high perturbation strength was reached. This can probably
be attributed to the fact that, just like in the image domain, compression algo-
rithms are capable of retaining a large amount of information from the seed input
at low strengths. Moreover, the dataset used for evaluating the speaker recogni-
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tion model is already of fairly low audio quality, so the compression perturbator
likely does not remove much valuable information in general.

Model performance on the Pitch perturbator showed a bell-shaped curve,
dropping rapidly for parameter settings close to the seed and then flattening out
for stronger perturbation strengths. This is expected as both higher and lower
pitch recordings should equally affect model performance. However, the curve
flattens out for very high and very low parameter values because the random
guessing accuracy is around 20% (the dataset contains five classes), and the
model’s accuracy approaches this level.

The Clipping perturbator was found to create linear impact on model perfor-
mance, which is consistent with the expectation that removing more information
from the seed audio recordings would lead to a performance decrease. However,
even at high levels of clipping, model performance remained relatively high,
reaching an accuracy of around 50%. This finding suggests that only 20% of the
samples are necessary to classify a recording correctly with 50% accuracy.

The relation between model performance and Volume exhibited a normal
distribution, with little change observed for perturbations close to the seed vol-
ume. The model demonstrated robustness to small changes, possibly due to the
variations in volume levels in the training examples. Lower volume had a more
significant impact on performance than higher volume, likely due to the loss
of information resulting from a strong reduction in audio volume, while higher
volumes make the recording more difficult to recognize.

The Echo perturbator had minimal impact on model performance for all per-
turbation strengths. This evaluation may not accurately depict the true impact,
as the speaker recognition model only analyzes the first second of audio. As a
result, the diagram depicting different echo delays appears to be mirrored around
the 0.5 second mark, and any echoes with a delay of more than 0.5 seconds are
truncated at the end. Moreover, echoes with a delay of one second or more are
not included at all. Therefore, an echo delay of 0.5 seconds represents the maxi-
mum perturbation strength. Not surprisingly, this also corresponds to the lowest
model performance.

Sentiment Analysis. Regarding the sentiment analysis model (right column of
Fig. 2), it is evident that performance decreased with increasing perturbation
strength for most of the tested perturbators. This is consistent with the findings
in [2,10], albeit these studies focused on different NLP tasks.

The Typo perturbation strength appeared to have a linear negative rela-
tionship with model performance, which was anticipated. As more typos are
introduced, less information becomes available for classification, resulting in a
gradual decrease in performance.

Likewise, the impact of the Word Removal perturbator on model performance
exhibited a linear relationship at low and medium parameter values. However, at
higher intensities, performance decreased rapidly to around 50% (random guess-
ing). This finding can be attributed to the fact that the sentiment of a document
can be inferred from more than just a single word in the document. Therefore, as
long as some indicative words remain from the seed text (at lower perturbation
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strengths), the model’s performance remains relatively high. However, once all
of these sentiment-indicative words are removed, performance drops drastically.

Interestingly, the Word Switch perturbator did not seem to affect model
performance, regardless of the perturbation strength. This might be because, at
least for this dataset, sentiment classification problems can be largely resolved
by simple keyword extraction. Thus, the model likely checks for the presence of
certain sentiment-indicating words and ignores word order.

Finally, the Character Switch exhibited a linear relationship, with a more
rapid decrease at lower perturbation strengths. This result could be explained
by the fact that changing more than one character inside a word has little to
no impact on performance since the model might not recognize the word in
either case. At higher perturbation strengths, the likelihood of switching multiple
characters in the same word increases, which reduces the additional performance
penalty introduced by the perturbation.

5 Conclusion

According to our experimental findings, it is likely that increasing the strength
of data perturbation causes a decline in model performance. This is consistent
with the idea that models work best when given data is comparable to train-
ing data. Characteristics of models and datasets, as well as tested perturbators,
significantly influence the shape of this correlation. While some perturbators
showed both linear and exponential correlations, others had linear or exponen-
tial relationships between perturbation strength and model performance. These
findings suggest that the type of noise introduced in the data and the model
properties can have a significant impact on model performance. Consequently,
we recommend researchers and practitioners to conduct comprehensive testing
on their model involving various types of perturbators and strength levels to
uncover robustness-related issues which could impact real-world performance.

In future work, we plan to expand our experiments by testing a wider range of
models, datasets, and perturbation types. Particularly models in the audio and
text domain which have not received much research attention yet are of interest.
Moreover, we believe that exploring additional rule-based algorithms, as well as
perturbators based on neural networks like GANs, could yield more realistic test
cases (e.g., by incorporating predetermined rules for creating grammatical errors
in genuine text). This could provide more insights into how models behave when
faced with more complex and varied forms of data perturbations.

Furthermore, data may be perturbed in multiple ways, such as containing
both noise and compression artifacts. Therefore, researching the impact of com-
binations of data perturbations may shed light on whether compounding pertur-
bations causes a proportional or disproportionate decline in model performance.
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Abstract. Identifying small dolphin species based on their vocalizations
remains a challenging task due to their similar vocal signatures and fre-
quency modulation patterns, particularly when the available data sets
are relatively limited. To address this issue, a new feature set has been
introduced that focuses on capturing both the predominant frequency
range of the vocalizations and other higher level details in the spectral
contour, which are valuable for distinguishing between small dolphin
species. These features are computed from two distinct representations
of the vocalizations: the short time Fourier transform and Mel frequency
cepstral coefficients. By utilizing these features with two popular clas-
sifiers (K-Nearest Neighbors and Support Vector Machines), a model
accuracy of 95.47% has been achieved, representing an improvement over
previous studies.

Keywords: Bio-acoustic classification · Cetaceans · Bio-acoustic
signal processing · Supervised classification

1 Introduction and Related Work

Passive acoustic monitoring (PAM) is a cost-effective method to detect the pres-
ence of cetaceans. Long-term deployments in specific areas can inform on the
presence of certain species and their activity. However, the inability to confi-
dently identify many cetacean species, based on their vocalizations, has lim-
ited its contribution to the research, conservation and management of impacts
on cetaceans. The development of automated tools to recognize these cetacean
species from acoustic recordings would bring considerable biological value to the
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data collected by PAM and allow the efficient processing of large amounts of
data produced by this method.

Signal processing techniques that analyze cetacean vocalizations have been
used in tasks ranging from the classification of different calls from a single species
[4,16,20], to the distinction between different cetacean species which include
whales and dolphins [3,5,9,13]. These works suggest the use of a variety of dis-
tinct features such as several statistical acoustic features [3,9] or Mel frequency
cepstral coefficients (MFCCs) [17,20]. However, when we focus on dolphin vocal-
izations alone, these studies miss to achieve an accurate way to properly distin-
guish the species, as shown by their results, with accuracy ranging from 37.3 to
93% [13], 43.1 to 69.7% [3], 34.1 to 68.4% [9] and 54 to 75% [5]. Recent works
present models with better accuracy values (up to 90.4%), although still with
some variance among species, based on a limited data set or centered on a single
recording location or largely based on an existing software [1,6,17].

In recent years, Convolution Neural Networks (CNN) architectures have been
used for bio-acoustic classification. These can be divided into custom architecture
or well-defined and trained ones. As an example for a custom, and small, neural
network architecture [12] used an Artificial Neural Network (ANN) with a single
hidden layer and used time features extracted after applying Wavelet Transform
as input data. This implementation achieved accuracy values greater than 95%
in the detecting sperm whales and long-finned pilot whales, showing that, as
long as the data sets are large enough, high accuracy can be obtained using even
simple CNN. As an example of trained architecture, a CNN model [11] was used
to classify whale’s whistles, achieving 95% accuracy.

This paper proposes a new set of features derived from spectral representa-
tions of dolphin vocalizations that is capable of distinguishing four small dolphin
species while using recording locations ranging from North America to Southern
Europe. This set of features facilitates the distinction of these species, in spite of
their underlying similar vocal signatures. This claim is validated by tests made
with popular classifiers such as K-Nearest Neighbors (KNN) and Support Vector
Machines (SVM). The proposed features are derived from the time-spectral rep-
resentation of the vocalizations obtained from two different approaches: the first
uses the magnitude spectrogram of the short time Fourier transform (STFT); the
second uses MFCCs, which have been shown as a viable approach in bio-acoustic
classification for several species [8,19], including cetaceans [18,24].

Experimental results show the viability of the proposed feature set in dis-
tinguishing small dolphin species, while reaching a global model accuracy of
95.47%. The individual species accuracy ranges from 91.86% to 98.51%, which
shows improvement over previous studies. This approach outperforms CNN mod-
els when the available datasets are not large enough to train these networks.

2 Features

The proposed feature set is composed of five different features. Their extraction
process is performed over the time-frequency representation of the vocalizations.
This may be either magnitude spectrograms of the STFT (computed with a
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Fig. 1. Spectrograms of samples of four different dolphin species’ vocalizations. From
left to right, top to bottom: Delphinus delphis, Tursiops truncatus, Stenella frontalis,
Stenella coeruleoalba.

Hanning window of length 512 and an overlap of 256), or the MFCCs matrix
(computed with the same parameters as those used for the STFT).

The proposed features encompass two distinct approaches to the analysis of
the vocalizations. The first approach, which culminates in the creation of three
spectral analysis features, tries to capture what we call the predominant fre-
quency components, which can be a good indicator of the frequency distribution
and range of the species’ vocalizations. However, since the vocalizations of most
dolphin species boast a wide frequency range that overlaps among species [2]
(Fig. 1), in theory those three features may not be sufficient to properly distin-
guish vocalizations of distinct dolphin species. To overcome this limitation, we
developed two additional features we called the contour analysis features,
which intent to express some of the higher-level details in the patterns of the
vocalization’s spectral representation.

2.1 The Spectral Analysis Features

For simplicity, when we need to refer to both the frequency bins in the spectro-
gram and the coefficients in the MFCC matrix we use the term bin/coefficient.
Also, the term vocalization sample may be referred by signal in this paper.

The Spectral Analysis Features (SAF) subset is composed of three distinct
features. The first one aims to reflect the magnitude of each vocalization sample s
for each bin/coefficient f into which the frequency range is divided. This feature
is defined by:
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MS(s,f) =
∑

t∈T
m(s, f, t) . (1)

Thus, considering that m(s, f, t) is the magnitude of signal s for bin/coefficient f
and time slice t, then MS(s,f) mirrors the magnitude sum of signal s in f consid-
ering all the individual magnitudes for time slices into which the spectrogram is
divided. T is the set of time slices. In fact,MS(s,f) can be seen as a group of sub
features that characterize signal s, each one referring to the specific frequency
bin/coefficient f , however, given that the calculation of each one is identical, for
simplicity we refer to it as just one feature.

The second feature of SAF measures the coefficient of variation of the magni-
tudes in the spectral representation of each signal s. This feature, CV(s), assesses
the relative variation of the magnitude of s along different bin/coefficient com-
ponents. This may help to discriminate among different species that vocalize in
similar frequency bands, but showing different relative global variations of mag-
nitude along the different frequency bands. So, CV (s) is calculated by the ratio
of the standard deviation of the overall magnitudes of the bin/coefficients for
signal s, to the mean of those magnitudes. Thus, let MS(s)) denote this mean:

MS(s) =

‖F‖−1∑
f=0

MS(s,f)

‖F‖ (2)

where MS(s,f) is calculated by (1) and F is the set of all considered
bin/coefficients. Then,

CV(s) =

√
1

‖F‖
∑

f∈F

(
MS(s,f) − MS(s)

)2

MS(s)
. (3)

The third feature of SAF intends to highlight the average absolute difference
between two consecutive bin/coefficient maximum magnitudes considering all
different time slices, for signal s. This is calculated by the following expression:

Edginess(s) =

‖F‖−2∑
f=0

|max
t

(m(s, f, t)) − max
t

(m(s, f + 1, t))|

‖F‖ − 1
. (4)

Again, m(s, f, t) is the magnitude of signal s for bin/coefficient f on time slice
t, being f and f + 1 adjacent frequency bins or MFCC coefficients. Thus, Edgi-
ness(.) provides an insight on how edgy/unsmooth the progression of the vocal-
ization magnitude is along the frequency axis. In other words, by averaging the
absolute differences between the maximums of contiguous frequency bins, this
feature can help to distinguish species that show more interruptions in the vocal-
ization contour over frequency, from others that vocalize more smoothly. Thus,
a vocalization with a steady pattern (top left Fig. 1) would score a lower Edgi-
ness(.) than a one with a more erratic behaviour (top right Fig. 1); this can help
to discriminate vocalizations from different species like these.
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Fig. 2. Detection of peak in a time frame with a minimum required prominence. The
selected peak (x) will be valid if the prominence (Pr) for the lowest-valued contour of its
two immediate neighbors corresponds at least to the 95th percentile of the magnitude
present in that time frame. The relative magnitude of the contours within the window
to which peak x belongs is represented in the graph on the right part of the figure,
although the same relative differences are not noticeable in the spectrogram.

2.2 The Contour Analysis Features

As referred above, the SAF features may not be informative enough to charac-
terize and consequently distinguish dolphin species. Therefore, we developed the
subset of the Contour Analysis Features (CAF), which focus on describing the
vocalization’s contour: (i) the vocalization slope unsteadiness (VSU(s)), which
portrays how unsteady is signal slope in the frequency progression over time; and
(ii) the number of inflection points (InflecNum(s)) that occur in the frequency
contours of signal s, over time.

The first step on the computation of these features, is to detect the vocal
contours in the magnitude spectrograms. For this, we apply a peak tracking tech-
nique to the magnitude spectrogram based on the MQ modeling and PARSHL
techniques [14,15,22]. This process starts by looking for the dominant intensity
peaks in each time frame. Due to the characteristics of real-world signals, we can-
not simply consider the local maxima in the frame, as too many maxima could
be found. Thus, after finding the local maxima, these are filtered out by a peak
prominence criterion that compares the height of the peak with the height of its
immediate neighbors, which here are the 4 consecutive frequency bins around
the peak (Fig. 2). The detection of these local magnitude peaks in successive
time frames may still express an unpolished vocalization pattern to which we
then apply a clustering algorithm to remove outliers and to obtain clusters of
different sections of the vocalization frequency contours. The density-based spa-
tial clustering of applications with noise (DBSCAN) algorithm [7] (with eps =
11 and min samples = 12) is used for this purpose. However, sometimes this
approach may still keep some low density clusters which correspond to back-
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Fig. 3. Frequency contour clusters of a vocalization of Stenella coeruleoalba after apply-
ing peak tracking and DBSCAN (left) and successive density based cluster filtering
approach to remove low density clusters (right).

ground noise and thus, need to be filtered out. To do so, we determine each of
the clusters’ density by estimating the average number of neighbors within a
given radius to each point in the cluster, and then filtering out the clusters that
have a bellow average cluster density. Figure 3 shows an example of the outcome
of this process.

These clusters will be the foundation for the two features in subset CAF. As
both metrics rely on intermediate time instance calculations, the spectrogram
is divided into n time segments (which we set to n = 10 in our tests) and we
compute the slope of each cluster in the segments. For each cluster c of signal s
in time segment [ti, ti + Δt∗], the first active point (Pti(c)) and the last active
point (Pti+Δt∗(c)) of the cluster in the segment are used as a base to calculate
the slope of the cluster in that segment, that is Sti(c):

Sti(c) =
FPti+Δt∗ (c) − FPti

(c)

Δt∗
(5)

where Δt∗ is an approximate value of time interval Δt = ti+1 − ti, since the first
and the last active points in the cluster may not coincide with those precise time
instances, ti and ti+1. FPti

(c) is the average frequency value of points within a
smaller time window of size 2 ti+1−ti

n , where n = 10, surrounding the closest point
P to time instance t, (ti or ti+1). This approach is used as a way to more closely
capture the real slope of the cluster, as the true frequency value of the closest
point to time instance t could be itself an outlier and misrepresent the true
cluster’s slope at that time. With this, it is possible to estimate how unsteady
is the cluster in the frequency slope progression over time, by calculating the
average slope difference from adjacent time segments for cluster c:

ClustSlopeUnsteadiness(c) =

‖T‖−1∑
i=1

Sti+1(c) − Sti(c)

‖T‖ − 1
(6)

where T is the set of all time segments into which the spectrogram is divided.
Since the vocalization in the spectrogram contains several clusters, the first fea-
ture in CAF is expressed by the average ClustSlopeUnsteadiness(.) value for
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each cluster in the spectrogram, expressing how unsteady is vocalization s in
the frequency slope progression over time:

VSU(s) =

∑
c∈C(s)

ClustSlopeUnsteadiness(c)

‖C(s)‖ (7)

where C(s) represents the set of clusters of vocalization s.
The second feature of CAF regards the number of inflection points detected

for each cluster, i.e. the number of shifts between up-sweeps and down-sweeps
in the cluster curves of vocalization s, which is given by:

InflecNum(s) =
∑

c∈C(s)

‖T‖−1∑

i=1

0(Sti
(c)×Sti+1 (c)+|Sti

(c)×Sti+1 (c)|) . (8)

Thus, by using the property that expresses that 00 = 1 and 0x = 0 ∀x ∈ R
�
+,

where R
�
+ = {x ∈ R|x > 0}, we add the product of the slopes St(c) of adjacent

time intervals to the absolute value of that product, and use it as the exponent
of base 0. This way, when slopes of adjacent time intervals carry opposite signs,
the exponent is 0 and an inflection in the pattern is detected. As it is shown in
(8), this is applied to every cluster in signal s, resulting in the final number of
inflections in the vocalization.

3 Classification

3.1 Data

In order to train and validate the proposed feature set, we assembled a dataset
containing vocalizations of four distinct dolphin species: Short-beaked com-
mon dolphin (Delphinus delphis), Atlantic spotted dolphin (Stenella frontalis),
Striped dolphin (Stenella coeruleoalba) and Bottlenose dolphin (Tursiops trun-
catus). This dataset comprises 910 one-second recording samples, downsampled
to 40 kHz. This particular sampling rate was chosen due to being the minimum
sampling rate of the recordings used in our study. This dataset encompasses
recordings obtained by the Madeira Whale Museum (MWM) and others from
the Watkins Marine Mammal Sound Database (WMMSD)[21].

The small dolphins acoustic recordings from Madeira were collected by the
MWM scientific team during dedicated boat surveys. Whenever there were good
weather conditions and a group of dolphins of the species of interest was sighted,
the boat stopped in the vicinity of the group and a compact self-contained under-
water sound recorder (SoundTrap 300 series, model HF, recording the 20 Hz–
150 kHz bandwidth) was deployed in continuous recording mode. The device
recorded at 10 m depth and was kept floating by a system of buoys of different
sizes connected by an elastic rope to the recorder. This layout was used to min-
imize the waves driven vertical movement of the device which generates noise
as the recorder moves through the water. The boat waited 100 m away with the
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Table 1. Distribution of recordings by its original source.

Species WMMSD MWM Total

Delphinus delphis (D delphis) 238 164 402

Stenella frontalis (S frontalis) 165 31 196

Stenella coeruleoalba (S coeruleoalba) 134 0 134

Tursiops truncatus (T truncatus) 42 136 178

engine off while the device was recording. To diversify our recording samples, we
ensure at least two distinct recording locations for each of the species present in
the dataset, which is done by including data from WMMSD. Table 1 shows the
source distribution of the recordings among the four species.

In order to reduce low frequency noise, which is predominant in some record-
ings, a 4th order Butterworth high-pass filter was applied with a cutoff frequency
of 1000 Hz. Due to the wide frequency range the vocalizations of these species
can reach, a higher cutoff value was not used, as it could have withhold relevant
information.

3.2 The Training Phase

Before proceeding to the training of the classification models, as the features span
different values of magnitude, they were normalized to become equally weighted.
Even though we presented five features, one of them, MS(s,f), can be reflected as
a group of sub features, as mentioned in Sect. 2.1, in fact up to 257 sub features
(number of frequency bins in the spectrogram when the STFT representation is
used). This led us to use independent component analysis (ICA) for redundancy
reduction (with the FastICA algorithm). This reduced the whole feature set into
8 independent components while minimizing the amount of mutual information
among them [10]. SVM and KNN classifiers were chosen since they presented
the best results during the experiments. Thus, in order to estimate the hyper-
parameters of the models (C and gamma for SVM with the radial basis function
(RBF) kernel, and parameter k for KNN), a grid search approach was used with
5-fold cross-validation. Following the estimation of the optimal hyper-parameters
and the parameter, to mitigate the effects of the relatively small dataset, the final
training of each model is performed by using leave-one-out cross-validation, from
which the final model accuracy is estimated.

4 Results and Discussion

In order to have representative results, we run several tests, each with a given
combination of features, a specific spectral representation and classification
model. Each test was run 10 times. With the cumulative predictions of those
runs, we estimated the general model accuracy (ModAcc) and each species accu-
racy for a given test parameterization. As mentioned in Sects. 1 and 2 we used
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Table 2. Accuracy results for KNN. The first column shows the data representation,
while the set of features is indicated in the second column.

D delphis

(%)

S frontalis
(%)

S coeruleoalba
(%)

T truncatus
(%)

ModAcc (%)

STFT a 83.51 97.98 88.88 90.30 90.17

b 79.25 93.58 86.34 85.97 86.28

c 80.52 92.98 85.07 85.67 86.06

d 84.18 97.39 88.81 91.11 90.37

MFCC20 a 85.89 98.36 89.10 90.60 90.99

b 70.00 88.88 89.63 82.83 82.84

c 77.31 93.28 89.85 86.34 86.70

d 77.24 97.84 89.70 90.67 88.86

MFCC40 a 87.91 97.54 95.15 93.43 93.51

b 74.78 87.31 91.34 85.22 84.66

c 82.39 92.31 94.48 86.94 89.03

d 80.67 95.89 93.66 92.98 90.80

distinct representation approaches: (i) the STFT, and MFCCs with (ii) 20 coef-
ficients, and (iii) 40 coefficients. For each of these representations we tested four
different combinations of features: (a)—the features of subset SAF; (b)—all in
SAF and the two features of subset CAF; (c)—all in SAF and feature VSU(.)
from CAF; and (d)—all in SAF and feature InflecNum(.) from CAF. The results
of these tests for KNN and SVM can be seen in Tables 2 and 3, respectively.

Table 3. Accuracy results for SVM with RBF kernel. The first two columns indicate
the data representation and the set of features.

D delphis

(%)

S frontalis
(%)

S coeruleoalba
(%)

T truncatus
(%)

ModAcc (%)

a 83.73 96.94 93.43 91.11 91.31

STFT b 81.64 95.15 90.82 85.30 88.23

c 82.24 94.78 90.75 86.86 88.66

d 83.13 97.54 92.76 89.70 90.78

a 90.22 96.64 95.60 91.42 93.47

MFCC20 b 86.49 94.10 95.82 89.25 91.41

c 87.54 95.15 95.07 89.32 91.77

d 89.48 96.34 96.87 93.43 94.03

a 91.86 96.19 98.51 95.30 95.47

MFCC40 b 85.67 91.94 96.87 92.24 91.60

c 88.43 93.13 97.69 92.91 93.04

d 89.63 94.25 97.23 94.10 93.80
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Table 4. Model accuracy for each CNN model and different batch sizes.

Species Batch size ModAcc (%)

CM1 64 81.68

CM1 100 82.78

CM2 64 85.89

CM2 100 75.46

InceptionV3 64 80.03

InceptionV3 100 73.26

The results show that using the MFCCs representation produces more accu-
rate models than the STFT while reaching a maximum overall model accuracy
of 95.47% (Table 3, test MFCC40 − a ). Also, doubling the number of MFCCs
yielded better results with both classifiers for almost all of the shown combi-
nation of features. This may be due to the greater detail at high frequencies
achieved with the increase in the number of coefficients. Since SAF alone (a)
provides better overall results than the joint test with both SAF and CAF (b),
at first sight it may seem that CAF brings no new useful information to the
classification of the species. However, by analyzing the results when introducing
the features of CAF individually (c and d), it is possible to observe instances
where some species improved their individual accuracy for a given time-spectral
representation. This means that if more species are taken into consideration, the
features in CAF may be useful as they can potentially enrich the discrimination
capabilities of the whole feature set SAF ∪ CAF. For instance, when introducing
the InflecNum(.) feature on test MFCC20−d with the SVM classifier, there was
an improvement in the individual accuracy for Stenella coeruleoalba and Tursiops
truncatus, by 1.27% and 2.01% respectively. This increase in turn contributed
to the the best model accuracy obtained when using MFCC20 and second best
overall independently of the classifier used.

In order to test Deep Learning CNN models using limited datasets, the same
dataset from Table 1 was used. Thus, CNN only receive as input magnitude
spectrograms obtained from a STFT time-frequency representation (window and
frame size of 512). Three different models of CNN were tested over 50 epochs,
while testing two different batch sizes (64 and 100), using a learning rate of
0.0001, a decay of 0.001 and a frame and window size of 512. The tested models
consist of two custom made models (CM1 and CM2) and the InceptionV3 model
[23]. Both custom models are mainly composed by the same layer schematics,
however, CM1 uses even shaped kernels in the convolution layers ([7×7] with
stride 4 and [5×5] with stride 2), and CM2 uses rectangular kernels which are
taller than wider ([10×2] with stride 2 and [20×4] with stride 4). Table 4 shows
that global accuracy for CNN models ranged from 73.26% (for InceptionV3 using
batch size of 100) to 85.89% (for CM2 using batch size of 64). By comparison
with the results of Tables 3 and 2, we can conclude that when the datasets are
limited, the proposal presented in this paper outperforms the CNN models.
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5 Conclusion

This paper proposes a new set of acoustic features capable of distinguishing small
dolphin species by their vocalizations. These features were developed with two
objectives in mind: (1) to identify a signal’s predominant frequency components
and (2) to identify higher-level details in the vocalization patterns. The obtained
results suggest that these approaches complement each other as they contribute
to an improvement in the accuracy of the models. The best results were obtained
using SVM with 40 MFCCs and the features from subset SAF. A global accuracy
of 95.47% was achieved, resulting from the following individual accuracy: 91.86%
(Delphinus delphis); 96.19% (Stenella frontalis); 98.51% (Stenella coeruleoalba);
95.30% (Tursiops truncatus). To the best of our knowledge, these values sur-
passed the results of previous studies on the task of dolphin classification, for
limited datasets thus preventing deep learning approaches from producing high
accuracy. The application of these results can be highly relevant in the context
of small dolphin PAM taking place in the archipelago of Madeira and worldwide.
In spite of the introduction of the features belonging to the contour analysis fea-
ture subset (CAF) not being able to consistently outperform the ones from SAF
alone, they show promising results as they could enrich the ability to distinguish
wider sets of species. Due to this, in future work we plan to extend this study
to other cetacean species, as well as other classification approaches such as with
deep learning CNN using large datasets.
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Abstract. Probabilistic supervised learning within the Bayesian
paradigm typically use Gaussian Processes (GPs) to model the sought
function, and provide a means for securing reliable uncertainties in said
functional learning, while offering interpretability. Prediction of the out-
put of such a learnt function is closed-form in this approach. In this work,
we present GP based learning of the functional relation between two vari-
ables, using various kinds of kernels that are called in to parametrise the
covariance function of the invoked GP. However, such covariance kernels
are typically parametric in the literature, with hyperparameters that are
learnt from the data. Here, we discuss a new nonparametric covariance
kernel, and compare its performance against existing non-stationary and
stationary kernels, as well as against Deep Neural Networks. We present
results on both univariate and multivariate data, to demonstrate the
range of applicability of the presented learning scheme.

Keywords: Covariance kernel hyperparameter · Stationary ·
Nonparametric · Markov Chain Monte Carlo · Gaussian process

1 Introduction

Prediction or interpolation within any supervised learning setup, is predicated
upon the learning of the functional relationship between the response (or target)
and the predictor variables (or input variables). For accurate predictions, it is
desirable to perform the learning of this sought function as reliably as possible;
additionally, one wishes to rely minimally on parametric models of the sought
function, to ensure high generalisability of the approach. Predictions follow-
ing such functional learning have been undertaken in a wide set of application
areas, such as epidemiology [6]; underground construction and tunnel making
industry [3]; gold mining industry [2]; nuclear power plants [11]; energy stor-
age and management systems [18]; crop yield [1]; species breeding [7] etc. All
these applications—including accuracy-sensitive domains such as medicine [4];
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information security [17]—require robust; interpretable; and objective uncertain-
ties in the learning of the sought functional relationship, and of the undertaken
prediction—given the inherent uncertainty and variability present in the input
data [3,11,13,15].

If a parametric form is assigned to a sought function—such as fitting
splines/wavelets to the data—then not only does this approach become difficult
to generalise to high-dimensional situations, but the method would also neglect
the measured observed uncertainties on the output values, at respective designed
inputs. Importantly, parametric learning does not capture the correlation struc-
ture of the sought function. Given this, we seek nonparametric learning of the
sought function, where the very form of the sought function is learnt. In the
Bayesian paradigm, the sought function being an unknown, is considered to be
random, which is essentially treated as a sample function of a stochastic process.
A popular choice of this stochastic process in such nonparametric learning of a
sought function is a Gaussian Process (GP) [10], that imposes minimal restric-
tions on the sought function and allows for simplicity in the computation, as well
as generalisability across dimensions. The usage of Bayesian inference techniques
towards objective specification of the parameterisation relevant to the invoked
GP, is adumbrated by the parametrisation of the covariance function of the GP
with covariance kernels. A covariance kernel is a positive-definite function that
offers the correlation between two variables that are the outputs at respective
inputs, in terms of a distance between these input values. Thus, in the popular
Square Exponential (SQE) covariance kernel, the correlation between the stan-
dardised outputs of the sought function at two chosen input values, is Normal
with zero mean, in the Euclidean distance between these inputs. Variance of this
Normal density is driven by the “length scale hyperparameters”. Said hyperpa-
rameters inform on the scale over which correlation fades along each direction
in input space. These are typically treated as unknowns that are learnt from the
data. Thus, the data-driven length scale hyperparameters drive the correlation
structure of the sought function that represents the relationship between the
input and output variables.

Then kernel-based parametrisation of the GP covariance function, needs to
be such that (s.t.) these correlation-driving kernel hyperparameters adapt to
the unevenness or inhomogeneities in the correlation structure of the available
data on the output variable. However, treating the hyperparameters as unknown
constants—that are learnt from the data—falls short of the need for such adap-
tiveness to inhomogeneities in the correlation in this data. This motivates the
need for non-stationary of covariance kernels, the very structure of which is s.t.
the kernel is specific to a particular location in input space [9,10,12]. Even such
non-stationary kernels are however parametric—as are all kernels discussed in
the literature, [9,12]—so that the correct implementation of location-specificity
in the parametric form of the kernel will demand the learning of a large number
of hyperparameters, it would appear. An alternative route is the usage of a kernel
that is not parametric, but one which can be shown to adapt to inhomogeneities
in the correlation structure of the data. In this paper, we introduce a new non-
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parametric kernel that demands the learning of a few kernel hyperparameters,
given the data at hand, within a Markov Chain Monte Carlo (MCMC) [8] led
inferential framework.

The rest of the paper is organized as follows. The model of our proposed
nonparametric kernel is briefly stated in Sect. 2. Section 3 presents a detailed
case study for empirical illustration of the said methods along with the data and
the models for each cases. In the Sect. 4 we present the predictive results for each
case along with the comparative results.

2 Model

An MCMC chain is run with the data at hand, to perform inference on all
those parameters that contribute to the learning of the sought functional rela-
tion between the input and output variables. We refer to this functional rela-
tionship as the “mother function” hereon, and refer to the GP that generates
it, to be the “mother GP”. In our work, each hyperparameter of the new non-
parametric kernel function that we introduce, is modelled as a function of the
sample function of the “mother GP”, with all these hyperparameters embedded
within an SQE-looking form that we have chosen to assign to our nonparametric
kernel. Of course, with the hyperparameters of such a kernel modelled as ran-
dom functions—instead of unknown constants—our “SQE-looking” kernel is not
parametric, and definitely not SQE in form. Since each sample function of the
“mother GP” is generated in an iteration of the MCMC chain, dependence of
each hyperparameter on the sample function of the ”mother GP” implies that
each kernel hyperparameter is a function of the iteration index, where each such
function is unknown. We model each such function with a distinct “inner GP”.
Then any “inner GP” is essentially distinct from the “mother GP” that lies at
the outer layer of our learning strategy. Since any real-valued function of the
iteration index is continuous—as are all mappings from N to R—each “inner
GP” that generates such a continuous function, can be shown to be stationary.
Thus, our new two-layered learning strategy has a non-stationary “mother GP”
that nestes within itself, multiple stationary “inner GP”s.

In majority of the GP literature, the kernel hyperparameters are learnt
through gradient based optimisation methods for maximisation of the GP
marginal likelihood. Then point estimates for the learnt values of the hyperpa-
rameters are obtained, which in turn are used to evaluate the posterior predictive
distribution. Reference [16] criticises this widely used approach by stating that
point estimates of the hyperparameters fail to include comprehensive uncertain-
ties, contributing thereby to over-confident predictions. Non-convexity of the
marginal likelihood might also cause unreliable estimates of hyperparameter
values at local minima, and presence of multiple modes may affect the inter-
pretability of the kernel hyperparameters. In this work on the other hand, we
have used a fully Bayesian setup i.e. Markov Chain Monte Carlo based infer-
ence is used to learn uncertainty-included values of the hyperparameters of the
covariance kernel. This allows avoidance of the aforementioned shortcomings of
optimisation.
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3 Empirical Illustration

Often electricity production companies need to know the balance between elec-
tricity production, and electricity consumption, as this balance helps determine
efficiency of the management and control of relevant resources and involved
costs. For this purpose such energy companies require effective predictions of
the demand of electricity. This is the context of the empirical illustrations that
we discuss in this paper.

We use power consumption data in Tetouan city, that is located in north
Morocco [5,14]. The data includes observations from the 1st of January, 2017,
to the 31st of December of that year, recorded every 10 minutes. In fact this
recorded time series data includes values of five meteorological parameters—
including temperature, humidity, wind speed, general diffuse flows and diffuse
flows—and the corresponding value of the energy consumption in the three zones
that the power distribution in this city is divided into. We however add the
power consumption data across these three zones, and refer to our output vari-
able as the “integrated power consumption” in this city. In the univariate setup
we model temperature as the input and integrated power consumption as the
output variable. In the multivariate set up we have used the four-dimensional
input vector consisting of temperature, humidity, wind speeds and diffuse flows
along with the same output as in univariate case. Indeed we use only four of
the available five input variables in the multivariate model, since wind speed
and general diffuse flows are highly correlated variables, that appear as linear
transformations of each other. We resample randomly from the full Tetouan City
dataset, to construct a training data set of size 203, and a test data set of size
50, while ensuring that no date and no time of observation is replicated amongst
the instances at which the observations are considered.

3.1 Model for Univariate Case

Let Dtrain be the training data that consists of pairs of input and output values,
i.e. Dtrain = {(xi, yi)}M

i=1. We aim to learn the functional relationship f(·) that
expresses the relation between input temperature that we denote as X, and the
output integrated power consumption, which is denoted by Y . Then Y = f(X)
where f : R −→ R≥0. We seek to learn the sought function f(·) by treating f(·)
as an unknown, which in the Bayesian paradigm translates to f(·) being modelled
as a function-valued random variable, or rather a random function in this case.
Then by definition, f(·) is ascribed a probability distribution. A probability
distribution on the space of functions is given by a stochastic process. So we
model f(·) as a realisation from a process. For maximal generalisability and ease
of computation, we choose this process to be a GP .

So f(·) ∼ GP (μ(·), cov(·, ·)), where μ(·) and cov(·, ·) are the mean and covari-
ance functions of the GP that generates the sought function f(·). Then by def-
inition, the joint probability of a finite number of realisations of f(·)—such as
M realisations of f(·) at the M design points x1, . . . , xM in the training data
Dtrain—is multivariate Normal, with the M -dimensional mean vector µ and
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covariance matrix Σ(M×M). We parametrise matrix Σ by saying that the ijth
element of this matrix that represents the covariance between the variable Yi—
that represents the output at X = xi—and Yj , is modelled as a covariance
function K(·, ·) of a distance between the inputs xi and xj at which these out-
put variables are realised. Here i, j = 1, . . . ,M . As the joint of f(x1), . . . , f(xM )
is multivariate Normal, with mean µ, and covariance matrix Σ = [K(xi, xj)],
it implies that the joint of Y1, . . . , YM is multivariate Normal. But the joint
of these M output variables, is the probability of the data on Y . In fact, it
is a conditional probability—conditional on the parameters of the mean and
the covariance matrix. As we will parametrise the covariance matrix Σ with
the kernel function K(·, ·) that bears hyperparameters (such as the length scale
hyperparameter � that we will soon discuss in detail), the probability of the
data on Y is conditional on these kernel hyperparameters. But the probability
of the data conditional on model parameters is—by definition—the likelihood.
Thus, the likelihood is multivariate Normal with mean µ and the covariance
matrix Σ that will be kernel parametrised, with a chosen kernel, parametrised
by appropriate hyperparameter(s), i.e. the likelihood is (Eq. 1)

L(�|Dtrain) =
1

√
(2π)M |Σ| exp

(
−1

2
(Y − µ)T Σ−1(Y − µ)

)
, (1)

where Y = (y1, . . . , yM )T . We will learn the hyperparameters of this covariance
kernel using Vanilla MCMC in general, with truncated Normal proposal density
and generic priors on the unknowns, unless the application is s.t. strong priors
are available.

In our empirical illustration, we have used five different stationary covariance
kernels [10], inclusive of the Matérn class of kernels with the hyperparameter
ν = 3

2 and ν = 5
2 . In these two cases, the remaining kernel hyperparameter—

which is the length scale hyperparameter denoted �—is learnt; � > 0. Equation 2
shows the the Matérn class of covariance kernels with positive hyperparameters
ν and �, where d(·, ·) is the Euclidean distance between xi and xj ; Kν(·) is the
modified Bessel function; and Γ(·) is the Gamma function.

k(xi, xj) =
21−ν

Γ(ν)

(√
2ν

l
d(xi, xj)

)ν

Kν

(√
2ν

l
d(xi, xj)

)

(2)

In the third case we learnt both � and ν for this covariance kernel.
Additionally, we have used the Ornstein-Uhlenbeck (OU) kernel in the fourth

case. This kernel is a special case of the Matérn class of kernels where ν is set
to 1

2 , hence in this case we learn only the hyperparameter �. Finally we have
used a composite kernel that is defined as the product of an SQE kernel and the
Matérn class of kernels with hyperparameter ν = 3

2 ; this composite kernel is in
Eq. 3 and in this case we learn the hyperparameter �.

k(xi, xj) = exp
(

− (xi − xj)2

2�2

)
21−ν

Γ(ν)
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d(xi, xj)

)ν

Kν
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d(xi, xj)

)

(3)
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3.2 Model for Multivariate Case

In the multivariate case, the training data is now Dtrain = {(xi, yi)}M
i=1, where,

xi is now p dimensional vector. In our case, p = 4 and the likelihood is again mul-
tivariate Normal, as expressed below in Eq. 1. In this case, we employ an SQE-
shaped parametric kernel, K(xi,xj) := exp − (

(xi − xj)T Q(xi − xj)
)
, where Q

is the p × p-dimensional diagonal matrix, with the cth diagonal element given
as 1/�c, ∀c = 1, . . . p, with �c the length scale hyperparameter along the cth
direction in the input space. Therefore, in this case we have four length scale
hyperparameters, �1, �2, �3, �4 that we learn using MCMC, with Gaussian pro-
posal and Gaussian prior densities.

3.3 New Nonparametric Kernel

We will use a newly built nonparametric kernel (called NPK) that is nonpara-
metrically learnt, given the data. This calls for modelling each relevant kernel
hyperparameter as an unknown function of an input that we can identify as the
time step, at which a new sample path is generated from the GP that under-
lines the sought function. Essentially we have a “mother GP” that comprises
the first layer of our learning strategy, where this “mother GP” is specified with
an SQE-looking kernel. When the input is scalar-valued, the sole length scale
hyperparameter of this SQE-looking kernel is modelled using another GP that
comprises the inner layer of our two-layered learning strategy. While the “mother
GP” can be non-stationary in general, the “inner GP” is stationary by design.
In fact, the inner GP uses SQE as its covariance kernel. The likelihood is more
complicated than a multivariate Normal (given in Eq. 1), since the length scale
hyperparameter � is now the output of a random function of the iteration index,
s.t. any finite set of such outputs are jointly multivariate Normal. The learn-
ing of the functional relation between the length scale hyperparameter � of the
covariance kernel of the “mother GP” and the iteration index, is undertaken with
a training dataset that comprises pairs of values of iteration index within the
previous nlookback number of iterations—from the current iteration within the
MCMC chain—and the � value that was current at each such previous iteration,
This functional relation between the length scale hyperparameter � and iteration
index, is treated as a sample function of the ”inner GP”. We use Random-Walk-
2-block-update Metropolis Hastings for inference in which � is updated in the
first block, s.t. in the qth iteration, it is updated to �

(q)
current, and then at this

updated �, we update the length scale hyperparameter δ of the covariance kernel
used to parametrise the covariance function of the ”inner GP”. For the updat-
ing in the first block we use the empirically observed set of pairs of values of
X and Y . For the updating in the 2nd block of the qth iteration, we use the
lookback data that comprises the nlookback-sized, (dynamically-varying) training
set D(q)

second = {(k, �
(k)
current)}q−1

k=q−nlookback
for q ≥ nlookback +1 and q ≤ Niter. For

the first nlookback number of iterations, we perform simple Random Walk (RW)
Metropolis Hastings. We use Gaussian priors on the unknowns. In the first block
of the undertaken MCMC chain, length scale hyperparameter � of the covariance
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kernel of the “mother GP” is proposed from a Normal with mean that is the
value of � that is current in the previous iteration, and experimentally-fixed vari-
ance. Then using the freshly-generated training data D(q)

second in the 2nd block of
the qth iteration, we compute the multivariate Normal likelihood of the length
scale hyperparameter δ of the kernel that parametrises the covariance function
of the “inner GP”. This ”inner GP” generates the functional relation between
�, and the iteration index. We update this hyperparameter δ of the covariance
kernel of the “inner GP” and then undertake closed-form prediction of the mean
and variance of the output, i.e. the mean value and standard deviation value of
� in this iteration. This predicted mean is then recorded as the current value of �
at the end of this qth iteration, and the uncertainty in this value in this iteration
is the predicted standard deviation of �. Algorithm 1 presents the NPK kernel
learning scheme.

Algorithm 1: Nonparametric kernel learning algorithm
1 for q ← 1 to Niter increment by 1 do
2 if q < nlookback then

3 �current ← �(q−1), �proposed ∼ N (�current, chosen variance)
4 Compute LogPosterior using Dtrain

5 Update �current through accept/reject of �proposed using RW MCMC

6 else
/* Block-1 */

7 Repeat line 3 - 5, Generate Dsecond

/* Block-2 */

8 δcurrent ← δ(q−1), δprop ∼ N (δcurrent, chosen variance)
9 Compute LogPosterior using Dsecond

10 Update δcurrent through accept/reject of δprop using RW MCMC
11 Predicted � ← innerGP (Dsecond, q, δcurrent)
12 �current ← Predicted �
13 Predicted Y ← motherGP (Dtrain, empirical test data , �current)

4 Results

Figure 1 presents the results of predictions of the integrated power consumption
Y plotted against the input temperature X, in five sets of sub-figures, corre-
sponding to five stationary kernels. In the left-most panels of the each sub-figure,
results on prediction of Y at test values of X are depicted in red, superimposed
with the predicted standard deviation drawn as an error bar on each side of the
predicted mean value. The training data points are in the small sized (green)
dots, while the blue circles represent the true values of the power consumption at
the test inputs. The right panels of sub-figure “(a)” and “(b)” present results of
using the Matérn class of kernels with the hyperparameter ν = 3

2 and ν = 5
2 and

length scale hyperparameter � that is learnt to be around 15 and 9 respectively.
Right panel of Sub-figure “(c)” depicts results from the Matérn class of kernel
in which, both � and ν have been learnt—to be around 25 and 0.11 respectively.
Length scale hyperparameter � of the Ornstein-Uhlenbeck (OU) kernel is learnt
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to be around 27, and this is depicted in the right panel of sub-figure “(d)”.
Right panel of sub-figure “(e)” shows the learnt length scale hyperparameter �
as around 14 for the composite kernel. In addition, traces of the kernel hyper-
parameters inferred upon by the MCMC technique used in the work, are in the
other panels germane to each kernel that we have worked with.

Figure 2 shows the predictive results obtained using the newly developed
nonparametric kernel NPK (left panel), along with the traces of learnt length
scale hyperparameter of the mother GP and the inner GP, (middle and right
panels respectively). The length scale hyperparameter of the mother and inner
GP are learnt to be around 5.95 and 1 respectively.

Predictive results of the multivariate model are depicted in Fig. 3a. The left
panel of Fig. 3a displays the predictions against the test input index and the
right panel of Fig. 3a shows predictions on integrated energy consumption, plot-
ted against test temperature alone, with humidity, wind speeds and diffuse flow
values held constant. Figure 4 shows the traces of learnt length scales in the mul-
tivariate model along with the traces of the prior and likelihood. From this figure,
we note that the four length scale hyperparameters, �1, �2, �3, �4 are learnt to be
around 16.39, 45.66, 0.151, 0.0001 respectively. Figure 3b presents the predic-
tive results of the univariate model that uses the nonstationary kernel advanced
by [9]. We are not including root mean square error (RMSE) for prediction as
this scalar summary does not correctly represent the quality of prediction; while
predictions made for test inputs in [a1, b1] could be quite poor and that over
test inputs in [a2, b2] could be good, RMSE—or another scalar summary of the
results—for such predictions could be similar to that for the case where the
predictions are consistently poor over the whole range [a, b] of the test input val-
ues, thus suppressing the comparative superiority of the method that produced
the better predictions in the interval [a2, b2]. Here [ai, bi] ⊂ [a, b], i = 1, 2. It
could even be that a method is more proficient in predicting over intervals in
values of the input, within which the inhomogeneities in the correlation of the
data are higher, but a scalar summary of the predictions can misdirect attention
from such superiority. From a visual inspection of the prediction results, we can
see that the nonparametric kernel (NPK) performs best over intervals in input
space within which messiness of the real-world dataset is manifest. If a scalar
summary of the quality of predictions is anyway sought, we suggest a simple
overlap parameter that tells the number of test inputs—out of a total of n—at
which the truth lies within the predicted intervals. After all, correct and compre-
hensive prediction of the uncertainty of the prediction, is also a recommended
quality of a learning strategy. The value of the overlap parameter for NPK kernel
is 45 (91.84%); for the Matérn class of kernels with the hyperparameter ν = 3

2
and ν = 5

2 are 7 (14%), 6 (12%) respectively; for the Matérn class of kernel
when both the hyperparameters were learnt is 19 (38%); for Ornstein-Uhlenbeck
(OU) it is 26 (52%); and for the composite kernel, it is 18 (36%) respectively.
Multivariate prediction yields overlap parameter value as 9 (18.37%). However,
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the uncertainty interval is small for the nonstationary kernel by [9] yielding a
zero overlap parameter value.

Fig. 1. Prediction of power consumption plotted at test temperatures in univariate
case, (along with uncertainties of prediction), presented as red stars. True values of the
output are in blue circles and training points in green dots. Plots include results using
five stationary kernels, and traces of learnt kernel hyperparameter(s) are plotted.

We have also implemented Deep Neural Networks with varying architectures
to make predictions of the power consumption with gradient descent optimiser,
and ReLu activation function. Figure 5, shows the predictive results obtained
from the three different DNN architectures. The left-most plot pertains to the
DNN architecture that bears two hidden layers with learning rate 0.01 (called
NN-1) and the middle panel displays results from using an architecture consisting
of two hidden layers with learning rate of 0.3 (called NN-2). The right-most
panel depicts results from a DNN that consists of 6 hidden layers (called NN-
3). The loss has converged for all these DNNs. The variation in the predictions
obtained with the DNNs of varying architecture indicates that even within this
small range of architectural parameters scanned, DNN results are sensitive to the
choice of the architecture. The choice of the optimal architectural parameters,
by minimising the loss function does not appear to resolve the concerns in our
experiments. The loss obtained from NN-1, NN-2 and NN-3 after convergence
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Fig. 2. Prediction of power consumption plotted at test temperatures, as obtained in
the univariate case, (along with uncertainties of prediction), presented as red stars.
True values of the output are in blue circles and training points in green dots. Plots
include results from using nonparametric kernel, NPK (in left), and traces of learnt
kernel hyperparameter(s) of mother and inner GP are plotted in the middle and right
respectively.

Fig. 3. Middle panel displays the plot of predicted values of power consumption, plotted
(as red stars) against test temperatures in the multivariate case, where the other three
inputs are held constant. The uncertainties of prediction are plotted as error bars. True
values of the output are in blue circles and training points in green dots. Predicted
outputs are plotted against test input index in the left panel. Left and middle panels
report results of learning performed using a stationary SQE kernel, with four length
scale hyperparameters. The right panel reports results of using the non-stationary
kernel of [9] to learn the relation between power consumption and temperature.

are 0.1761, 0.137 and 0.1338 respectively. Also, we see that NN-3 among these
DNNs achieves best prediction along with having smallest loss amongst the three.
However, loss for NN-2 and NN-3 are very similar in magnitude (∼0.13). Thus,
we cannot necessarily extract an intuition about the best architectural choice by
looking into the value of the loss function. Also it is unknown what the smallest
value of the loss function that can be achieved, for a given data set. Given our
experiments, sensitivity to architecture is worrying when we seek reliable and
robust implementation of the sought learning.
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Fig. 4. Top left and the top middle panels show traces of prior and likelihood respec-
tively. Top right, bottom left, bottom middle and bottom right panel show traces of
learnt length scales �1, �2, �3, �4 for the four input variables respectively.

Fig. 5. DNN-based prediction of power consumption plotted at test temperatures in
univariate case, presented as red stars. True values of the output are in blue circles
and training points in green dots. Plots include results from NN-1, NN-2 and NN-3
presented in the left, middle and right column.

5 Conclusion

In this work we have presented a method that employs a new nonparametric ker-
nel that can be invoked to perform GP-based learning of the functional relation
between an input and an output variable, towards prediction of the output at test
values of the input. Said kernel helps such sought predictions when the correla-
tion structure of the available data on the output, is not homogeneous. Results
from the implementation of this new kernel are compared to results obtained
using existing stationary and nonstationary kernels. The presented nonpara-
metric kernel avoids the learning of a large number of hyperparameters, while
harbouring the very desirable property that it is dually nonstationary, as we will
cultivate in an upcoming contribution.
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Abstract. Quadruped robots are gaining attention in the research com-
munity because of their superior mobility and versatility in a wide range
of applications. However, they are restricted to procedures that do not
need precise object interaction. With the addition of a robotic arm, they
can overcome these drawbacks and be used in a new set of tasks. Com-
bining a legged robot’s dextrous movement with a robotic arm’s maneu-
verability allows the emergence of a highly flexible system, but with the
disadvantage of higher complexity of motion planning and control meth-
ods. This paper gives an overview of the existing quadruped systems
capable of manipulation, with a particular interest in systems with high
movement flexibility. The main topics discussed are the motion planning
approaches and the selected kinematic configuration. This review con-
cludes that the most followed research path is to add a robotic arm on the
quadrupedal base and that the motion planning approach used depends
on the desired application. For simple tasks, the arm can be seen as an
independent system, which is simpler to implement. For more complex
jobs the coupling effects between the arm and quadruped robot must be
considered.

Keywords: Quadruped manipulator · Mobile manipulator ·
Motion-planning · Kinematic redundancy

1 Introduction

Modern developments in science and technology have made it possible to create
robotic systems that are more intelligent and have a wider variety of uses. New
systems are constantly being developed to overcome human fragilities and bring
efficiency and profitability to the processes needed in the industry, agriculture,
surveillance and security, and even domestic use [30].

In the past years, the research was focused on mobile robots so that the tasks
could be completely autonomous or with reduced human interaction. Standard-
izing specific tasks can bring health to workers and economic benefits while
improving the activity’s productivity and performance. Wheeled robots, tracked
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robots, and legged robots are the three basic categories under which mobile
robots can be divided.

Legged robots include quadrupeds, created with four legs that resemble many
real animals, like dogs and horses. Compared with the ones from the other cat-
egories, these are extremely useful in rough and uneven terrains, which is why
they have been gaining much interest in robotics. They are more efficient in
dodging obstacles as they can adjust their height and have fewer floor contact
areas. However, they brought new challenges derived from the high complexity
of the motion planning and controlling algorithms [2].

Quadruped robots, like all other mobile platforms, lack manipulation capa-
bilities. In some applications, that is a significant disadvantage because the pos-
sibility of interaction with the environment is crucial in multiple scenarios, not
just the ability of localization and navigation that most quadrupeds have. In
order to overcome these restrictions, research is progressing by adding manip-
ulation capabilities into these robots, either by using legs with extra flexibility
or by adding robotic arms (sometimes more than one, such as centaurs [20]),
turning the systems into mobile manipulators.

With robots being able to move in an environment and interact with the
present objects, they can be used to perform dangerous or physically demanding
activities for workers or others that need precise movements that are hard to do
manually. Quadruped manipulators can operate indoors and outdoors in several
settings and situations and can be programmed to carry out tasks repeatedly
with high accuracy as autonomous or collaborative machines.

The remainder of this paper is structured as follows: Sect. 2 presents the
methodology used for this review work. Section 3 the existing quadruped/robotic
arm integrations in the literature, followed by their motion planning approaches
in Sect. 4. Section 5 details the system’s kinematic configuration, and finally,
Sect. 6 is an outline of the conclusions taken.

2 Methodology

The review focused on works found in IEEEXplore and SCOPUS that involved
quadruped robots capable of manipulation. The review period spanned from
2017 to 2022, and the search was not limited to specific application domains,
aiming to encompass a wide range of activities. A more detailed examination
was conducted on systems that demonstrated high manipulation capabilities.
The following strings were used in the search process:

• ("legged" OR "quadruped*) AND ("manipulator" OR "robot* arm")
AND ("dynamics" OR "kinematics" OR "task")

• (("quadruped" OR "legged") AND robot) AND locomotion AND
manipulation

After collecting the results, a filtering process was conducted to remove dupli-
cate entries. Additionally, works that solely involved simulation testing, lacked
information about the hardware used, or did not provide explicit details about
the motion planning approach were excluded from further consideration.
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3 Quadruped Manipulators

In the last decades, quadruped robots have gained lots of attention from
researchers because of their agility and versatility. Compared to wheeled/tracked
robots, these can more easily perform locomotion in unpredictable and unstruc-
tured environments and overcome obstacles, like rocks or holes. In recent years,
these robots have shown massive potential for real-world applications in areas
such as inspection, education, construction surveillance, package delivery, and
search and rescue (SaR) [14].

For some of the applications referred, there is no need for substantial manip-
ulation capabilities; however, in other sectors, like agriculture, the possibility of
interaction with the environment is a beneficial factor, allowing the expansion
of the scope of activities in which quadruped robots can be applied.

3.1 Leg-Arm Approaches

One of the approaches institutions tried to use to overcome manipulation limi-
tations was the leg-arm approach. This means that the legs are multi-modal and
capable of some manipulation. When needed, the robots adjust their position so
that a leg can reach the desired object.

ETH Zürich implemented this technique on ANYmal (quadruped robot
developed by ANYbotics) so that the robot could press elevator buttons [40].
In this case, the robot does the manipulation while still, it cannot walk simul-
taneously. The manipulation capability is minimal, being restricted to space
reachable by the leg. Xin et al. [35] made a similar implementation for pressing
buttons, pipe inspection, and bottom sensing.1 Other similar techniques were
followed in [32,38].

Hooks et al. [17] developed ALPHRED, a quadruped robot that transforms
into a tripod or bipod for single-arm or dual-arm manipulation tasks, respec-
tively. The intended application is package delivery, the tripod mode for pushing
buttons (like doorbells), and the bipod mode for picking up and transporting
boxes. Unlike the ETH example, this robot can walk and manipulate at the
same time, a characteristic termed loco-manipulation. However, this change in
the kinematic configuration brings considerable challenges to its center of mass
(CoM) stabilization and overall system control. Another more complex exam-
ple is the work done by Hebert et al. [19]. This robot has 7-DoF legs being its
behavior more similar to a gorilla. In this case, the robot is capable of dextrous
manipulation because the tools and other accessories are not always connected
to the end of the limb. However, with legs with many DoF, the motion planner
needs a complex optimization process to always give the best solution.2

Chen et al. [4] and Whitman et al. [34] used the same technique on a hexapod
robot. By allowing two of the legs to do manipulation tasks, the system becomes
a dual-arm quadruped manipulator. The implementation was tested to pick up

1 Quadruped robot’s foot posture for sensing and manipulation.
2 RoboSimian: Four-Footed Robot.

https://www.youtube.com/watch?v=htI8202vfec
https://www.youtube.com/watch?v=dE3EascntYw
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and carry boxes lying above tables. Compared with the previously described
implementations, this gives the robot more stability.

The leg-arm approach can be used for applications that do not need specific
manipulations or specific tools. When the task is straightforward, like painting
or cutting, the duality of the leg does not allow a complex end-effector because,
above all, it has to be able to walk, so some friction and area of floor contact are
restrictions to the end of the limb format. Therefore, in these cases, the most
common solution passes through the addition of a robotic arm.

3.2 Robotic Arm Addition

Mobile manipulator is the name given to a system that integrates a robot manip-
ulator with a mobile platform. When the mobile base is a quadruped robot,
they can be called quadruped manipulators. A mobile platform has the ability
to achieve large work areas but lacks manipulation capabilities, while robotic
arms have high manipulation capabilities but are restricted to a fixed worksta-
tion. The combination of both (quadruped base and manipulator arm) brings a
more advanced system with several advantages (reachability and maneuverabil-
ity) and disadvantages, such as control complexity due to the high number of
degrees of freedom (DoF) and the increased instability of the complete system.
A higher number of DoF enables the robot to reach the target with several arm
configurations/motions making the design/development of the system control a
challenging task. The instability is caused by the arm movement that affects
the CoM, moment of inertia, and other parameters that significantly impact the
robot’s motion control.

Some companies that commercialize quadruped robots started to develop a
robotic arm add-on to integrate with their robots. The system was successfully
applied in several scenarios, but scientific publications about their systems have
yet to be published. That is the case of Boston Dynamics, which equipped Spot
[9] with a five-DoF arm (Spot Arm) (1a) capable of opening doors [8], object
maneuver/transportation [10] and even dancing [11]. Deep Robotics has also
developed a robotic arm for Jueying X20 [26] quadruped robot (1b) used for
humanitarian assistance in various task [7]. Finally, Unitree Robotics created the
Z1, a 6-DoF robotic arm that can be integrated with some of their quadruped
robots (1c) to complete complex tasks and explore various applications scenarios.
The application presented was in a fire rescue scenario [28] where the robot
(Aliengo) needed to open a door and move a lever.

The majority of the existing applications are made in laboratories, usually by
integrating custom-made or commercialized robotic arms into quadruped robots.
Some of these examples are referenced and detailed in the following sections.

4 Motion Planning

Due to increased scientific interest in the field, robots have improved their abil-
ity to carry out various complex, non-trivial tasks, including running, jumping,
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Fig. 1. Examples of commercialized quadruped manipulators

climbing stairs, and manipulating items. However, most of the time, each of
these activities is handled separately, which significantly restricts the usage of
robots in the actual world, despite simplifying their development. Robots may
occasionally surpass humans in a particular task. Still, humans are much better
at adapting and integrating actions to complete various jobs, as they can do
multiple things simultaneously, like walking while manipulating an object. This
makes it possible to carry out several tasks at once. In the past, robots were
not capable of such things. However, research has been increasing in the last few
years on developing robot controllers to perform several tasks simultaneously.

Besides multi-tasking, there are other difficulties that robots have to over-
come, especially the ones with complex systems. Mobile manipulators, for
instance, have to take into account the movement of their platform and differ-
ent constraints depending on the intended objective during the motion planning
stage. The robot can not collide with environmental obstacles. Its structure and
operation limits must also be considered, like the joint and torque limitations,
constraints due to the kinematics depending on the robot’s structure, and con-
straints related to the task to be performed. Because of the high number of DoF
that these robots have, they are kinematically redundant, which means that
there are a variety of different ways for the manipulator’s end-effector to achieve
the same pose. This characteristic makes the algorithms more complex because
of the infinite number of solutions. These are the main reasons why motion plan-
ning is the biggest challenge in achieving loco-manipulation. From the literature
reviewed, two different approaches for motion planning of the global system
(mobile platform + manipulator) [29] were found: (i) separate systems and (ii)
combined systems.

4.1 Separate Systems (SS)

In this approach, the platform and the manipulator are considered different sys-
tems, which means the planning is first done in one and, with that information,
the other is planned next. Using this method, the algorithms already used when
the systems are separated can be applied here.
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Ulloa et al. [33] integrated a robotic arm with a quadruped to perform SaR
tasks. They first tested the systems through a simulation to verify its viability.
The simulations were used for joint visualization and allowed the variation of
the joint values, so the system workspace definition was achieved by iteratively
changing the value of each joint for different quadruped positions. They were
also used to evaluate the kinematic and dynamic stability of the system. While
performing manipulation tasks, the quadruped stands still. MoveIt was used for
the arm’s motion planning.

Zimmermann et al. [39] integrated a Kinova robotic arm with Spot. Com-
pared to others, this quadruped has a limitation, it only allows high-level control,
which means that whole-body position/speed is the only possibility, being indi-
vidual joint control not admissible. This characteristic limits the body movement,
so the developers decided to follow a method that separates the body control
from the robotic arm control. For the motion planning of the base, they made
a simplified dynamic model of the combined system and tuned the parameters
using experimental data. However, the control is done separately using a feed-
forward method. They treat the manipulator as an external force that the base
controller has to compensate for. The controllers run in cycles so the base can
adapt to the arm’s movement.

Ma et al. [22] used reinforcement learning to control the ANYmal quadruped
robot with a Kinova Jaco robotic arm, but by separating the system into two
parts, it only learns the locomotion policy. The arm controller is implemented
with model predictive control (MPC) because it allows the extraction of data
needed for the base policy. While the arm is moving, the quadruped adjusts its
position to keep the CoM stable.3

Guo et al. [15] used self-developed hardware, a quadruped robot with a 5
DoF arm. The vision module provides the target position for the end-effector to
the path planning module. The value given to the manipulator’s joints is a direct
conversion from a 3D point using inverse kinematics (IK). All the manipulation
procedure is done while the robot remains stationary.

After the visualization of the fire rescue video [28], it is easy to conclude that
the implementation made by Unitree Robotics also followed an approach that
viewed the system as two separate sub-systems. This assumption is made due to
the fact that while walking, the manipulator stands still, in a resting position,
and while performing manipulation tasks, the quadruped stays static, even the
torso is not moved.

From the evaluation of the literature that used this approach, some conclu-
sions were achieved: (i) a poor placement to one of the subsystems can make the
final destination unreachable, (ii) an optimal solution to each one of the subsys-
tems might not lead to a globally optimal solution, (iii) the control is simpler but
does not utilize the system’s full capabilities, (iv) mutual interferences between
the quadruped and the arm are difficult to predict and therefore overcome and
(v) using this approach, it is easier to obtain a stable robust solution.

3 Combining Learning-based Locomotion with Model-based Manipulation for Legged
Mobile Manipulators.

https://www.youtube.com/watch?v=OZ9Adh0PYbw
https://www.youtube.com/watch?v=OZ9Adh0PYbw
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4.2 Combined Systems (CS)

Another approach is to consider the systems integration as a new complex sys-
tem. This brings the possibility of doing multiple motion tasks at the same time.
Manipulator control, torso posture adjustment, joint constraints, and environ-
mental constraints can all be made simultaneously [3]. This approach is much
more complex because the system has to deal with the coupling effects between
the base and arm and deal with the unknown disturbance provoked by the
manipulator.

Bellicoso et al. [1] focused their implementation on the contact forces that
the manipulator introduces on the system. Instabilities and subsequent failures
could occur if these interaction forces were unaccounted for, while assessing the
system’s stability. The authors used a whole-body controller (WBC) based on
the inverse dynamics (ID), re-planned locomotion continuously using a receding-
horizon optimization, and explicitly provided end-effector forces for the con-
troller to track. They ensure the system’s stability by using the Zero Moment
Point (ZMP) stability criterion, which stabilizes the system by approximating
the robot’s dynamic model as the one of an inverted pendulum.4 A similar imple-
mentation was done by Ewen et al. [12]. Peng et al. [25] also used WBC based
on the kinematics and used the minimization of the sum of the squared joint
torques as the objective function.

Hamed et al. [16] developed a controller for dynamical models of quadrupedal
robots based on MPC, quadratic programming (QP), and virtual constraints to
generate and stabilize locomotion patterns in real-time. The authors also used
an inverted pendulum approximation to ensure CoM stability. Morlando et al.
[24] and Mittal et al. [23] used similar approaches. Cheng et al. [5] also used
MPC in their implementation but developed a feedback system to reduce the
computational cost and update rate.

Sleiman et al. [31] proposed a whole-body planning that integrates locomo-
tion and manipulation tasks by formulating a single optimal control problem
using MPC. The proposed model is based on the robot’s centroidal dynam-
ics, manipulated-object dynamics, and the kinematics of the whole system. The
robotic arm is used as a tail to balance the system.5 Later, Chiu et al. [6] con-
tinued their work by updating the model so that the planner would provide
collision-free trajectories. The used approach slightly increases the computa-
tional complexity of the planner. Jang et al. [18] also used a similar approach
with a quadruped manipulator to inspect underground pipelines.

On the other hand, Li et al. [21] implemented a WBC based on the system’s
ID and used a hierarchical optimization algorithm for task selection. Their sys-
tem could respond to external disturbances and perform the tracking job even
when a precise root dynamics model and the dynamic features of the handled
item are undefined.

4 Articulated Locomotion and Manipulation for ANYmal.
5 A Unified MPC Framework for Whole-Body Dynamic Locomotion and Manipu-

lation.

https://www.youtube.com/watch?v=XrcLXX4AEWE
https://www.youtube.com/watch?v=uT4ypNDzUvI
https://www.youtube.com/watch?v=uT4ypNDzUvI
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Yao et al. [37] included reinforcement learning in a MPC approach, using the
same system as [33]. The policy is trained while different forces are being applied
to the robotic arm, which gives the possibility to change the robotic arm used
without having to change the policy implementation.

Boston Dynamics also used a combined systems approach. In their videos
[8,10,11] is clear that the manipulation and locomotion movement can be done
simultaneously. However, studies were never published about the specific meth-
ods used.

Other solutions that created two different modes of operation for the system
formed by the quadruped and the manipulator were found in the literature.
Xin et al. [36] created a manipulation and a loco-manipulation mode. In the
manipulation mode, a hierarchical quadratic programming (HQP) method is
used to control the overall system based on the rigid-body dynamics of the
robot. This is used in a scenario where the robot has to perform manipulation
while standing still. In the loco-manipulation mode, the system is seen as a
combination of two sub-systems, the locomotion is controlled with the same
HPQ method, using the full dynamic model, but the arm motion is controlled
using a proportional-derivative (PD) controller based on the IK. This separation
was made because the locomotion and manipulation had the same priority in
the HQP, so they opted to separate the modes instead of implementing a more
complex system.

Ferrolho et al. [13] made a similar approach by implementing the teleoper-
ated and autonomous modes. The teleoperated is the “locomotion only” mode
where the robot moves with the robotic arm in a pre-defined resting position
that does not affect the platform’s balance. The autonomous mode was used for
the manipulation tasks and applied a WBC, with the robot not moving, only
adjusting its position to compensate for the alterations of the CoM position.6

This approach uses the system’s full capabilities allowing complex move-
ments but comes with several significant drawbacks: (i) it requires much more
computing power and energy, (ii) the paths generated are not optimized, so
the system often needs additional optimization algorithms, (iii) if not properly
implemented, solutions are more unstable and less robust to interferences and
(iv) it is harder to achieve a granted robust solution, without causing instability
in the robot.

4.3 Discussion

Through this, it can be concluded that the system’s framework architecture
usually follows the diagram of Fig. 2 when a CS approach is chosen. When an
SS approach is used, the architecture follows two similar diagrams, one for the
body and another for the arm.

The mark “*” in the optimization block means that this is an optional part
and is sometimes already included in the motion-planning methods. The inputs
(desired position or motion) and joint values depend on the robot model used. If

6 Robust Robot Loco-Manipulation for Industrial Applications.

https://www.youtube.com/watch?v=3qXNHVCagL8
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Fig. 2. Simplified framework block diagram

the kinematic model is used, the values produced are joint positions calculated
through the desired end-effector position, which can be used later to calculate
the needed velocity for each joint (through the Jacobian). On the other hand,
if the model is made with robot dynamics, the controller sends torque/voltage
commands achieved by the desired input motion. Commonly, the model is based
on both dynamics and kinematics.

5 Kinematic Configuration

In robotics, kinematic configurations refer to the positions and orientations of
the various parts of a robotic system. The number of DoF and joint types char-
acterize these configurations. All the joints used were revolute for the examples
found in the literature. This choice increases the difficulty in motion planning
because of the high number of different configuration possibilities for the same
tool position, e.g., elbow up and elbow down.

In Table 1 is a compilation of the systems in the reviewed literature. It has
information about the quadruped robots used, their weight, and maximum pay-
load. The table focuses on the number of DoF, weight, and continuous payload
of the integrated robotic arm. It also indicates the motion planning approach
and the applications for which the system was used.

By evaluating the data, it can be concluded that the manipulator has about
20% of the quadruped’s weight and does not typically exceed 50% of its maxi-
mum payload. Since the arms used were typically commercially available models,
the number of DoF was not chosen with the tasks in mind, but depends on the
arm’s available configuration. However, the number of DoF is related to the
motion planning approach used. The standard method for robotic arms with a
high DoF number (DoF ≥ 5) is the SS because it has a much simpler implemen-
tation. For arms with a lower number of DoF, the choice tended to a CS approach
to allow the body to perform the movement in specific directions, allowing the
system to have more redundancy as it would have if an arm with more DoF was
attached. Regarding the payload of the robotic arm, the values are less than
50% of the quadruped’s cargo. However, no significant conclusions about how
the payload might have been chosen were obtained from the data acquired.
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Table 1. Quadruped manipulators described in literature

Quadruped

robot

Quadruped’s

weight (kg)

Maximum

payload

(kg)

Robotic

arm

DoF Arm’s

weight

(kg)

Continuous

payload

(kg)

Planning

approach

Applications

A1 [33] 12 5 WidowX

250

6 2.63 0.25 SS SaR

Aliengo

[28]

21.5 13 Unitree

Z1

6 4.3 2 SS Fire rescue

Aliengo

[21]

21.5 13 ViperX

300

5 3.63 0.75 CS Opening

/doors

ANYmal

[1]/[22]

30 15 Kinova

Jaco 2

6 4.4 1.6 SS/CS Object car-

rying and

pulling

ANYmal C

[31]

30 15 DynaArm

(Custom-

made)

4 – 7 CS Object

transport

/manuever

Self-

designed

[36]

25 – Kinova

Jaco 2

6 4.4 1.6 CS –

Self-

designed

[15]

205 – Self-

designed

5 35 24 SS Grasping

Spot [39] 32.7 14 Kinova

Gen3

7 8 4 SS Dynamic

grasping

Spot [9] 32.7 14 Spot Arm 5 8 5 CS Object

transport

/manuever

Vision 60

[16]

51 10 Kinova

Mico 2

4 3.8 5.2 CS -

6 Conclusions

This article summarizes the current state of the art of quadruped manipula-
tors. From the papers reviewed, two alternatives were evident. One is to use the
already available legs to perform manipulation, but this restricts the movement
range and the end-effector’s shape and characteristics. As the authors were not
interested in those types of solutions this topic wasn’t discussed in detail. They
were, however, interested in significant versatility in manipulation, which was
proved possible by adding a robotic arm into the quadrupedal base. This alter-
native allows much more movement flexibility, therefore those implementations
were carefully analyzed. Following the analysis of those systems, it is straight-
forward to conclude that motion planning is the biggest challenge in achieving
an efficient and stable quadruped manipulator.

When the legs are used for manipulation, the hardest part is to keep the robot
balanced as the area of contact with the floor is reduced. If the manipulation task
requires blunt moves, stability is highly affected. The manipulation flexibility is
also reduced because of the fewer possible forms of the leg’s end-effector.

With the addition of a robotic arm, the whole system will also be unbalanced
but with less intensity. In the literature, two methods have been presented to
implement motion planning on quadruped robots with appendices. The first
one is to consider the system as two separate subsystems, which simplifies the
planning but does not exploit the system’s full capabilities. The other one is
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to evaluate the system as a complex one and use the whole-body model to do
the motion planning. In this approach, the robot is treated as a whole, and the
motion of each link and joint is analyzed in the context of the entire system. This
allows the robot to take advantage of the interactions between its different parts
and coordinate its movements more efficiently and effectively. Despite being more
complex, this type of planning allows much more motion flexibility.

Other topics accessed were the kinematic configuration adopted in differ-
ent applications found in the existing literature. The evaluation concluded that
most of the developed works opted to use an assembled commercial robotic arm
with a controlling interface included. Only one development used a self-designed
manipulator. However, all of them considered that the arm should be lightweight
(about 20% of the quadruped’s weight). Regarding the number of DoF, the only
conclusion is that with a low number, the SS method results in substantial move-
ment restrictions.
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Abstract. Over the past few decades, road transportation emissions
have increased. Vehicles are among the most significant sources of pollu-
tants in urban areas. As such, several studies and public policies emerged
to address the issue. Estimating greenhouse emissions and air quality
over space and time is crucial for human health and mitigating climate
change. In this study, we demonstrate that it is feasible to utilize raw
GPS data to measure regional pollution levels. By applying feature engi-
neering techniques and using a microscopic emissions model to calculate
vehicle-specific power (VSP) and various specific pollutants, we identify
areas with higher emission levels attributable to a fleet of taxis in Porto,
Portugal. Additionally, we conduct network analysis to uncover corre-
lations between emission levels and the structural characteristics of the
transportation network. These findings can potentially identify emission
clusters based on the network’s connectivity and contribute to developing
an emission inventory for an urban city like Porto.

Keywords: Road emissions · Microscopic emissions model ·
Vehicle-specific power · Transportation · Climate change · Greenhouse
gas · Air pollution · Network analysis · Mobility patterns

1 Introduction

The rapid expansion of urban areas and economic growth worldwide has severely
impacted road transport emissions [1,2] which are associated with significant
health risks [3–5]. Although the EU’s transportation sector emissions steadily
increased from 2013 to 2019, they decreased significantly around 2020 due to
the COVID-19 pandemic. However, estimates of emissions in 2021 indicate a
rebound in transport emissions last year of 7.7% [6]. The same happened in
the US: after the emissions fell sharply in 2020 as a result of the pandemic, the
values went back up in 2021 according to a CBO recent report [7].
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Air pollution is estimated to cause over 1,200 premature deaths yearly among
those under 18 across the EEA’s 32 member countries. Air pollution damages
health during childhood and increases the risk of disease in later life, according
to the 2023 EEA ‘Air pollution, and children’s health briefing [8]. Children and
adolescents are particularly vulnerable to air pollution because their bodies,
organs, and immune systems are still developing.

Furthermore, the IPCC’s AR6 Synthesis Report on Climate Change 2023 [1]
identifies emissions from the transport, industry, and building sectors as the
biggest challenge to achieving net zero CO2 emissions compared to other sectors.
It proposes sustainable land use and urban planning as one of the three pathways
towards net zero CO2 by 2100. Detecting and monitoring emissions in urban
areas is crucial particularly in countries like Portugal with increasing urban
populations that can make cities acting act as pollution clusters.

One of the biggest challenges land use planners and policymakers face in this
regard is having methods to understand the current effects of road transport on
air pollution and to evaluate the impact after an intervention. A proven approach
is to build an Emissions Inventory (EI) of a region, indicating the number of air
pollutants in the atmosphere during a year or other period [9,10]. EIs have shown
to be an essential input to mathematical models that estimate air pollution [9].
EIs also help understand vehicle emissions’ temporal and spatial distribution
at the landscape scale. It has allowed the study of the influence of site-specific
factors on urban road emissions [11].

This paper explores how emission models can be used along with road net-
work analysis for the development of an EI framework for the city of Porto. It
highlights the application of network science techniques to analyze emissions in
an urban environment. Alongside exploring how to map road emissions across
the city’s transportation network, we also demonstrate how network structure
matrices, which assess the importance of players solely on their position, can
provide valuable insights into identifying high-emission clusters within the city.

The paper is organized as follows. Section 2 briefly reviews the related works
in this area and the city decomposition methods we used to map the emissions
over the study region. Section 3 explains the data set and the methods used in
detail. Section 4 describes the experimental setup and discusses the factors that
may have constrained the study. Conclusions and suggestions for further research
are presented in Sect. 5.

2 Related Work

A previous study [12] using data from Porto, Portugal, examined the impact of
traffic emissions on air pollution and its harmful effects on historical landmarks.
The study monitored the levels of pollutants for 40 days during the autumn-
winter season of 2008 and collected samples in December of the same year to
determine the damage to the buildings. It was discovered that traffic emissions
were the primary source of polycyclic aromatic hydrocarbons (PAHs) in the air,
and the health risk analysis showed that the estimated values of lifetime lung



Pollution Emission Patterns of Transportation in Porto 217

cancer risks exceeded the health-based guideline level. The study confirmed that
historical monuments in urban areas could act as passive repositories for air
pollutants, making them interesting spots for further research on the effects of
urban air pollution.

Manizales, Colombia, was the area of study for Gonzalez et al.’s [13]. They
worked on an emissions inventory using the Vehicle Specific Power (VSP)
model [14] to get realistic emission estimates for creating a baseline in atmo-
spheric modeling and urban air quality indexes. The VSP method was shown to
be effective in detecting the high emissions in the city as the method uses road
inclination to measure pollution. The authors conclude that this happens due to
the unique characteristics dominated by a complex topography with hills that
put more stress on the vehicle engines, which results in higher fuel emissions.

Global Positioning System (GPS) trajectory data from a taxi fleet were ana-
lyzed with the aim of predicting air pollution emissions for Singapore [15]. The
proposal is for the quantification of instantaneous drive cycle parameters in high
spatiotemporal resolution. The authors were able to identify highly localized
areas of elevated emissions levels. The idea is to use the method as a comple-
ment to traditional emission estimates in emerging cities and countries where
reliable fine-grained urban air quality data is not easily available.

Some researchers were interested in studying the structural properties of com-
plex relational networks. In [16], the work focuses on how centrality is relevant to
various spatial factors affecting human life and behaviors in cities. The authors
present a comprehensive study of centrality distributions over geographic net-
works of urban streets using five different measures of centrality: degree, close-
ness, betweenness, straightness, and information. They compared these measures
over various samples of different world cities. These samples are represented as
primal geographic graphs, i.e., valued graphs defined by metric rather than topo-
logical distance where intersections are turned into nodes and streets into edges.

In this study, we explore how real-world road transport data can derive
insights aiding in creating an urban EI by constructing a graph with nodes
as road intersections and its edges weighted with the emissions. We employ two
methods to identify emission indicators from real-world traffic data: Vehicle-
specific power (VSP) [14] and Microscopic Instantaneous Emissions (MIE) [17].
Our work differs from previous ones concerning the mixture of MIE and VSP
models while leveraging network analysis to identify the pollution hot spots over
a region.

3 Data and Methods

The data we used is a subset of the dataset available at Kaggle [18], which con-
tains 1,704,759 trajectories from 442 taxis during the period from 2013-07-01
to 2014-06-30 over the metropolitan region of Porto, Portugal. For the work
described in this paper, we used a subset of trips from Porto inner city over
the duration of the whole month of August 2013, containing 4,736,978 points
organized in 119,474 trajectories over 429 vehicles. The data prepossessing and
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filtering are described in detail in Sect. 3.1. Later, using OSMnx [19] and OSM,1

these trajectories and their corresponding emissions are map-matched over the
city of Porto and a road network structure is constructed with vertices (nodes)
as the intersections and edges as the roads connecting them. For calculating the
emission from road trips, we use VSP and MIE. While VSP is a generalized
method frequently used to map instantaneous vehicle engine power to emis-
sion estimates, MIE gives pollutant-specific microscopic emissions. Finally, we
analyze the network structure and the emission behaviors over the network to
understand road emissions in the area of study.

The features from the original dataset that we used for this work are the
following: TRIP ID—a unique identifier for each trip; TAXI ID—a unique iden-
tifier for each taxi; TIMESTAMP—a Unix Timestamp (in seconds) identifying
the trip’s start; and POLYLINE—a list of GPS coordinates (i.e. WGS84 format)
mapped as a string; this list contains one pair of coordinates for every 15 s of
the trip; the last list item corresponds to the trip’s destination, while the first
one represents its start.

3.1 Data Pre-processing

The dataset, which can be found in detail at [20,21] for a similar use case, was
cleaned to remove outliers and noise, following the methods used by [22,23].
Unlike other datasets with variable granularity, here the data sampling rate is
regular through all the data points, having an interval of 15 s between the points.

Data Cleaning To obtain the trajectories, we need to get the values from the
column ‘POLYLINE’ in the taxi dataset. Each row contains the GPS coordinates
we will need to form the trajectories to compute the emissions.

The first step is the preprocessing task that includes, among other activities,
the data cleaning process where we perform outliers and noise removal [22,23].
We look for duplicate data in the dataset and remove it. We also look for null
data where we cannot use the latitude or longitude to create new features in
the next step. Due to the influence of GPS signal loss and data drift, several
unwanted points show up in the trajectories during the data acquisition. To
delete these inconsistent data and improve data reliability a median smoothing
filter is applied to each set of five GPS points to remove the noise [24].

Feature Extraction For the taxi data, we used the latitude, longitude, and
timestamp to generate new features (speed, acceleration, and road inclination)
that are further used to calculate the VSP and the MIE emission values [21].

Vehicle Specific Power (VSP) is conventionally defined as instantaneous
vehicle engine power. It has been widely utilized to reveal the impact of vehicle
operating conditions on emission and energy consumption estimates dependent
1 https://www.openstreetmap.org/.

https://www.openstreetmap.org/
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upon speed, roadway grade, and acceleration or deceleration based on the vehicle
operation [14], as shown in the formula (1).

VSP = v[1.1a + 9.81 sin(arctan(grade)) + 0.132] + 0.000302v3 (1)

where VSP is vehicle specific power [KW/ton]; v is vehicle speed [m/s] each
second; a is acceleration (+) or deceleration (−) [m/s2] each second; and grade
is terrain gradient [±%]. The elevation (grade) for the data points was obtained
using Open-Elevation API.2

The calculation of VSP allows for obtaining the vehicle’s power distribution
throughout a trip. To ease the visualization and the analysis, it is then possible
to group VSP points into 14 classes of required power, as shown in table “Energy
range distribution” from the paper [25]. This power range division allows vehicle
fuel consumption and emissions mapping according to the VSP category as done
by [25]. This work uses VSP modes as an indicator of vehicle emission, with a
higher VSP mode corresponding to higher emission potential.

Microscopic Instantaneous Emissions (MIE) Model we also employ a
second approach for microscopically calculating the instantaneous emissions. We
used the formula proposed by [17] that analyses every pair of points in the tra-
jectories dataset and consider four types of pollutants: Carbon Dioxide (CO2),
Nitrogen Oxides (NOx), Particulate Matter (PM), and Volatile Organic Com-
pounds (V OC). The model uses as a reference table a group of values obtained
from an extensive experiment with different types of vehicles and categories,
including the fuel type (Petrol, Diesel, Liquefied Petroleum Gas (LPG)). The
following formula (2) is used to calculate the instantaneous microscopic emis-
sions Ej,u

p of pollutant (j) (any of the four types of pollutants) from the vehicle’s
(u) speed (sp) and acceleration (ap) at point (p). The values for the emission
factors (f) come from the reference table “Emission functions for the 2010 fleet
of urban traffic” in the paper [17].

Ej,u
p = f j,u

1 + f j,u
2 sp + f j,u

3 s2p + f j,u
4 ap + f j,u

5 a2p + f j,u
6 spap (2)

while for the pollutants CO2 and PM , the acceleration is neglected. For NOx

and V OC, the emission factors must consider acceleration with values smaller,
greater, or equal to −0.5m/s2.

Portuguese Fleet by Fuel Type According to the Microscopic Instantaneous
Emissions (MIE) model, the vehicle’s fuel type is one of the main factors for
emissions. To have more fidelity in the results, we obtained a dataset from the
Portuguese official statistics agency (INE/PORDATA)3 that contains the values
of these components along the recent years (from 2010 to 2020). We assign the

2 https://open-elevation.com/.
3 https://www.pordata.pt/en/portugal/motor+vehicles+in+circulation+total+

and+by+type+of+fuel+used-3101.

https://open-elevation.com/
https://www.pordata.pt/en/portugal/motor+vehicles+in+circulation+total+and+by+type+of+fuel+used-3101
https://www.pordata.pt/en/portugal/motor+vehicles+in+circulation+total+and+by+type+of+fuel+used-3101
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fuel type to each car proportionally in the dataset for 2013, which is the matching
year of our taxi fleet dataset. In this way, we set 60.5% of the taxi fuel types to
be diesel oil, 38.6% as gasoline, and joined the rest of 0.7% from LPG and 0.2%
from others as a single category to represent both LPG and others (can include
electrical) with 0.9%. Although the dataset represents the whole country data,
we used it as a generalization for the city of Porto as it is the second largest
city and has the second larger fleet, thus, we can assume is roughly following the
data distribution for the whole dataset.

3.2 Road Transportation and Emission Network

As our idea is to compute the emissions from vehicles that are constrained in
a road, the strategy of map matching the GPS logged points with the most
probable street is fair and used in the literature [15]. To perform this task, we
used a Python library called Open Street Maps Network (OSMnx) [19] jointly
with the Open Street Maps (OSM)4 collaborative project. Based on this idea,
we snap the points to the closest road returned from the libraries and use the
values for each road to calculate the emissions in each of them.

A network structure consists of nodes and edges, where nodes represent the
objects to analyze while edges represent the relationships between those objects.
For this particular scenario, the OSMnx [19] can be seen as an extra layer for
the OSM where it converts the roads and their junctions into a multigraph
representation where the vertices (V ) are the road junctions/intersections, and
the edges (E) are the roads connecting them.

Before entering into details of the analysis method, it is important to clarify
a few network terminologies.

Definition 1. A network is a graph G = (V,E) where V = {v1, v2, ..., vn}, is
the set of vertices (intersections) and e ∈ E is an edge between any two vertices
(a road). An adjacency matrix A defines the connectivity of G, Aij = 1 if vi and
vj are connected, else Aij = 0 [16].

Definition 2. A homogeneous network is a network G = (V,E), where each
node vi ∈ V belongs to the same type and each edge eij ∈ E also belongs to the
same type [16].

Definition 3. An attribute network can be defined as G = (V,E,A, F ) where
V is the set of vertices, E is the set of edges, A is the adjacency matrix, and ith
row of F denotes the k dimensional attribute vector of node i [16].

The network centrality measures are among the most widely used indices
based on network data [16]. They generally reflect a unit’s prominence; this may
be its structural power, status, prestige, or visibility in different substantive
settings. In this work, we have focused on three of the most important centrality
measures: degree centrality, closeness centrality, and betweenness centrality.

4 https://www.openstreetmap.org/.

https://www.openstreetmap.org/
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Degree centrality is a network metric that measures how many direct neigh-
bors a node has. It is the number of connections a node has to other nodes, and
the degree distribution is the probability distribution of these degrees over the
whole network.

Closeness centrality is a network metric that measures the closeness of a node
to all other nodes in the network. In other words, it measures how easily a node
can access all other nodes in the network. A node with high closeness centrality
is considered to be more central to the network because it can reach other nodes
more quickly and efficiently than a node with low closeness centrality.

Betweenness centrality is a network metric that measures the degree to which
a node acts as a bridge or mediator between other nodes in the network. It
quantifies the number of shortest paths between pairs of nodes in the network
that pass through a given node. A node with high betweenness centrality plays
a critical role in maintaining the connectivity of the network because it lies on
many of the shortest paths between other nodes. Removing a node with high
betweenness centrality from the network can significantly disrupt the flow of
information or resources between other nodes.

We calculate the road emission levels from raw GPS data by summing all
the emissions in a given edge (road) between two nodes (intersection) and then
compute the network metrics.

4 Experimental Results

This section presents the outcomes of the study. Initially, in Sect. 4.1, we delve
into the insights gained from mapping emissions across city roads. The road
network is created with nodes as road intersections and edges as roads connecting
them as described previously in Sect. 3.2. Later in Sect. 4.2, we explore how these
mapping can aid in identifying properties of the road network structure that
indicate higher emission regions or roads.

4.1 Emissions over Porto

As the original data could be seen as a time series where each day is transformed
into one observation, a subset of trips from Porto’s inner city over the duration
of a day was used for the examples in this experiment. These also helped faster
data processing while using Gephi for the network analysis. The final data has
3,342 trajectories from 398 different vehicles for the day 2013-08-01.

Figure 1 shows the emission values obtained from the VSP and MIE methods.
As expected, the MIE has a level of detail for each of the pollutants resulting in
a more specific scenario for each studied area. Conversely, VSP depicts the pol-
lution levels in a broader way, disregarding the particularities of the pollutants.

Although the techniques used to analyze emissions may differ, it is evident
from the visual results (cf. Fig. 1) that roads with higher emissions share a com-
monality across the city for various pollutants and methodologies. In the case of
CO2 emissions, one can notice two main roads with maximum emission values
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Fig. 1. Emissions calculated using MIE (four first images from top left to bottom right)
and VSP (bottom center) models for 2013-08-01.

(yellow) on the city ring. The inner city has more data ranging on medium emis-
sion (green values), and the peripheral areas are low CO2 emission areas (blue).
Similarly, for the NOx values, we see most of the data with medium emissions
(green) while the city ring has high emissions (yellow). For the PM emissions,
we see higher levels (yellow) in the inner city (inside of the ring) as well as the
road that connects to the airport (yellow portion lined on top towards north-
west direction). The rest of the area is medium (green), with very few areas with
low-emission roads (blue). Finally, for the VOC, the values are similar to the
CO2 with a few more roads with high emissions (yellow) in the inner city. The
VSP produces emission distribution results over the city that are very similar to
those of MIE methods, with comparable contrast. The inner city shows a clear
pattern with higher emission values with the highlight of a large part of the road
that goes by the river (southeast) in yellow and green colors. The peripheral
parts have the lowest values with the exception of the green/yellow part of the
city ring that falls over the highway that connects Porto city with Porto airport
(yellow portion lined on top towards north-west direction).

4.2 Road Network Analysis

The road emission network comprises 1,525 nodes (intersections) connected by
1,157 edges (or roads). Figure 2 shows images of five different types of emissions
over the Porto inner city network. The nodes in the network signify intersections,
while the edges represent the roads connecting them. The edge length in the
image is proportional to the actual edge length. The nodes differ in color and
size, representing their respective closeness and betweenness centrality. The edge
color represents the emission value on that edge/road. The color scale for node
closeness and edge emission is purple (low) to orange (high).

In Fig. 2, closeness and betweenness centrality of nodes in network metrics
provide information on the network structure. They are independent of the emis-
sion values displayed by the edge color.

The network section with more prominent orange nodes (indicating high
closeness and betweenness centrality) is mainly connected by green to orange
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edges. This suggests that roads with higher emission values surround the net-
work’s most central nodes/intersections. Almost all of the higher centrality nodes
fall on the north part of the city along the highway connecting the city. In a way,
higher centrality indicates higher importance of the intersection, especially in the
case of a road network where commuters often prefer the shortest routes.

We can see the betweenness of the nodes (larger nodes) and the emissions
of the edges connecting them are related, i.e. the emission on roads connecting
intersections (nodes) with high betweenness (bigger nodes) are the highest emis-
sions in the network. Also, the orange nodes, which are the nodes with higher
closeness, fall on the part of the roads that recorded higher emissions in most of
the emissions. It is interesting to note a high emission area at the bottom of the
city on one of the larger roads. This is consistent in all of the emission measures.
It could be because of the higher length of roads, but this needs to be further
studied.

Fig. 2. Five instances of the same road network with nodes representing the intersec-
tions and edges representing the roads between them. The color and size of the nodes
represent the closeness and betweenness centrality, respectively, which are network
structure metrics independent of the emission values represented as the edge color. The
part of the network with larger orange color nodes (with high closeness and between-
ness centrality) is connected mainly through green to orange edges (higher emission
values), indicating the occurrence of higher emission roads around nodes/intersections
most central to the network.
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4.3 Discussion

The VSP and MIE models provide evidence to support the hypothesis that
simple GPS data, which is becoming widely available with the advent of the
Internet of Things (IoT), can be used to develop an EI. These methods can help
get emission indicators that could be used further to study urban road network
characteristics contributing to higher emissions. Hence, policymakers no longer
need to continually invest in heavy equipment and surveillance to understand
the emissions associated with transport data.

We have shown that by overlaying emission data onto the road network, we
can obtain valuable insights into emission distribution and patterns in the city.
By analyzing these network structures, we can better understand how the road
network contributes to overall emissions.

The network analysis allowed us to investigate the relationship between roads
in the city network and their corresponding emissions. Among the measures,
closeness and betweenness centrality played a significant role in understanding
the importance of a road and its emission levels. Our results section shows a
clear positive correlation between betweenness centrality and emissions.

5 Conclusion and Future Work

This work demonstrates the potential for using raw GPS data to measure pollu-
tion and emission levels in a region, specifically in the context of a fleet of taxis
in Porto, Portugal. Using feature engineering and high-spatial emissions models,
it is possible to identify areas with higher emissions levels and correlate these
with centrality measures of nodes/intersections in the city’s road network. For
future work, we intend to perform more extensive experiments on different real-
world datasets around various cities and vehicles and provide detailed network
analysis. This can branch out to study not only the effects of varying vehicle
characteristics but also the effects of urban landscape patterns [26] and driving
behaviors of the user [11]. These potential extensions can offer valuable insights
into the intricate connections between transportation, urban design, and envi-
ronmental pollution, enhancing the richness of the region’s emission inventory.
This information is particularly valuable for organizations in the transportation
sector as they seek to monitor and manage their carbon footprint effectively.

Acknowledgement. This work is financed by National Funds through the Por-
tuguese funding agency, FCT—Fundação para a Ciência e a Tecnologia, within project
LA/P/0063/2020. This work was developed under the project “City Analyser” (POCI-
01-0247-FEDER-039924), financed by European Regional Development Fund (ERDF),
through the Research and Technological Development Incentive System, within the
Portugal2020 Competitiveness and Internationalization Operational Program. Thiago
Andrade is also financed by National Funds through the Portuguese funding agency,
FCT—Fundação para a Ciência e a Tecnologia within the grant: UI/BD/152697/2022.



Pollution Emission Patterns of Transportation in Porto 225

References

1. Zhongming, Z., Linong, L., Xiaona, Y., Wangqiang, Z., Wei, L., et al.: Ar6 synthesis
report: climate change 2022 (2022). https://www.ipcc.ch/report/sixth-assessment-
report-cycle/

2. European Environment Agency: Decarbonising road transport - the role of vehicles,
fuels and transport demand. Transport and environment report 2021 (2021)

3. Borrego, C., Tchepel, O., Costa, A.M., Amorim, J.H., Miranda, A.I.: Emission and
dispersion modelling of Lisbon air quality at local scale. Atmos. Environ. 37(37),
5197–5205 (2003). 11th International Symposium, Transport and Air Pollution

4. Tchepel, O., Dias, D.: Quantification of health benefits related with reduction of
atmospheric PM10 levels: implementation of population mobility approach. Sci.
World J. 21(3), 189–200 (2011)

5. Dias, D., Tchepe, O., Carvalho, A., Miranda, A.I., Borrego1, C.: Particulate matter
and health risk under a changing climate: assessment for Portugal. Int. J. Environ.
Health Res. 2012, Article ID 409546 (2012)

6. European Environment Agency. Greenhouse gas emissions from transport in
Europe (2021). https://www.eea.europa.eu/ims/greenhouse-gas-emissions-from-
transport

7. CBO. Emissions of carbon dioxide in the transportation sector (2022). https://
www.cbo.gov/publication/58861

8. European Environment Agency. Air pollution and children’s health (2023). https://
www.eea.europa.eu/publications/air-pollution-and-childrens-health

9. Ntziachristos, L., Gkatzoflias, D., Kouridis, C., Samaras, Z.: Copert: a European
road transport emission inventory model. In: Information Technologies in Envi-
ronmental Engineering, pp. 491–504. Springer, Berlin, Heidelberg (2009). ISBN
978-3-540-88351-7

10. Deng, F., Lv, Z., Qi, L., Wang, X., Shi, M., Liu, H.: A big data approach to
improving the vehicle emission inventory in China. Nat. Commun. 11(1), 1–12
(2020)

11. Shaji, N.: Spatio-temporal clustering to study vehicle emissions and air quality
correlation at Porto. MSc. Thesis (2022). https://hdl.handle.net/10216/147251

12. Slezakova, K., Castro, D., Begonha, A., Delerue-Matos, C., da Conceição Alvim-
Ferraz, M., Morais, S., do Carmo Pereira, M.: Air pollution from traffic emissions
in Oporto, Portugal: health and environmental implications. Microchem. J. 99(1),
51–59 (2011)
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(2017)

24. Andrade, T., Cancela, B., Gama, J.: From mobility data to habits and common
pathways. Expert. Syst. 37(6), e12627 (2020)
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Abstract. The accurate estimation of dam natural frequencies and their
evolution over time can be very important for dynamic behaviour analy-
sis and structural health monitoring. However, automatic modal param-
eter estimation from ambient vibration measurements on dams can be
challenging, e.g., due to the influence of reservoir level variations, opera-
tional effects, or dynamic interaction with appurtenant structures. This
paper proposes a novel methodology for improving the automatic identi-
fication of natural frequencies of dams using a supervised Convolutional
Neural Network (CNN) trained on real preprocessed sensor monitoring
data in the form of spectrograms. Our tailored CNN architecture, specifi-
cally designed for this task, represents the first of its kind. The case study
is the 132 m high Cabril arch dam, in operation since 1954 in Portugal;
the dam was instrumented in 2008 with a continuous dynamic monitoring
system. Modal analysis has been performed using an automatic modal
identification program, based on the Frequency Domain Decomposition
(FDD) method. The evolution of the experimental natural frequencies of
Cabril dam over time are compared with the frequencies predicted using
the parameterized CNN based on different sets of data. The results show
the potential of the proposed neural network to complement the imple-
mented modal identification methods and improve automatic frequency
identification over time.
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1 Introduction

Concrete dams are structures that have always played an important role in our
society, creating water reservoirs, allowing fresh water supply to the population,
flood control, and energy generation. Due to the natural ageing of concrete, the
varying forces that dams are subjected to and the possibility of being exposed to
the effects of natural events such as earthquakes, these structures may present
a certain level of deterioration that needs to be monitored. To achieve this goal,
the safety control of large concrete dams tends to rely on Seismic and Structural
Health Monitoring (SSHM) systems. These systems are designed to continuously
measure vibrations as there is a correlation between the deterioration state and
the way dams vibrate: natural frequencies and vibration modes are affected by
structural changes induced by eventual damage. Modal configurations of the
main vibration modes may be affected” The dam vibrations are usually mea-
sured through the use of accelerometers, located at specific points along the dam
body [7]. Amplitude spectra are then calculated from the measured acceleration
records using the Fast Fourier Transform (FFT) algorithm using taylor-made
software that automatically performs the analysis of the collected data [7].

In an attempt to improve the existing software, the National Laboratory for
Civil Engineering (LNEC) is interested in studying how a machine learning app-
roach could complement it, primarily through the identification of the natural
frequencies of the dam. These frequencies can be later used to establish a rela-
tionship with water level and/or seasonal variations so that structural changes
due to material deterioration can be detected. As a result, we propose a pio-
neering methodology for the automatic identification of natural frequencies of
dams. Our approach leverages a Convolutional Neural Network (CNN) architec-
ture specifically designed for this task, as previous studies in frequency-based
analysis have provided limited guidance. To generate a visual representation of
the data, similar to spectrograms, we utilize real data collected from a dam over
a decade.

2 Case Study: Cabril Dam

The case study of this work is the iconic Cabril dam, a large arch dam in opera-
tion since 1954 on the Zêzere River, in the center of Portugal. This is the highest
dam in Portugal and an essential part of the country’s power supply infrastruc-
ture.

2.1 Dam Description

Cabril dam is a 132 m high double curvature arch dam, with a 290 m long crest.
As seen in Fig. 1, the dam was designed with a unique geometry, namely with a
thicker crest; in the central cantilever, the cross-section thickness varies between
a maximum of 20 m, near the dam base, to a minimum of 4.5 m, around el.
290 m, increasing again to about 6 m at the crest level (el. 297 m). The reservoir
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water level usually ranges from a minimum at el. 265 m to the normal water
level at el. 294 m. As for appurtenant works, reference should be made to the
intake tower, a reinforced concrete structure that is connected to the crest of
the central cantilever of the dam through a concrete walkway, with a joint in
the dam-tower contact surface. The hydro power plant, with a total installed
capacity of 97 MW, is located at the downstream base of the dam.

Fig. 1. Cabril dam, Portugal. Upstream, central cross-section and plan views, and
detected deterioration phenomena.

Built almost 70 years ago, the Cabril dam presents some deterioration prob-
lems. During the first filling of the reservoir, horizontal cracks appeared on the
downstream face of the dam, in several blocks between el. 280 and el. 290 m;
according to specific computational studies, this phenomenon occurred due to
the tensile stresses originated by the dam deformation under the hydrostatic
pressure, and it was clearly conditioned by the cross-section geometry with a
thicker crest. In addition, concrete swelling phenomena due to alkali-aggregate
reactions were detected in the 1990s. However, dam behaviour has been thor-
oughly monitored over the years, and normal operating conditions have not been
affected; recent studies, based on dynamic monitoring data, seem to indicate that
the structural integrity of the dam has not been affected by the existing deteri-
oration process [1].

2.2 Continuous Vibration Monitoring System

In 2008, the National Laboratory for Civil Engineering (LNEC) and Energias
de Portugal (EDP), decided to install a pioneer Seismic and Structural Health
Monitoring (SSHM) system to monitor the dynamic behaviour of the Cabril dam
over time. Since then, similar systems have been installed in other large dams
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across Portugal given the good results that were obtained [7]. The particular
system at Cabril dam was designed to measure accelerations in the upper zone of
the dam and at the dam-foundation interface (near the abutments), at a sampling
rate of 1000 Hz (in general the acceleration records are stored after decimation
for a sampling frequency of 50 Hz; only for seismic events the acceleration records
are stored at 1000 Hz). Overall, the system includes 16 uniaxial accelerometers,
and 3 triaxial accelerometers.

The uniaxial accelerometers, which measure vibrations in a radial direction,
are distributed in the upper part of the dam by two galleries. As for the triaxial
accelerometers, one is located in the upper gallery, whilst the other two are
located near the insertion of the dam base. The accelerometers are controlled
by 4 data acquisition units that receive the recorded data. This data is then
forwarded, through a local fiber optical network, to a server in the observation
and control station, located at the dam power station, so that it can be stored.
Once saved, the data is ready to be fed into the data collection software developed
by LNEC and can be accessed remotely via the internet.

Regarding the specific software used to handle the data collected by the
SSHM system, it includes two MATLAB programs: DamSSHM, for automatic
data analysis and management, and DamModalID, for automatic modal iden-
tification. Starting with DamSSHM, this software is installed on the central
computer of the system, and it includes four modules [1]:

– Module 1—Read Data Files
The data continuously recorded with the measuring sensors is received by 4
data acquisition units and sent to the central computer. This data is then
stored in 4 binary files, one for each unit, every hour. This first module of
DamSSHM was specifically prepared to read these 4 binary files to create
matrices in MATLAB with all acceleration records.

– Module 2—Automatic Data Analysis and Management
The second module of DamSSHM was developed both to analyse the accel-
eration records, with the purpose of detecting corrupt files or potential mea-
surement errors, and to manage the generated data files. This management is
done by creating new data files containing decimated records with an artificial
sampling rate of 50 Hz (instead of the original sampling rate of 1000 Hz). By
doing this, the size of the files is greatly reduced, saving storage space. This
module can also send a daily monitoring summary by email.

– Module 3—Automatic Detection of Vibrations during Seismic
Events
The third module does exactly what its name says: automatic detection of
vibrations induced by seismic events. The module evaluates specific parame-
ters and patterns in the acceleration records and is able to distinguish possible
seismic vibrations from those induced by operational sources.

– Module 4—Automatic Maintenance of the Server Storage
As previously mentioned, the software creates files with decimated records,
which are much smaller in size than the original binary files. However, these
files continue to be stored on the central server. The fourth and last module



Analysis of Dam Natural Frequencies Using a Convolutional Neural Network 231

of DamSSHM selects a single hour from a predefined time period and saves
a backup of the original files. The remaining files are deleted.

Moving on to DamModalID, this program was developed to perform modal
analysis on the collected data, to determine the natural frequencies and modal
configurations of the main vibration modes (Fig. 2). It is based on the Frequency
Domain Decomposition (FDD) method, that consists in the analysis of the sin-
gular value decomposition (SVD) of the power spectral density (PSD) matrix,
which in turn is estimated from the measured outputs (discrete time series)
using the Welch method. Moreover, it also has an interactive graphical inter-
face, allowing a more detailed analysis of both the acceleration records and the
modal identification results.

Fig. 2. DamModalID. Automatic modal identification results and graphical interface.

3 Supervised Convolutional Neural Network (CNN)
Proposed for the Analysis of Dam Natural Frequencies

This work involves the use of the machine learning algorithm Convolutional
Neural Network (CNN). Since the proposed model expects to receive labeled
data, it falls into the supervised learning category. As the main goal is to identify
natural frequencies (continuous values), we are facing a regression problem.
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3.1 Dataset

To conduct our research, a real dataset provided by LNEC was used. The data
composing the dataset started to be collected at the Cabril dam, through the
continuous dynamic monitoring system described in Sect. 2.2. The data is already
in the frequency domain [7].

Figure 3 shows a graphical representation of an entry from the initial dataset,
which has over 27000 h. It comprises the average amplitudes for each frequency
value in the range of 0–6 Hz, calculated hourly from the records of all available
accelerometers. To calculate the number of pairs (frequency, amplitude) per
hour, the following equation can be applied:

n =
fmax − fmin

1
ws

+ 1, (1)

where f represents the frequency interval and ws the window size of the Welch
method. In this case, the Welch method was used with 400-second data segments,
so the number of pairs per hour is given by: (6 − 0) ÷ (1 ÷ 400) + 1 = 2401.

Fig. 3. Average spectral amplitudes in the range of 0–6 Hz and the first five natural
frequencies (which will be used as CNN target values during training) for a specific
hour of the dataset and input example (spectrogram with 4 accelerometers).

In addition, we also have access to the estimated values of the first five
natural frequencies, which should coincide with certain amplitude peaks. The
dam’s natural frequencies, obtained from measurements as the frequencies of
the main spectral peaks, are dependent on the reservoir water level, as can be
confirmed by results obtained using software developed in LNEC based on the
Finite Element Method (FEM). Such dependencies adjusted based on the water
level, and different smoothing techniques were applied in a semi-manual way [7].
It should be noted that the dataset has a very high level of noise and there
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is always some error associated with these estimates, causing some frequencies
to deviate from the most accurate value. Despite this fact, these pre-identified
natural frequency values were still be used as ground truth.

The spectral data illustrated in Fig. 3 together with the semi-manual esti-
mated natural frequency annotated values produced a first dataset labeled ds-1D
containing the average spectral amplitudes calculated from all the accelerome-
ters.

A more elaborated composed representation was also prepared by represent-
ing the spectrograms as 2D images (e.g., [2]). The major differences between
these datasets and the previous one are that instead of one-dimensional arrays,
we now have spectrograms, as illustrated in Fig. 3. To generate the spectrograms,
the dataset was expanded not only to include the average amplitudes, but also
the amplitudes measured by the four most relevant specific accelerometers as
dataset labeled ds-2D4. The choice made was to associate the frequency range
with the width of the spectrogram, the number of accelerometers with its height,
and the amplitude values with its colour. First, the amplitudes recorded by the
four sensors for the same hour are selected. Those values are then normalized
with the following formula:

x′
i =

xi − xmin

xmax − xmin
, (2)

where x� represents the set of amplitude values for a given hour (e.g., each value i
is normalized by corresponding minimum and maximum observed values). This
ensures consistency across spectrograms, by using a fixed colour scale to all
images.

In an attempt to add even more information to the spectrograms, we believed
it was worth trying to use all sixteen uniaxial accelerometers instead of just
four. Furthermore, we also decided to switch to a frequency range of 1 to 5 Hz
and use only 200-second data segments to produce this dataset variation. By
adopting this approach, the five distinct natural frequencies not only retain their
identifiable characteristics but also contribute to further compactness in the
images. The full set of sixteen accelerometers is labelled as dataset ds-2D16.
The process results in one spectrogram per hour of data in our dataset and
contains thousands of spectrograms, each representing different conditions based
on the water level in the reservoir and the state of the dam’s deterioration, as
illustrated in Fig. 4. So, over the course of more than a decade, a spectrogram
has been generated every hour.

Fig. 4. Spectrogram generation for CNN training.
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3.2 Main Model

To build and train our CNN model, we will be using Keras [3]. Keras is an open-
source deep learning Python API that was designed with a focus on enabling
fast experimentation, providing essential abstractions and building blocks for
developing and shipping machine learning solutions. We did not find any previ-
ous work that specifically utilizes spectrograms for dam vibration analysis (there
are datasets, but without frequency data1). However, there have been works in
the area of vibration analysis using 2D-CNNs, as exemplified in medical domain
for ECG analysis [4], and sound analysis [2]. In these works, 2D-CNNs for image
processing [5] have been shown to be effective when adapted to processing time-
frequency spectrograms. Therefore, we chose to base our main model on a com-
bination of standard CNN models and the model introduced by Anjos et al. [2]
for sibilant consonants classification using log Mel filter banks and a 2D CNN,
which has shown remarkable performance in signal processing and classification
tasks based on time-frequency spectrograms. However, for more complete test-
ing, the input layer was adapted to receive the different dataset input shapes.
For example, when the ds-1D dataset (Sect. 3.1) is used, the model directly uses
1D convolutional layers.

Spectrograms, like the one in Fig. 3, are illustrative of 2D inputs. The main
model has four convolutional layers, each followed by a pooling layer and a
dropout of 20%. The number of filters in the convolutional layers increases by a
factor of 2, assuming the values 32, 64, 128, and 256. All these layers use filters
of size 3 × 3 with a stride of 1. Both pooling layers perform the max pooling
operation with a 2 × 2 window and a stride of 2.

The output of the last pooling layer is flattened and fed to a fully connected
network with three hidden layers with 1000, 500, and 100 neurons, respectively.
Lastly, a dropout of 50% is applied before the final output layer, which consists
of 5 neurons, since we are aiming to identify exactly five natural frequencies.
The convolutional and hidden layers use the ReLu activation function, while the
output layer uses the linear activation, as it is the most suitable for regression
problems.

3.3 CNN Hyperparameter Tuning

We have tested different model hyperparameters based on experimental evidence.
Figure 5 compares the validation loss values per epoch, on the logarithmic scale
(base e), for four preliminary tests performed using dataset ds-2D4 spectrograms
as input. The chosen loss function was the Mean-Squared Error (MSE), since it
is one of the most commonly used in regression problems. The MSE is calculated
as the average of the squared differences between the predicted and actual values.

The blue line was obtained by training a model with a less complex architec-
ture, featuring three convolutional layers instead of four, and a fully connected
network with only one layer with 512 neurons. Both red and green lines were

1 https://www.kaggle.com/datasets/konivat/three-gorges-dam-water-data.

https://www.kaggle.com/datasets/konivat/three-gorges-dam-water-data
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obtained by training a model with the architecture presented in the previous
section. Lastly, the purple line was obtained by training a model with a more
complex architecture, featuring five convolutional layers and a fully connected
network with four hidden layers with 1000, 500, 100, and 10 neurons, respec-
tively. Another difference between these tests was the value used for the learn-
ing rate hyperparameter of the Adam optimizer. An optimizer is one of the two
arguments required to compile a Keras model (the other one being the loss func-
tion) and its learning rate hyperparameter defaults to 0.001. That said, both the
first and second tests (blue and red lines, respectively) were conducted with the
default value, whereas the third and fourth tests (green and purple lines, respec-
tively) were conducted with the value set to 0.0001. Once again, since there are
so many different combinations that can be put together, we decided to save
time by stopping at 200 epochs.

As seen in the figure, lowering the learning rate mitigated the steep decline
of the loss curve during the first training epochs by slowing down the training
process, and even though it initially led to higher validation errors, it paid off
later on as shown by the third test. On the other hand, increasing complexity
only helped to a certain extent, as the last test ended up with a higher final error
than the previous two. So the set of hyperparameters from test 3 was selected
as our main model.

Fig. 5. Model loss comparison (log scale).

4 Results: Analysis of Natural Frequencies of Cabril Dam

Experiments were conducted using the three datasets from the previous section
to achieve high accuracy. They compared the impact of utilizing spectrograms
versus not using them on CNN performance. Different methods of generating
spectrograms and testing various model architectures were explored. The behav-
ior of the best-performing model was studied under simulated damage conditions.
The different encodings of the dataset using the previously described (Sect. 3.1)
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direct encoding of 1D spectral amplitudes and the different 2D Spectrograms
(with 4 and 16 sensors) were provided as input to our models. To ensure we
achieved the best possible results, we have also tested the VGG19 [8], one of
the most well-known CNN architectures. We chose to freeze the layers of the
base model, and then replaced the three fully connected layers with the same
fully connected network that we used in the main model. This model managed
to perform worse than all previous experiments, and it was also the most time-
consuming to execution, given the complexity of the network.

The Table 1 summarizes the experiments up to this point (all experiments
were set to go through exactly 300 epochs).

Table 1. Summary of experiments.

Model Description Input Size Loss (×10−4)

1D main model ds-1D—Raw Data (1D arrays) 2401× 1× 3 2.82

4D main model ds-2D4—Four-Sensor Spectrograms 1201× 4× 3 1.34

16D main model ds-2D16—Sixteen-Sensor Spectrograms 801× 16× 3 1.28

Modified VGG19 ds-2D16—Sixteen-Sensor Spectrograms 801× 32× 3 4.69

To further improve the main model’s performance and achieve better results
both on the test set and on future data, we decided to carry out one last training
round with the main model using ds-2D16 and a very large number of epochs. In
order for the model to reach the optimal parameters in a single run, we believed
that 100000 epochs would be sufficient. As shown in Fig. 6, this number turned
out to be more than enough, since the optimal parameters were reached around
epoch number 10000. This is where the lowest validation error of all experiments
occurred, at 7.44 × 10−5. This is the model selected for remaining results.

Fig. 6. Best model loss (zoomed log scale, weight regularization turned off for testing).

We can also verify how the model behaves on the test set, by comparing its
predictions with the original natural frequency values. Figure 7a illustrates this
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Fig. 7. Comparison between the real natural frequency values (in blue) and the values
predicted by the best model (in red) for: A—Real data B—Simulated data.

comparison. In this example, the test set includes the last six months of avail-
able data, arranged chronologically, which is roughly 20% of the entire dataset.
Naturally, we want the points to overlap as much as possible, because the closer
they are, the more accurate the prediction.

To conclude our analysis, a final experiment was performed to evaluate the
model’s behaviour in case the dam starts to show some level of deterioration, as
one of the main uses of dynamic monitoring systems is the detection of structural
damage due to progressive material deterioration over time. Since no real data is
available, we had to simulate the gradual decline in concrete stiffness ourselves.

With that aim, we stipulated a decrease of 0.2 Hz over a three-year period.
To do so, we grabbed the data from the last available year (2020) and gradually
shifted the amplitude values to the left. After producing the artificial data for
the next three years, we generated the respective sixteen-sensor spectrogram
for each hour. Figure 7b shows the comparison between the artificial natural
frequencies and the values predicted by our best model via such spectrograms
on each test year. For the three simulated years, it can be observed that the lower
the frequencies, the harder it is for the model to make the right prediction.

5 Conclusion and Future Work

This work presents a machine learning approach utilizing Convolutional Neu-
ral Networks (CNNs) and preprocessed sensor data collected from the Cabril
dam. Through various experiments, we explored different model architectures,
hyperparameters, and input shapes to enhance the identification of the main nat-
ural frequencies of concrete dams. The choice of CNNs was motivated by their
proven effectiveness in vibration analysis and signal processing tasks, as demon-
strated by studies in image classification tasks, e.g. by Krizhevsky et al. [5] and
Nielsen [6]. Our findings highlight the potential of CNNs in accurately identi-
fying the main natural frequencies of concrete dams, contributing a significant
advancement to the field of dam vibration analysis.

No previous work exists on analyzing dam frequency using machine learn-
ing methods and our main model is based on state-of-the-art CNN models for
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spectrogram classification. By simultaneously including all available accelerom-
eter data while keeping the CNN neural network manageable, we achieved the
best results in our tests. The use of CNNs with 2D spectrograms significantly
improved the overall performance. However, further validation is needed to
ensure that no major details are being overlooked.

The damage simulation with artificial data revealed that the CNN is sensible
to the presence of similar observations in the dataset. But this capability allows
our system to function as a one-class classification algorithm, alerting engineers
when frequencies deviate from the expected values beyond a certain threshold.
All experimental results and Python scripts are available.2

While water level and air temperature have a correlation with the natural
frequencies being analyzed, they were not included as input features to avoid
bias and a skewed outcome. However, the potential usefulness of incorporating
these variables in future work should not be dismissed. Additionally, exploring
unsupervised methods based on current encodings and incorporating additional
variables like water level or air temperature holds promise for further advance-
ments in dam vibration analysis.
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Abstract. In natural phenomena, data distributions often deviate from
normality. One can think of cataclysms as a self-explanatory example:
rarely occurring events differ considerably from common outcomes. In
real-world domains, such tail events are often the most relevant to antic-
ipate, allowing us to take adequate measures to prevent or attenuate
their impact on society. However, mapping target values to particular
relevance judgements is challenging and existing methods do not con-
sider the impact of bias in reaching such mappings—relevance functions.
In this paper, we tackle the issue of uncertainty in non-uniform domain
preferences and its impact on imbalanced regression evaluation. Specifi-
cally, we develop two methods for assessing the volatility of model per-
formance when dealing with uncertainty regarding the range of target
values that are more important to the underlying problem. We demon-
strate the importance of our proposed methods in capturing the impact
of small changes in relevance assessments of target values and how they
may impact experimental conclusions.

1 Introduction

A common assumption in statistical-based learning is the premise of normality.
However, real-world domains commonly present departures (even if slightly) from
normality, raising two critical caveats for machine learning. First, cases framed
within the central tendency of the distributions are the most well-represented in
the data. Thus, resulting models will be better at recognising and anticipating
such cases. Second, cases with extreme/rare values are often associated with
high-impact events, e.g., fraud. Therefore, in certain situations, such cases should
be prioritised and not under-valued w.r.t the ability to anticipate them.

Imbalanced learning focuses on modelling and predicting rare and extreme
events. A challenging machine learning task [5], it mostly focuses on classifica-
tion tasks, facing issues such as identifying small disjunct areas, lacking density
and information in training data, overlapping classes, noisy data and data set
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shift [9]. Work concerning regression is residual, but it has received increasing
interest recently, including contributions on task formalisation for different data
scenarios [10,13] and proposals for pre-processing strategies [11,19]. However, its
major challenge remains in correctly mapping target values to their predictive
importance and evaluating models’ performance towards relevant values.

Relevance functions [20] are the core concept in imbalanced regression, map-
ping domain values, i.e., target values, and their importance (usually measured
between 0 and 1) to the user in obtaining an accurate prediction. Although this
mapping should be a user-defined process, we often lack such domain knowledge
and thus rely on distribution inference methods. Essentially, values in the centre
of the distribution are associated with relevance near 0, and as those values sep-
arate from such centre, their relevance approximates (or assumes the value of)
1. Most importantly, this process assumes that available data is a representative
sample of the underlying data domain, which is not always true.

We identify three scenarios of relevance function usage when tackling scien-
tific problems in regression subject to skewed domain preferences:

1. The underlying phenomena and the most relevant range of target values have
been studied, e.g. the Beaufort wind scale connecting wind speed ranges and
physical consequences felt on the sea and land [7];

2. Domain-knowledge experts disagree on which target value range is more rel-
evant, leading to multiple relevance functions, e.g. biomarker concentration
for characterisation of neuro-degenerative disease stages [3];

3. Insufficient scientific efforts to establish a domain preference.

In this paper, we propose two sensitivity evaluation methods that allow
users to quantify the impact of counterfactual relevance functions in imbalanced
regression evaluation of predictive models. In all three cases presented above, the
methods (convolution and elastic) allow us to understand how different models
perform under different (although similar) relevance criteria. Critically, this con-
tribution bridges an important gap in the evaluation and robustness assessment
of models in imbalanced regression tasks.

The remainder of the paper is organised as follows. Section 2 describes the
task of imbalanced regression, followed by introducing the proposed methods
in Sect. 3. An experimental evaluation is presented and thoroughly discussed in
Sect. 4, followed by conclusions and future work in Sect. 5.

2 Imbalanced Regression

Standard regression tasks assume that a function f() maps predictor vari-
ables to a continuous target variable. Such function is formalised as Y =
f(X1,X2, . . . , Xp), where Y is a numerical target variable, and features describ-
ing each case are denoted with X1,X2, . . . , Xp. An approximation h() (a model)
to this function is obtained by using a data set with examples of the function
mapping (known as a training set), i.e., D = {〈xi, yi〉}ni=1. Here, our objective
is to optimise models using a certain loss function, L(ŷ, y), such as the absolute
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or the squared error of estimations w.r.t. the true values. When all target val-
ues are considered equally important, i.e., uniform domain preferences, standard
regression tasks assume that the utility U of the estimations is a function of the
estimation error L(ŷ, y) and that it is inversely proportional to the loss func-
tion, U ∝ L−1. However, this is not the case for learning tasks confounded by
varying user preferences across a range(s) of target values or in scenarios where
estimation error may not be a helpful metric across all possible target values.

2.1 Relevance Functions

Imbalanced regression faces the challenge of providing a formal approach that
describes non-uniform preferences over continuous domains. Figure 1 illustrates
the difference between the standard assumption of uniform vs non-uniform pref-
erences. Ideally, users or domain experts should carry out the specification of
domain preferences. When not possible, we can rely on distribution-based statis-
tics to automatically infer a suitable relevance function in such cases.

Fig. 1. Example of target values’ relevance for a specific domain preference. The dashed
magenta line represents the case where no preferences are given; therefore, all values
are considered equally important.

Definition A relevance function φ(Y ) : Y → [0, 1] is a continuous function that
encodes a user-defined domain preference Y by mapping it into a [0, 1] scale
of relevance, where 0 and 1 represent the minimum and maximum relevance,
respectively [17].

The relevance function construction starts with control points mapping to
regions where relevance is known, ideally provided by domain experts. These are
either specified by users or automatically derived from the data. When the latter
is carried out, such a process relies on using the adjusted box-plot method [18], as
suggested by Ribeiro and Moniz [17]. From the control points, an interpolation
method approximates a continuous function ready to use in potentially infinite
domains. For this occasion, we will use Piecewise Cubic Hermite Interpolating
Polynomials [6], as suggested by Ribeiro [16].
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2.2 Evaluation

Evaluation metrics for numerical prediction tasks commonly assume that
all domain values have equal importance, i.e., uniform domain preferences.
Several metrics have been proposed for learning settings where non-uniform pref-
erences apply, i.e., a different level of relevance is associated with distinct ranges
of the target variable. These range from asymmetrical approaches, common in
finance, e.g., LIN-LIN [4], to adaptations of well-known metrics for classification
tasks, such as the utility-based F-Score [2,12,16]. More recently, Ribeiro and
Moniz [17] provide a thorough discussion on the limitations of existing metrics
in the scope of learning with non-uniform preferences and propose the Squared
Error-Relevance Area (SERA) metric, which tackles several shortcomings in pre-
vious work. In this paper, we will focus on the use of SERA.

Definition For a given data set D and a relevance function φ, consider the subset
Dt where the relevance of the target value is above or equal to a cutoff t. Thus,
it’s possible to obtain an estimate of the Squared Error-Relevance of a model as:

SERt =
∑

i∈Dt

(ŷi − yi)2 (1)

where ŷi and yi are the estimated and true values for data point i. For this
estimate, only the subset of estimations for which the relevance of the true
target value is above a known threshold t are considered. SERA is defined as:

SERA =
∫ 1

0

SERtdt =
∫ 1

0

∑

i∈Dt

(ŷi − yi)2dt (2)

As such, the smaller the area under the curve (SERA), the better the model’s
performance. In a situation where no domain preferences are defined, i.e. φ(Y ) =
1, SERA converges to the sum of squared errors [17].

3 Sensitivity Evaluation and Relevance Uncertainty

The formal definition for imbalanced regression tasks [17] provides the basis for
tackling the first issue in this project: how to evaluate and compare solutions for
which the relevance of obtaining correct estimations in different target values is
different. By having a more appropriate metric for evaluating regression models
on extreme values, we are left with a second challenge: in situations of uncertainty
concerning the range of predictive focus, what is the best solution to ensure
robust predictive power?

We propose two methods that can be applied with a SERA-based evaluation
of predictive solutions. Such methods are based on the simulation of neigh-
bouring configurations of the relevance function based on the initial input, i.e.,
counterfactual relevance functions. Our intuition is that evaluating models in
similar configurations (w.r.t the original input) makes it possible to understand
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the behaviour of different strategies under uncertainty and identify the most
robust models. Our proposed methods simulate two degrees of freedom concern-
ing relevance functions: i) x-axis displacement and ii) slope incline., which we
deem as a good as a first exploration.

– Convolution. First (Algorithm 1), we can think of the situation in which
the hint regarding the shape is correct but inaccurate concerning which are
the most relevant values. By shifting the relevance function across a certain
range—much like a convolution—, it is possible to collect the performance of
models for an additional number of similarly derived relevance functions;

– Elastic. Second (Algorithm 2), we consider a situation where the relevance
function derived from the original data is correct about which values are the
most relevant but not correct about the shape. It consists of fixing the point
where the relevance is larger than 0 while varying the first point where the
relevance is equal to 1.

For both methods, we first determine the target variable Y ∈ Y range and
obtain a relevance function φ(Y ). Next, we define the peak relevance πmax for
φ(Y ) as the minimum value for which φ(Y ) = 1, i.e. the first maxima encoun-
tered. Similarly, we define the base relevance, πmin, as the largest target value
for which φ(Y ) = 0, i.e. the point immediately before the slope of φ(Y ). σ stands
for standard deviation. Figure 2 illustrates the transformations performed on a
sigmoid relevance function: a) refers to Convolution, while b) refers to Elastic.
Note that, within the scope of our work, we are dealing with the one-tail right
distribution of values. When a distribution is skewed left, the peak and base
relevance values are exchanged.

Result: Performance for Convolution method
Y = training set target variable;
δ = search step size;
φ() =initial relevance function;
πmax =initial peak relevance;
πmin =initial base relevance;

n = range(Y )
δ

;
for i in n do

update relevance function φ() s.t. πmax = πmax + δ and πmin = πmin + δ;
evaluate the model using SERA with φ() as the criterion;

end
Algorithm 1: Convolution simulation for relevance function

4 Experimental Study

In this section, we present an experimental study concerning the usefulness of
our sensitivity assessment approaches, guided by our main research question:
how robust are the conclusions concerning the performance of predictive models
in imbalanced regression when accounting for relevance uncertainty?
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Result: Performance for Elastic method
Y = training set target variable;
δ = search step size;
φ() =initial relevance function;
πmax =initial peak relevance;
πmin =initial base relevance;

M = Ỹ , median Y ;

n = range(M,M+σ(Y ))
δ

;
for i in n do

update relevance function φ() s.t. πmax = πmax + δ and πmin = πmin;
evaluate the model using SERA with φ() as the criterion;

end
Algorithm 2: Elastic simulation for relevance functions.

Fig. 2. Left—Original relevance function (in the example, a sigmoid). The dashed line
is the inflexion point. Right—a Convolution. The relevance function maintains the
same sigmoid shape but is continuously transferred across a range in n steps. Right—b
Elastic. The relevance function’s inflection point is fixed in the same place, but its
extremities get compressed/stretched, thus becoming narrower/wider.

4.1 Methods

This subsection provides experimental details concerning the adopted method-
ology, learning algorithms, and estimation procedures.

Learning Algorithms For this study, we consider the following algorithms:
Multivariate Adaptive Regression Splines (mars), Extreme Gradient Boosting
(xgboost), and Random Forest. These are listed in Table 1, with the respec-
tive hyperparameter grid and implementation details. The hyperparameters of
xgboost and Random Forest are chosen using a random search. From the high-
dimensional grid space, 15 random combinations are considered. On the other
hand, MARS evaluates 24 fixed combinations.
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Table 1. Parameters considered for grid search during model training

Algorithm Grid size Parameters R Package

Mars 24 Degree ∈ {1, 2, 3} Earth

Nprune ∈ {1, 2, 3, 4, 5, 6, 7, 8}
Xgboost 50 Nrounds ∈ {1 : 1000} Xgboost

Max depth ∈ {1 : 10}
eta ∈ {0, 001 : 0, 6}
gamma ∈ {0 : 10}

Random forest 60 Mtry—10 value sequence ∈ {0 : ncol(data)} Ranger

Min node size ∈ {1, 3, 5}
Split rule ∈ {variance, extratrees}
n.trees = 500

Estimation Concerning estimation methodologies for validation, we adopt a 10-
fold cross-validation method [8] on the train set for hyperparameter optimisation.
Models are evaluated using the input relevance function and then calculating the
error on an out-of-sample test set using the SERA metric.

Relevance function. The data sets used in this study come from different
domains, and apart from their title and features’ names, we cannot introduce any
domain expertise to build a guess of what the relevance profile should look like.
Therefore, we assume the automatic relevance function generated according to
Ribeiro and Moniz [17] as our reference. The exception is for the Germany, Bei-
jing, and Norway datasets, which deal with particulate matter concentration, and
where the Standard international guidelines provide an initial relevance function
for PM10 concentration levels on the atmosphere [15].

For the Convolution technique, counterfactual relevance functions are drawn
from an initial relevance function, using one standard deviation to the left and
right of the automatically generated points. For example, for a function with peak
relevance at 100, i.e. φ(100) = 1, we simulate relevance functions where values
between 100−σ and 100+σ will be reference points for peak relevance. In short,
the relevance function is incrementally shifted to both sides in its original form.
For the Elastic technique, we apply it in the same range, but this time moving
the left extremity further to the left while the right extremity moves to the right,
and vice-versa. A good analogy is as if one would stretch or shrink the original
relevance function by pulling/pushing its peaks (for 1 and 0).

Optimisation criteria. Given the context of imbalanced regression tasks, previous
work has demonstrated how using traditional optimisation criteria within this
scope may be misleading [17]. Accordingly, our analysis concerning the best
hyper-parameter combinations within the scope of this experimental study is
based on the use of the SERA metric (Sect. 2.2).
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4.2 Results

In this section, our goal is to demonstrate that the techniques proposed in this
paper can properly assess the robustness of predictive models’ performance in
the context of uncertainty in imbalanced regression tasks. Accordingly, we divide
this section into two parts:

1. Case-study analysis of the Convolution and Elastic techniques applied to three
air pollution data sets and the indicator PM10 to grasp the impact of using
such techniques with policy-informed control points;

2. Evaluation of prediction models in all the remaining available data sets, to
which we don’t possess target value preferences concerning the robustness of
their performance when applying our proposed techniques;

Concerning the first part, a note on the data sets used. The first data set
concerns hourly averages of concentration levels in Beijing (China) from August
2012 to March 2013 [21]; the second, daily averages for rural background stations
in Germany from 1998 to 2009 [14]; and, finally, hourly values for a station in
Alnabru, Oslo (Norway), between October 2001 and August 2003 [1]. The ben-
efit of using these data sets is that we can base the set of control points used on
official recommendations per the World Health Organisation [15] for denoting
24-hour averages as normal or dangerous: φ(50μg/m) = 0 and φ(150μg/m) = 1,
respectively. Figure 3 illustrates the outcomes for the best models of each learning
algorithm used, estimated according to the methodology described in Sect. 4.1.
The scenario corresponding to the x-axis value of 0 concerns the relevance func-
tion using policy-informed control points.

Fig. 3. Pollution data sets where the scientific community provides relevance guidelines.
The vertical dashed line in each chart corresponds to the nearest approximation of the
domain knowledge relevance function. The bigger circles represent the best model for
each relevance function adaptation.

A careful analysis of the results provides interesting insights concerning pos-
sible scenarios. For example, concerning the first data set (left), we observe
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that, when applying both techniques, there is a considerable performance overlap
despite different underlying relevance functions. In the second data set (centre),
we notice a consistent distinction between these models throughout the entire
set of neighbouring relevance functions. As for the third (right), we understand
how conclusions concerning a certain relevance function may be brittle. Small
shifts in the reference points for relevance judgements may greatly impact model
evaluation and comparison. It also illustrates how different shapes of the under-
lying relevance function may have distinct impacts—comparison of Convolution
and Elastic techniques.

Concerning the second part, we test the Convolution and Elastic techniques
in the 29 data sets,1 having as reference the relevance function defined by the
automatic method proposed by Ribeiro and Moniz [17]. The experimental reso-
lution for neighbouring configurations when applying our proposed techniques is
19 steps for Convolution and 19 steps for the Elastic technique. Results are pre-
sented in two distinct manners. First, illustrating an overview of the experimental
results, Fig. 4 describes the rank shift probability for the prediction models esti-
mated as the best (best rank) among all candidates. The rank shift probability
translates as the percentage of neighbouring scenarios where the best model,
according to the automatic relevance function, did not remain the best. In other
words, a robust scenario would describe a near 0% of rank shift probability,
meaning that the best model according to initial performance rank remained as
such in all neighbouring scenarios tested, and vice-versa. Second, by analysing
concrete cases that demonstrate the usefulness of using the proposed techniques
based on interesting scenarios from the first set of results—see Fig. 5.

Fig. 4. Rank shift probability for all data sets according to applying the Convolution
and Elastic techniques.

Overall, we observe the same scenarios as in the first part of our experimental
results—see Fig. 4. In almost half of the data sets used (14), neither proposed
1 Data sets are made available in https://github.com/nunompmoniz/IRon.

https://github.com/nunompmoniz/IRon
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technique demonstrated performance rank shifts for the best model w.r.t the
reference relevance function. Around a quarter of the data sets demonstrated
varying levels of rank shift probability when applying both the Convolution and
Elastic techniques. We should highlight cases at both extremes, such as with
the data sets a7 and violentcrimes. The former presents probabilities of 50 and
89% for Convolution and Elastic techniques, respectively, and, for the latter, 17
and 22%. Finally, we observe 6 cases where only applying the Elastic technique
rendered a positive probability. No cases with such behaviour were observed
when applying the Convolution technique. In this aspect, we should mention the
case of the data set Richter, with 39% of rank shift probability for the Elastic
technique and 0% for the Convolution technique.

To better grasp the usefulness of the proposed techniques, we propose to
look closer at the results (Fig. 5) from three data sets and their illustrative sce-
narios: the Output, Richter and a7 data sets. In the Output data set, we find
a scenario of robustness in terms of performance, where simulations based on
both techniques conclude that the best initial performer (in this case, a Random
Forest model) stays as such all neighbouring configurations. As for the Richter
data set, we observe a good example where, if the relevance function is convo-
luted to the right, models present a similar performance, but when the relevance
function is convoluted to the left, the best model (from the mars algorithm) is
no longer the best option for the particular imbalanced regression task. Finally,
regarding the a7 data set, we observe a considerable discrepancy between results
for Convolution and Elastic techniques when contracting/expanding the form of
the relevance function or when sliding it right or left. This impact raises con-
crete issues on the particular sensitivity of some domains to small changes in
assertions concerning what is most relevant w.r.t. predictive performance.

We highlight the following conclusions.

– Regime shift. Using both techniques, we observe that some data sets are
sensitive to shifts in the relevance criteria for the target value, leading to the
best predictive model losing its initial advantage.

– Function form. We also note that the duality between the approach in the
Convolution and Elastic techniques is useful: in several cases, the Elastic tech-
nique demonstrates differences in model dominance, while the Convolution
technique does not;

– Variety of scenarios. We consider a valuable contribution to the diver-
sity that both the Elastic and Convolution techniques introduce in trying to
understand model dominance under different relevance scenarios.

5 Conclusions and Future Work

In this paper, we propose two simulation-based techniques that allow key insights
into the robustness of prediction models in imbalanced regression tasks. This is
a prevalent scenario where domain knowledge regarding which target values are
more important is unavailable. The two proposed methods, Convolution and
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Fig. 5. Performance of models in experimental data sets under applying the Convo-
lution and Elastic techniques. The bigger circles represent the best model for each
relevance function adaptation.

Elastic, extend the traditional performance evaluation process using multiple
relevance functions to simulate neighbourhood scenarios of the target value’s
relevance regions. Altogether, these methods have allowed us to evaluate better
each model’s performance on the relevant target value band, and by extending
the analysis to multiple relevance configurations, we can identify the most con-
sistent and robust model, i.e. the ones that will consistently perform better than
others regardless of which target value range is deemed the most relevant. Based
on the experimental analysis of the methods proposed in this paper, we demon-
strate how they can be useful in solving imbalanced regression problems and
how their adoption may impact the future development of this research topic,
particularly concerning evaluation efforts.

For the sake of reproducible science, all data sets and code necessary to repro-
duce the results presented in this paper are available in (removed for anonymous
submission).
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Abstract. Nowadays, all kinds of sensors generate data, and more met-
rics are being measured. These large quantities of data are stored in large
data centers and used to create datasets to train Machine Learning algo-
rithms for most different areas. However, processing that data and train-
ing the Machine Learning algorithms require more time, and storing all
the data requires more space, creating a Big Data problem. In this paper,
we propose simple techniques for reducing large time series datasets into
smaller versions without compromising the forecasting capability of the
generated model and, simultaneously, reducing the time needed to train
the models and the space required to store the reduced sets. We tested
the proposed approach in three public and one private dataset contain-
ing time series with different characteristics. The results show, for the
datasets studied that it is possible to use reduced sets to train the algo-
rithms without affecting the forecasting capability of their models. This
approach is more efficient for datasets with higher frequencies and larger
seasonalities. With the reduced sets, we obtain decreases in the train-
ing time between 40 and 94% and between 46 and 65% for the memory
needed to store the reduced sets.

Keywords: Time series · Forecasting · Data reduction · Numerosity
reduction · Big data · Machine learning · Holt-winters

1 Introduction

With the rapid advancement of data acquisition technologies, such as cloud data
centers, sensors, personal computers, and smartphones, these devices collect an
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enormous volume of data. These devices automate the data collection and storage
processes, resulting in the continuous accumulation of massive datasets for future
data mining tasks [1].

It become common practice to utilize data-driven models for asset and system
condition monitoring [16,20,21]. However, to train these models, a dataset is
required. With the increasing digitization in various fields, a growing amount of
sensor-collected data is being recorded and stored in databases. These databases
serve as the foundation for creating datasets used in model training. The size of
these datasets can vary depending on the number of sensors, measured metrics,
and the specific use case. Dataset sizes can range from a few samples to several
million samples [25]. This can pose a Big Data problem.

To Fisher et al. [4], Big Data means that the data cannot be handled and
processed straightforwardly by most current information systems or methods
because this kind of data becomes too big to be handled by a single machine.
An extensive dataset will not fit in memory, and computations will take a long
time. New data may constantly stream, so the processing system must decide
which part of the stream to capture. This type of dataset probably will not fit on
a single hard drive; as a result, it will be stored on several hard drives. They are
stored in databases that grow massively and become difficult to store, manage,
share, analyze, and visualize via traditional database software tools [19].

According to Wu et al. [27], there are three main issues when dealing with
Big Data. The first is related to data acquisition. Collecting large volumes of
data necessitates significant energy consumption for data collection and transfer
through networks to store data in data centers and databases. Second, storing all
the data has called for more advanced technologies that are inefficient energy and
resources. Third, the process of analytics and data mining of big data is usually
computationally expensive, consuming time, energy, and memory. However, this
paper will only focus on the third issue with Big Data.

Even though the resources for storing and processing data are becoming more
affordable and more advanced, it is often advisable to reduce the dataset to make
the data processing and the training and deployment of the model more acces-
sible, cheaper, and faster. A large dataset usually leads to a significantly more
computational effort to train the models. This requires either more processing
time or more powerful computers. However, not all training samples may provide
equally helpful information for training: some examples may have higher or lower
training value than others. For instance, mislabeled or inaccurately demarcated
samples may negatively affect the model’s performance and thus be less valuable
during the training phase [10].

This paper proposes a data reduction approach to create a smaller dataset
version. To reduce the data this approach reduces the frequency of the dataset.
However, in time series, when the frequency of data is changed, the algorithm
will also provide forecasted values in the same frequency as the data used to train
the algorithm. For example, if we had a 30 min frequency dataset and reduced
the frequency to 60 min, the algorithm would provide forecasted values with a
frequency of 60 min. The advantage of our approach is maintaining the forecast-
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ing frequency equal to the original frequency of the dataset. Our approach has
linear complexity and can be used to reduce large datasets, which later could be
used for model training. Our approach can reduce the data storage space and
achieve faster training times. The approach is based on numerosity reduction
and data aggregation.

The remainder of the paper is organized as follows. Section 2 of this paper
covers related works and the position of the proposed method. Section 3 presents
our approach and the methodology followed. Section 4 presents the Experimen-
tal Setup, including the algorithm, software, datasets, and evaluation metrics.
Section 5 describes the experiments. Section 6 presents and discusses the results.
Finally, in Sect. 7, we conclude this paper and describe open points to be closed
in future work.

2 Related Work

Techniques for data reduction can be employed to obtain a condensed represen-
tation of the dataset that significantly reduces its volume while preserving the
essential characteristics of the original data [7]. By doing so, mining the reduced
dataset becomes more efficient while producing similar or nearly identical results.

According to Han et al. [7], data reduction methods can be classified into five
categories: data aggregation, feature selection, numerosity reduction, dimension-
ality reduction, and discretization.

Data aggregation involves consolidating data and presenting it in a summa-
rized form. It includes activities such as summarizing monthly data when only
annual data are required or merging data from multiple sources [9,14].

Feature selection aims to identify and eliminate irrelevant, weakly relevant,
or redundant features from the dataset [13,23,29].

Dimensionality reduction involves reducing the number of random variables
or attributes under consideration. Techniques such as Discrete Wavelet Trans-
forms (DWT) [28] and Principal Components Analysis (PCA) [2,24] are used to
transform or project the original data onto a lower-dimensional space.

Data discretization entails converting continuous data into a finite set of
intervals to reduce the number of distinct values. Labels are then used to sim-
plify the representation by replacing the actual values. Most data discretization
algorithms require specifying parameters, which can be challenging without prior
time series analysis to determine suitable values for obtaining a good discrete
representation of the data [11,17].

Numerosity reduction techniques replace the original data volume with alter-
native, more compact representations. These techniques can be parametric or
nonparametric. Parametric methods employ models to estimate the data, storing
only the data parameters instead of the actual data. Nonparametric approaches
to reduced data representation include histograms [25], clustering [3,22], and
sampling [15]. Sampling allows a large dataset to be represented by a smaller
random subset, serving as an effective data reduction technique.
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Our approach aims to generate a reduced version of the original data with
fewer samples. Based on the analysis of related work, our data reduction app-
roach falls within the category of Numerosity reduction (specifically sampling)
and Data aggregation.

3 Methodology

We will reduce the number of samples in the dataset to decrease the data vol-
ume. We have established two levels of reduction. At Level 1, we decrease the
samples by half, while at Level 2, we reduce the samples by one-third. We employ
two distinct approaches to achieve sample reduction: elimination and aggrega-
tion. In the elimination approach, specific samples are removed, whereas, in the
aggregation approach, the samples are consolidated using the mean function (see
Table 1).

Table 1. Reduction strategies.

Timestamps Original Elimination Aggregation

t1 V1 V1 (V1 + V2)/2

t2 V2

t3 V3 V3 (V3 + V4)/2

t4 V4

t5 V5 V5 (V5 + V6)/2

t6 V6

When we reduce the data, the frequency of forecasted values also decreases.
For instance, if we initially have data spaced at 30-minute intervals and apply
Level 1 reduction, the resulting data will be spaced at 60-minute intervals. Con-
sequently, the generated model will only forecast hourly data instead of data for
every half hour. However, it is our intention for our approach to predict values
with the same frequency as the original sensor. To achieve this, we implemented
post-processing techniques on the forecasted values.

For Level 1 reduction, we utilized the average of the previous and next values
to bridge the gap between these two points (see Table 2). In the case of Level 2
reduction, we employed interpolation techniques to fill in the gaps in the fore-
casted values. The interpolation techniques are: linear, spline, and polynomial
interpolation [18].

4 Experimental Setup

4.1 Algorithm

The Holt-Winters (HW) [26] is an extension of Holt’s method, to capture season-
ality and was proposed by Holt and Winters. HW is applied whenever the data
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Table 2. Post-processing for the Level 1 reduction.

Timestamps Original Level 1 Forecasted Post-Processed

t1 V1 V1 F1 F1

t2 V2 F2 = (F1 + F3)/2

t3 V3 V3 F3 F3

t4 V4 F4 = (F3 + F5)/2

t5 V5 V5 F5 F5

exhibits both a trend and a seasonal variation [12]. The HW seasonal method
comprises the forecast equation and three smoothing equations: one for the level,
one for the trend, and one for the seasonal component [8]. There are two varia-
tions to this method that differ in the nature of the seasonal component: additive
and multiplicative [8]. We use the implementation of the Holt-Winters from the
RAPIDS1 package.

4.2 Datasets

In our experiments, we use two types of datasets: private and public datasets.
The private dataset, SC, contains information on physical building conditions.
As for the public datasets, we accessed them from the Monash Time Series
Forecasting Repository [6], a publicly available repository. Each dataset available
at the Monash Time Series Forecasting Repository has several time series. In
this paper, we only use one of the time series. Table 3 provides an overview of
the datasets used in this paper, including the selected time series and its main
characteristics. Additionally, Fig. 1 illustrates the behavior of the selected time
series for each dataset.

Table 3. Characteristics of the selected time series.

Dataset Frequency Seasonality Selected time series

Melbourne pedestrian count 60 min Weekly 15

Electricity 60 min Annual 5

San francisco traffic 60 min Weekly 49

SC 30 min Annual N/A

4.3 Missing Data

The authors have already prepared the public datasets, ensuring their readiness
for use. For datasets with missing values, the authors employed the Last Obser-
vation Carried Forward (LOCF) method to replace the missing values. However,
1 https://rapids.ai/.

https://rapids.ai/
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Fig. 1. Behaviour of the selected time series.

addressing the issue of missing values required a specific approach for the SC
dataset.

To tackle this, we experimented to determine the most suitable imputa-
tion method for replacing the missing values in the SC dataset. After thorough
research, we assessed the effectiveness of several simple imputation methods,
including Mean, Median, Backward Fill, Forward Fill, and Random Sampling.
Upon analyzing the results obtained from the experiment, we concluded that the
Random Sampling method yielded the lowest calculated error. Based on these
findings, we selected Random Sampling as the imputation method for the SC
dataset.

4.4 Evaluation

We use a sliding window approach to iterate over the data and evaluate our
models. In this approach, a fixed-size training window slides over the entire
time series history with a fixed step. The model is repeatedly tested against a
forecasting window, where older data points are dropped, and the forecasting
window is incorporated into the training window in the next iteration.

We use the entire last year for testing. We use the remaining data for the
training window. We select a forecasting window of one week with a step of
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one week, resulting in 52 iterations (52 weeks of a year). In each iteration, we
calculate the error to analyze the error’s evolution over time.

To evaluate the performance of our approach, we employ the Root Mean
Square Error (RMSE). RMSE is a widely used metric for quantifying the error
of a model in predicting quantitative data. Equation 1 presents the formula for
calculating RMSE, where n represents the number of fitted points, At denotes
the actual value, and Ft represents the forecast value.

RMSE =

√
√
√
√

n∑

t=1

(Ft−At)2

n
(1)

To evaluate the evolution of the RMSE over time, we use and adapt the
Prequential Error Estimator algorithm, developed by Gama et al. [5], and update
the error as new data becomes available. In addition to assessing the performance
of the generated models using various metrics, we also measure the training time
and the disk space occupied by the dataset files.

5 Experiments

Firstly, it is necessary to establish a baseline that will serve as a reference for
comparing the results of the data reduction experiments. The baseline we intend
to utilize does not involve data reduction; we employ the complete and original
dataset. This initial experiment aims to generate predictions from the algorithms
without any data manipulation, i.e., we do not reduce the data. This approach
allows us to assess the algorithm’s original predictive capacity when using the
entire dataset. Once we establish the baseline, we run the experiments using the
reduced datasets and compare the results against the baseline. All experiments
follow the same procedure and evaluation protocol (refer to Sect. 4.4); the only
difference is the dataset version (original or reduced) employed for training the
algorithm.

6 Results and Discussion

To condense the information, we have summarized the results in Table 4 (results
for the SC and San Francisco Traffic datasets) and Table 5 (results for the Elec-
tricity and Melbourne Pedestrian Count datasets). These tables display the
RMSE values for iterations 1, 13, 26, 29, and 52. To ensure readability, we
include results only for every 13th iteration, preserving the essential informa-
tion. For Level 2 reduction, we only present the results of the post-processing
method that yielded the best outcomes. Regarding the SC dataset, Spline Inter-
polation proved to be the most effective post-processing method for Aggregation
and Elimination. For the San Francisco Traffic dataset, both Linear and Poly-
nomial Interpolation methods produced identical results in Aggregation and
Elimination. The Electricity dataset showcased superior results with the Lin-
ear Interpolation method in Aggregation and Elimination. Similarly, the Linear
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Interpolation method yielded better outcomes in both Aggregation and Elimi-
nation for the Melbourne Pedestrian Count dataset. Tables 4 and 5 illustrate the
RMSE progression for the selected datasets.

Table 4. RMSE values for iterations 1, 13, 26, 39, and 52 for datasets SC and San
Francisco Traffic.

SC Traffic

1 13 26 39 52 1 13 26 39 52

Baseline 2.38 2.49 2.38 2.39 2.39 0.019 0.017 0.017 0.017 0.018

Level 1 Agg 2.15 2.08 2.00 2.00 2.00 0.025 0.017 0.016 0.017 0.018

Elim 2.13 2.31 2.22 2.23 2.33 0.018 0.017 0.015 0.016 0.016

Level 2 Agg 1.90 1.84 1.80 1.80 1.80 0.022 0.019 0.018 0.018 0.019

Elim 1.98 2.24 2.17 2.16 2.16 0.016 0.017 0.015 0.015 0.016

Analyzing Table 4, we can observe that, for the SC and San Francisco Traffic
datasets, the Level 1 reduction did not negatively impact the generated model’s
performance. We can even observe a decrease in the model error over time when
using our reduction approach compared to the baseline. The Aggregation strat-
egy led to a greater error reduction for SC, while the Elimination strategy was
more effective for the San Francisco Traffic dataset. Additionally, we observe a
reduction in the error when applying the Level 2 reduction to the same datasets.
The Level 2 reduction with Aggregation allowed us to achieve lower error esti-
mations over time for the SC dataset (see Fig. 2a), and the Elimination strategy
yielded favorable results for the San Francisco Traffic dataset. For these datasets,
it is possible to utilize a smaller amount of data to train the Holt-Winters algo-
rithm without compromising the forecasting capability of the resulting model.

Table 5. RMSE values for iterations 1, 13, 26, 39, and 52 for datasets Electricity and
Melbourne Pedestrian Count dataset.

Electricity Pedestrian

1 13 26 39 52 1 13 26 39 52

Baseline 262.75 169.82 158.68 147.71 151.30 121.08 106.74 146.72 168.64 162.18

Level 1 Agg 268.50 183.79 171.70 159.17 162.50 207.59 220.94 235.31 256.97 253.32

Elim 281.06 182.86 177.58 165.80 167.69 174.10 181.17 202.38 227.31 222.22

Level 2 Agg 287.50 191.90 177.49 164.18 170.41 274.88 288.06 294.01 314.72 313.07

Elim 265.49 162.42 142.44 134.17 140.48 213.70 211.74 229.13 248.64 243.12

For datasets Electricity and Melbourne Pedestrian Count (see Table 5), using
the Level 1 reduction and employing both Aggregation and Elimination, there is
an increase in the error of the models. However, the algorithm error increase is
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more pronounced for the Melbourne Pedestrian Count dataset than for the Elec-
tricity dataset. This behavior is even more evident when using Level 2 reduction
for the Melbourne Pedestrian Count (see Fig. 2b), where we can detect a higher
error increase. As for the Electricity dataset, we can see that the Level 2 reduc-
tion with Aggregation negatively impacted the model’s performance. However,
using Elimination, there was a decrease in the error and an improvement in the
model’s performance. Overall, and unlike the other datasets analyzed, the Mel-
bourne Pedestrian Count dataset was the one where our approach to reducing
the data achieved the worst results. The model’s capability to generate good
forecasted values is compromised using our approach for this dataset.

Fig. 2. Evolution of the RMSE for the best and worst test scenarios.

We also measure the memory occupied and the time needed to train the
algorithm Holt-Winters using the reduced sets. We measure the memory in bytes
and the training time in seconds. Figure 3a shows the memory occupied by the
baseline and reduced sets. Figure 3b shows the time needed to train Holt-Winters
using the baseline and reduced sets.

Fig. 3. Computational cost.

Analyzing Fig. 3a, we can see a reduction in the memory needed to store
the reduced sets compared to the baseline. We decrease approximately 50% for
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Level 1 and 63% for Level 2 in the memory required to keep the reduced sets.
Figure 3b also shows a reduction in the time needed to train Holt-Winters using
the reduced sets instead of the original dataset. It was possible to reduce the
training time by approximately 70% when using the reduced set obtained from
Level 1 and 90% when using the reduced set obtained from Level 2. Overall, we
can conclude that when using fewer data to train the Holt-Winters algorithm, it
is possible to achieve lower training times, and less memory is required to store
these reduced sets.

7 Conclusion and Future Work

With the increasing amount of data generated and stored in large databases,
there has been a surge in the creation of datasets for training ML algorithms
across various tasks. However, data collection often occurs in real-time, leading to
continuously growing datasets that demand more storage space. Moreover, large
datasets require more powerful computers and additional time to process and
train ML algorithms. Another challenge with big datasets is that not all samples
provide helpful information during training; some may even negatively impact
model performance. The “Big Data problem” encompasses these issues, present-
ing a significant challenge to data scientists and Machine Learning practitioners.
To overcome these challenges, practitioners employ data filtering, sampling, and
dimensionality reduction techniques to optimize training processes and enhance
model performance.

In this paper, we propose two simple techniques to reduce large datasets to
obtain a smaller version of the original dataset without compromising the fore-
casting capability of the model and, at the same time, reduce the training time
and the space required to store the data. We used as reduction techniques the
elimination and aggregation of samples. We also propose two levels of reduc-
tion. In Level 1, we reduce the data by half; in Level 2, we reduce the data
by one-third. We tested this approach on four datasets with different sampling
frequencies and seasonalities.

The results obtained allow us to conclude that, for most of the datasets and
time series tested, it was possible to reduce the data and secure equal or better
performance than the original dataset. However, for the Melbourn Pedestrian
Count, it was impossible to use the reduced sets without compromising the
forecasting capability of the model. Our approach achieved the best results for
the SC dataset, i.e., it was possible to improve the forecasting capability of the
model. From the results, we can verify that the proposed approach obtained the
best results for the studied datasets with higher frequencies and bigger seasonal
periods because for the datasets with lower frequencies and small seasonal peri-
ods (for example, weekly), with fewer samples, it is more difficult to obtain a
reasonable calculation of the seasonal component during the training stage. With
the reduced sets, we reduced the time needed to train the algorithm (reductions
between 40 and 82% for Level 1 and between 53 and 94% for Level 2) and the
storage space required to store the reduced sets (between 46 and 49% for Level
1 and between 60 and 65% for Level 2) compared with the original dataset.
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This paper shows that it is possible to obtain similar model performance when
using a reduced version of the original dataset and simultaneously reduce the
training time and memory needed to store these smaller versions. We obtained
these results by employing simple and naive techniques to reduce the original
dataset, specifically by eliminating and aggregating samples. The results show
the importance of investigating new and more complex techniques to reduce big
datasets. In future work, we intend to use these results to research more advanced
techniques to reduce the datasets and test with other forecasting algorithms (for
example, SARIMA and LSTM).
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Abstract. This paper analyses the causal relationship between external
events and sports content TV audiences. To accomplish this, we explored
external data related to sports TV audience behaviour within a specific
time frame and applied a Granger causality analysis to evaluate the
effect of external events on both TV clients’ volume and viewing times.
Compared to regression studies, Granger causality analysis is essential
in this research as it provides a more comprehensive and accurate under-
standing of the causal relationship between external events and sports
TV viewership. The study results demonstrate a significant impact of
external events on the TV clients’ volume and viewing times. External
events such as the type of tournament, match popularity, interest and
home team effect proved to be the most informative about the audiences.
The findings of this study can assist TV distributors in making informed
decisions about promoting sports broadcasts.

Keywords: Data fusion · Granger causality · Sports broadcast

1 Introduction

In recent years, the distribution of TV content has seen an increase in terms of
diversification of channels, programmes and viewing options. This new reality
has created increasingly fragmented audiences, with more diverse and personal
visualisation patterns, making the task of anticipating customer preferences for
TV content distributors more difficult [13]. Although the distribution of TV
content has suffered a decrease in demand, especially with the emergence of
media on the internet, sports live content are still very popular nowadays and
immune to this TV decrease [16].

The drivers that lead people to see sports live content can be categorised
into two different types: individual and structural variations [17]. In the first
case, the drivers of TV consumption are linked to individual characteristics. For
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instance, people who have a more active social life are not expected to have the
same viewing patterns as people who have fewer outside contacts. Even though
individual analysis is useful in controlled environments, as it allows explaining
the consequences of exposure to TV, it is not so effective when the intention is
to unveil mass behaviour, generally of greater value to the industry [17]. The
structural variation perspective ignores the individual characteristics and uses
aggregated audience measurements. It is an approach more focused on finding
structural patterns about audience behaviour (e.g., the impact of the scheduling
of a program on audience behaviour).

Recently, we have witnessed a growing interest in research that aims to
develop tools for real-world event detection and characterization (e.g., Social
Media Sentiment Analysis), however, it is yet unclear the effect of external events
on people’s engagement in TV visualisation. Uncovering this effect can have sev-
eral important implications: (1) TV distributors may be willing to adjust the
content and advertisements to the target audiences; (2) TV recommender sys-
tems may leverage this knowledge and adapt their recommendations accordingly;
(3) regardless of the dynamics of football competition, it is possible to automate
the application of recommendation systems. Although many existing expert and
intelligent systems for determinants of sports TV viewership enable computers
to analyse the correlation between real-world events and TV viewership, limited
contributions have been made to analyse the causal effects of real-world events
on TV viewership. This study seeks to provide a new understanding of TV view-
ership presenting data-driven conclusions of the external events that have the
most significant impact on TV viewership, using a Granger causality analysis
framework.

The remainder of the paper is organized as follows: Sect. 2 presents a litera-
ture review of the determinants of sports TV viewership. Section 3 outlines the
review and preparation of the behavioural data used in this study. In Sect. 4 the
causal analysis methodology is presented. Section 5 presents the study’s findings,
specifically the impact of external events on football TV viewership in a popular
Portuguese tournament. Finally, in Sect. 6 the conclusions and future work are
presented.

2 Literature Review

Sports broadcast are known to have the largest share of TV audiences [16],
despite their importance, few studies investigate the factors of demand for sports
events, measured by TV viewership. The literature on TV audience demand is
still relatively underdeveloped compared to the literature analysing live atten-
dance [3,7]. One study that investigates determinant of TV demand is presented
in [8], where the authors analyse all the TV broadcasts of the German national
football team from January 1993 to June 2008. The analysis is based on TV
ratings generated by the Growth from Knowledge1 (GfK). Non-sporting deter-
1 This data source estimates viewership from a representative panel of 5,640 house-

holds that contain approximately 13,000 people.
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minants of viewing like weather conditions, the broadcasting network, and stu-
dent holidays were used. The study aims to build a bridge between determinants
of demand from the sports economic perspective and determinants of demand
from a classical critical success factor analysis, and from a media economics
perspective. A regression analysis was applied, and with this, it has concluded
that the demand for a sportscast depends mostly on the sporting competition
of the match and its relevance within the context of the tournament. Moreover,
viewers prefer a national team with more experienced players and matches with
an opponent of high quality with a greater reputation. This study also showed
that some sport-unrelated factors have explanatory powers, such as kickoff time
and weather conditions.

In [16] four FIFA World Cup competitions (2002, 2006, 2010, 2014) have been
used to evaluate the determinants of their TV audience size. Through multiple
regression analyses, the study tested the explanatory power of independent vari-
ables to predict TV audience size. The results showed that when a national team
qualifies for the tournament, the home team effect (the connection of audiences
to a team) is the most relevant predictor of audience size, followed by match
quality and scheduling variables.

From the above two studies we can conclude that the main determinants
of sports TV viewership are elements associated with the attractiveness of the
match, namely: the match quality and importance, the outcome uncertainty, and
audience identification with a team.

The present research study adds to the existing literature by addressing some
gaps and limitations by (1) utilizing data on traditional sports-related explana-
tory variables, including outcome uncertainty, match quality, and match impor-
tance, as well as less conventional sports-indirect factors, such as news generated
by a football match, Twitter teams’ popularity, and meteorological factors, and
(2) employing a causality analysis to identify influential real-world events on the
volume and view patterns of television clients.

3 Data

For this study, conducting an exhaustive review of a wide range of web APIs
that collect relevant data on external events was essential. This data, when
combined with the measurement of sports TV audience data, would provide us
with the necessary information to investigate the impact of external events, such
as holidays, weather, and major news events, on both the number of clients and
the viewing time of sports TV content.

To learn how football external events affect TV audiences, we use five types
of data in this work:

1. TV demand—To support the development of this work, a TV content provider
in Portugal supplied us with a TV viewership database containing TV pro-
gram records, with information about the number of viewers and total viewing
time between March 2019 and March 2021.
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2. Competition characteristics—Following the discoveries in [2,8,16], where it
was shown that factors inherent to competition (e.g., outcome uncertainty
and match quality) can affect viewing patterns, we leverage data from the
football betting portal Football-Data, which provides historical data on foot-
ball matches results and odds. However, to ensure we can account for any
missing tournaments in Football-Data, it was also incorporated data from the
Sports DB data source. This open crowd-sourced database of sports artwork
and metadata offers a free API built by its users and provides us with addi-
tional information to enrich our analysis. Furthermore, we use ESPN’s Soccer
Power Index (SPI), an international and club rating system designed to be
the best possible representation of a team’s current overall skill level. It has
rating data back to 1888 (from more than 550,000 different matches).

3. Match interest—Inspired by the findings of [12], where has been shown that
the use of Google search trends can provide relevant information about mass
behaviours, we use the same Google tool to find the popularity of match-
related search terms. In addition, we also explore the impact of the number
of news in the viewing patterns through Público newspapers (one of the most
popular local newspapers).

4. Match popularity—To measure the impact that teams’ popularity has on TV
patterns, we use the Twitter API to extract the number of followers for each
team.

5. Weather conditions—Weather factors are also believed to have an impact
on viewing patterns [4,8], so we extract weather data from 675 different
geographic points. As TV demand data is related to Portuguese audiences,
weather data is collected from Portuguese weather stations.

Once we had completed the selection of relevant APIs and extracted the
raw data from external sources, we faced the challenge of integrating multiple
datasets collected under heterogeneous conditions. To guide our implementation
of data fusion, we first explored the structure and organization of the platforms
and identified two major tasks:

1. Merge the viewership TV data (using the electronic program guide - EPG)
with the football match information to create a unified dataset that captures
both the viewing patterns and match characteristics.

2. Merge the remaining external datasets to incorporate additional relevant
information that can enhance our understanding of the impact of external
events on sports TV audiences.

The pie chart in Fig. 1 provides an insightful visualisation of the percent-
age of merged football matches with sports EPG data and those left out. This
visualisation reveals that 40% of the games were successfully linked to the EPG
metadata. These findings are particularly noteworthy considering the diverse
range of match competitions and the fact that we sourced data from different
data providers. Even more, compared to the state of the art, where only 5% of
external data were successfully linked to EPG metadata [14]. These results offer
new opportunities to enrich sports data analytics and to provide more compre-
hensive insights into sports media consumption patterns.
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Fig. 1. Percentage of Merged Football Matches with Sports EPG Data: 20% of these
matches are related to La Liga (SP1), 18% to Premier League (E0), 17% to Liga NOS
(P1), 11% to Bundesliga (D1), 9% to Serie A (I1), while the remaining matches are
distributed evenly across other competitions.

4 Methods

4.1 Granger Causality Test

To establish whether or not real-world event data can affect and hence predict
future football TV viewership fluctuations, we use a Granger causality test [10].

The essential principle of Granger causality analysis is to test if the past
values of one variable x (the driving variable) help to explain the current values
of another variable y (the response variable).

There are many ways to apply a Granger causality test, in our specific
case we follow an approach in [11] that uses a bivariate vector autoregres-
sion. This assumes a lag length p, and estimates the restricted by ordinary
least squares(OLS). The restricted Eq. (1) only includes the lagged values of
the response variable y, while the unrestricted Eq. (2) includes both the lagged
values of y and the lagged values of the driving variable x.

yt = c0 +
p∑

i=1

γiyt−i + et (1)

yt = c1 +
p∑

i=1

αiyt−i +
p∑

i=1

βixt−i + ut (2)

where yt represents the response variable at time t, xt−i represents the predictor
variable at time t − i, c0, c1, γi, αi and βi are coefficients to be estimated and
et and ut are the prediction errors.

To test for Granger causality, we compare the residual sum of squares (RSS)
of two models: one that includes only past values of the response variable (Eq. 3)
and one that includes past values of both variables (Eq. 4).
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RSS0 =
T∑

t=1

ê2t (3)

RSS1 =
T∑

t=1

û2
t (4)

Then an F -test of the null hypothesis that the lagged values of x do not
have a significant effect on the prediction of y, which is equivalent to the null
hypothesis that the coefficients of the lagged values of x in the unrestricted
equation are zero, is conducted (Eq. 5)

H0 : β1 = β2 = · · · = βp = 0 (5)

To test this hypothesis, we perform an F -test on the difference in RSS of the
two models. (Eq. 6)

F =
(RSS0 − RSS1)/p

RSS1/(T − 2p − 1)
(6)

If the critical value of F at 95% probability level is lower than the observed
value of F (6), we reject the null hypothesis(H0). The significance level we use
is 5% and if the p-value of a pair of variables is smaller than 0.05, we could say
with 95% confidence that a predictor x causes a response y. The null hypothesis
test (H0) is that the lagged values of x does not Granger cause y.

For this problem, we run the Granger test with only one lag (p=1). We opted
for this test because by using a single lag we can more accurately capture the
immediate influence of the football match external factors on the subsequent
viewing behaviour.

The Granger causality test assumes series stationarity. In order not to have
false estimates, before conducting causality tests, we first test whether the series
are stationary or not. For this purpose, we use the augmented Dickey Fuller
unit root test [6]. In the case of non-stationarity, differentiation is applied to the
series in order to make them stationary:

y
′
t = yt − yt−1 (7)

This results in T − 1 values, since the first value cannot be differentiated.

4.2 Causal Analysis of TV Viewership in Liga NOS

We apply a set of case studies to explore the causal relationship between real-
world data and TV viewership. The chosen tournament, Liga NOS, was selected
due to its significant impact on TV audiences and its large number of matches.
The 19/20 season was selected as it is the only season that brings together all
matches from an entire season, providing a comprehensive dataset for analysis.
However, it should be noted that the latter part of this season occurred during
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the initial phase of the COVID pandemic, and as such, we need to take that into
account when interpreting the results.

Despite the fact that we only use one competition (Liga NOS ), it should
be noted that this methodology is generalisable and applicable to other sports
tournaments.

Based on prior knowledge, it was hypothesized that:

1. Match result uncertainty Granger causes TV viewership [9];
2. Participant teams’ quality Granger causes TV viewership;
3. Participant teams’ interest Granger causes TV viewership;
4. Participant teams’ popularity Granger causes TV viewership [12];
5. Weather conditions Granger causes TV viewership;
6. Scheduling Granger causes TV viewership;
7. TV-network Granger causes TV viewership [14].

In order to make a better assessment of these hypotheses, a set of variables
were selected within the scope of each external factor (see Table 1).

Table 1. Summary of the external variables used for the causality analysis.

Factor Variable Description

Outcome uncertainty ‘probtie’ Match tie probability

‘b365 d’ Match draw odds

Match quality ‘goals diff match’ The average goals difference for the home and away team

‘goals a match’ The average goals against for the home and away team

‘losses match’ The average number of losses for the home and away team

‘rank match’ The average raking of the match

‘spi match’ The average strength of the home and away team

‘importance match’ The average importance of the home and away team

Match interest ‘counted news’ Number of news in the days before the match

‘week interest’ Number of google searches in the week preceding the match

‘day interest’ Number of google searches in the day preceding the match

‘hour interest’ Number of google searches in the hour preceding the match

Match popularity ‘followers count match’ Sum of the number of followers of the home and away team on twitter

Weather ‘wind speed’ Atmospheric quantity just before the start of the match

‘temp’

‘precipitation’

Scheduling ‘day of week’ Day of the week

‘hour’ Hour

TV-network ‘counted channels’ Number of channels a match was broadcast live

The outcome uncertainty is referred to as one of the most important factors
in public forecasting of sporting events [9]. To quantify the impact of this factor,
we use two measures in our analysis. Firstly, we consider the draw projection
generated by the Sports Power Index (SPI ), and the draw odd offered by the
bet365 bookmakers.

The match quality and the match popularity are other factors that possibly
influence the number of TV audiences [7,16]. In order to obtain these match
values, we follow the implementation in [5] and grouped the features referring to



270 D. Melo et al.

the home and away team into a single feature. In this study, n teams are con-
sidered. The ranking of each team based on performance is {T1, T2, T3, . . . , Tn},
where Ti identifies the ranking of the ith team i. Knowing that the success of
competing teams can be measured by rank-order of each team, (e.g., Ti, Tj) the
quality of the match can be expressed by the average rank-order of competing
teams [5].

(Ti + Tj)/2 (8)

Search patterns also proved to be useful in giving information about mass
behaviour [12]. Therefore, we use Google search trends match features. In addi-
tion, the number of news in the 5 days preceding the game is also used as an
interest factor.

Broadcast related factors are also considered to have an impact in terms of
TV audiences [14]. Thus, we used the day of the week and the game time as
scheduling factors and the number of channels that broadcast the game as a
broadcast factor. The resulting time series plot of some external factors and TV
viewership features, which will serve as the basis for our Granger causality test,
can be seen in Fig. 2. Although all the external factors for a given match occur
before the time of the match, our data did not hold this property. Therefore,
we applied a shift in external factors (from time T to time T-1) to capture any
causal relationships between the external factors and TV viewership. Creating a
lag of 1 allowed us to examine whether past values of the independent variable
(external factors) were predictive of the current value of the dependent variable

Fig. 2. Liga NOS time series plot.
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(TV viewership). By doing so, we could investigate whether there was a delayed
effect of the external factors on TV viewership.

To verify the proposed methodology we use seven cases studies. On one hand,
a general case study with all Portuguese league matches validates whether or not
external events have predictive power on sports TV viewership. On the other
hand, six different teams case studies evaluate the external events predictive
power across different teams context, providing more accurate information about
the Portuguese TV audience behaviour. For this purpose, we select two teams
with big TV customer engagement (FC Porto and Sporting CP), two teams with
medium customer engagement (Sp Braga and Famalicão FC ) and two teams
with low customer engagement (Rio Ave and CD Aves). The average viewing
time and the volume of customers per team in Liga NOS in the 19/20 season is
shown in Fig. 3.

Fig. 3. TV viewing time and client volume for Liga NOS 19/20 teams. The red bars
represent the six teams’ case studies selected.

5 Results and Discussion

Tables 2 and 3 present the results of the p-values for Granger causality tests
performed on various external factors affecting TV clients’ volume and viewing
times, respectively. The columns represent different football clubs, while the
rows represent the various variables tested. The results elucidate on two crucial
issues. First, when we look at all Portuguese league matches, it appears that at
the significance level of 5%, with the exception of precipitation and the day of the
week, all the other external events have predictive power on TV clients’ volume
and viewing times. Second, the number of external events that have predictive
power on TV clients’ volume and viewing times is higher in teams with lower
customer engagement.
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Table 2. Counted Clients Granger causality tests.

All FC Porto Sporting
CP

Sp Braga Famalicão
FC

Rio Ave CD Aves

Factor Variables p-value p-value p-value p-value p-value p-value p-value

Outcome uncertainty ‘probtie’ 0.0000* 0.0867 0.6143 0.8870 0.0034* 0.1921 0.0004*

‘b365 d’ 0.0001* 0.1024 0.2384 0.9503 0.0466* 0.2165 0.0019*

Match quality ‘goals diff match’ 0.0000* 0.0295* 0.1620 0.7904 0.0128* 0.0006* 0.0033*

‘goals a match’ 0.0000* 0.7543 0.7006 0.8435 0.0662 0.0003* 0.1893

‘losses match’ 0.0000* 0.4064 0.6864 0.7200 0.0109* 0.0049* 0.0097*

‘rank match’ 0.0000* 0.2069 0.7721 0.5389 0.0755 0.0114* 0.0004*

‘spi match’ 0.0000* 0.0189* 0.1661 0.1338 0.0549 0.0001* 0.0000*

‘importance match’ 0.0000* 0.4718 0.0616 0.2455 0.6542 0.0410* 0.7404

Match interest ‘counted news’ 0.0000* 0.0712* 0.8655 0.4417 0.0074* 0.0101* 0.0080*

‘week interest’ 0.0174* 0.0463* 0.0294* 0.4990 0.6846 0.1537 0.2734

‘day interest’ 0.0217* 0.5412 0.3345 0.7482 0.6846 0.0044* 0.1663

‘hour interest’ 0.0011* 0.8177 0.1920 0.7616 0.6846 0.1719 0.8842

Match popularity ‘followers count match’ 0.0000* 0.9855 0.0015* 0.0334* 0.0092* 0.0001* 0.0000*

Weather ‘wind speed’ 0.0406* 0.6981 0.8237 0.8694 0.4784 0.7426 0.3271

‘temp’ 0.0002* 0.1423 0.4837 0.7689 0.3547 0.1547 0.0461*

‘precipitation’ 0.7665 0.2098 0.3977 0.9242 0.2605 0.0460* 0.6049

Scheduling ‘day of week’ 0.1271 0.7066 0.8005 0.8991 0.6788 0.5085 0.9602

‘hour’ 0.0000* 0.0439* 0.4416 0.3463 0.9038 0.0679 0.0356*

TV-network ‘counted channels’ 0.0000* 0.3661 0.0751 0.3118 0.2214 0.7996 0.1803

* Denote rejection of the null hypothesis at 5% significance level

– The outcome uncertainty (H1) mostly affects the sum of seconds. This
may indicate that the uncertainty measure has a bigger impact during the
game’s progression. For instance, it might be related to games that ended the
first half with a tie or the existence of a penalty shootout definition [1];

– Match quality (H2) proved to be one of the most important factors;
– Match interest (H3), mainly through news counting, has also shown to

have predictive power over TV audiences.
– Match popularity (H4), as in the case of match quality, it also proved to

be one of the most important factors in TV audiences;
– The weather factor (H5) only in the case of teams with low customer

engagement it has shown to have a predictive effect. This may suggest that
fans of teams with less engagement do not have a stronger bond with their
team and let themselves be carried away by external events;

– Scheduling (H6) showed to have an impact only on the counting of clients
xof two teams (a team with high customer engagement and other with low
customer engagement). These results are not surprising given that we are only
considering games from one competition, the game schedule is very similar
throughout the league;

– Channel counting (H7) proved to be an irrelevant factor in predicting
TV audiences. This suggests that when a game is played on more than one
channel, people spread across different channels.
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Table 3. Summed seconds Granger causality tests.

All FC Porto Sporting
CP

Sp Braga Famalicão
FC

Rio Ave CD Aves

Factor Variables p-value p-value p-value p-value p-value p-value p-value

Outcome uncertainty ‘probtie’ 0.0000* 0.0182* 0.3254 0.9719 0.0018* 0.0317* 0.0008*

‘b365 d’ 0.0000* 0.0229* 0.6316 0.3151 0.0509 0.0602 0.0093*

Match quality ‘goals diff match’ 0.0000* 0.0012* 0.1322 0.0494* 0.0006* 0.0000* 0.0015*

‘goals a match’ 0.0000* 0.5233 0.8175 0.2116 0.0060* 0.0000* 0.1572

‘losses match’ 0.0000* 0.2266 0.5867 0.1566 0.0006* 0.0004* 0.0014*

‘rank match’ 0.0000* 0.0574 0.5626 0.0879 0.0031* 0.0012* 0.0007*

‘spi match’ 0.0000* 0.0001* 0.0677 0.0005* 0.0009* 0.0000* 0.0001*

‘importance match’ 0.0000* 0.4289 0.0207* 0.0090* 0.8476 0.0076* 0.9655

Match interest ‘counted news’ 0.0000* 0.2665 0.8224 0.2365 0.0048* 0.0013* 0.0266*

‘week interest’ 0.0018* 0.0435* 0.0019* 0.8584 0.7787 0.0145* 0.5736

‘day interest’ 0.0005* 0.2743 0.5419 0.7161 0.7787 0.0669 0.5039

‘hour interest’ 0.0018* 0.4230 0.3488 0.7097 0.7787 0.2556 0.8311

Match popularity ‘followers count match’ 0.0000* 0.7152 0.0001* 0.0000* 0.0008* 0.0000* 0.0000*

Weather ‘wind speed’ 0.0661* 0.5088 0.9282 0.6149 0.7900 0.2108 0.1525*

‘temp’ 0.0004* 0.1188 0.4082 0.5284 0.5312 0.3216 0.3206*

‘precipitation’ 0.8115 0.0687 0.0645 0.9183 0.7712 0.0487* 0.1143

Scheduling ‘day of week’ 0.0550 0.2471 0.7584 0.3185 0.5503 0.6911 0.3115

‘hour’ 0.0000* 0.0894 0.2426 0.6625 1.0000 0.0726 0.1062

TV-network ‘counted channels’ 0.0005* 0.9896 0.4560 0.8331 0.4655 0.8014 0.7287

* Denote rejection of the null hypothesis at 5% significance level

6 Conclusion

The results revealed a high connection rate between external data and EPG
metadata data and a large number of events detected as having a cause-and-effect
relationship in sports TV audiences. Our findings further support the usefulness
of online data to understand TV behaviours. Data sources such as news, Twit-
ter API and Google trends proved to be of the greatest value in predicting TV
audiences. Despite that, some limitations should be noted, which also suggest
future research directions. The causality analysis results are based on bivari-
ate time series models. Future research should investigate causal relationships
between external real-world events and TV viewing patterns within a multivari-
ate framework. In addition, the use of a different causal discovery framework
can bring more confidence in the obtained results. A possible alternative to the
Granger causality test is PCMCIplus [15], a conditional independence (CI) based
method for linear and nonlinear, lagged and contemporaneous causal discovery
from observational time series. Finally, we only incorporate data from Portugal.
In future research, including data from multiple countries or regions will enable
finding important patterns or differences that exist in other parts of the world.
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Abstract. In an automatic music playlist generator, such as an auto-
mated online radio channel, how should the system react when a user hits
the skip button? Can we use this type of negative feedback to improve the
list of songs we will playback for the user next? We propose SkipAwar-
eRec, a next-item recommendation system based on reinforcement learn-
ing. SkipAwareRec recommends the best next music categories, consider-
ing positive feedback consisting of normal listening behaviour, and nega-
tive feedback in the form of song skips. Since SkipAwareRec recommends
broad categories, it needs to be coupled with a model able to choose the
best individual items. To do this, we propose Hybrid SkipAwareRec. This
hybrid model combines the SkipAwareRec with an incremental Matrix
Factorisation (MF) algorithm that selects specific songs within the rec-
ommended categories. Our experiments with Spotify’s Sequential Skip
Prediction Challenge dataset show that Hybrid SkipAwareRec has the
potential to improve recommendations by a considerable amount with
respect to the skip-agnostic MF algorithm. This strongly suggests that
reformulating the next recommendations based on skips improves the
quality of automatic playlists. Although in this work we focus on sequen-
tial music recommendation, our proposal can be applied to other sequen-
tial content recommendation domains, such as health for user engage-
ment.

Keywords: Sequential recommendation · Next best action
recommendation · Implicit negative feedback · Reinforcement learning

1 Introduction

Music helps in our intellectual development, stimulating creativity, and provides
a means of expressing ourselves.1 Humans spend a lot of time listening to it,2

and the songs that we choose to listen to are influenced by a number of factors,
but the most obvious are our individual taste and preferences. However, given

1 https://www.betterup.com/blog/benefits-of-music. Accessed: 2023-03-27.
2 https://musicalpursuits.com/music-streaming/. Accessed: 2023-03-27.
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the huge music catalogues available today in most music streaming services,
choosing the next song to listen to is not always easy.

Our contribution, Hybrid SkipAwareRec, is a proposal of a next-action rec-
ommendation system for music that interacts in real time with the user. It is
divided in two parts: (1) SkipAwareRec, a Reinforcement Learning (RL) Recom-
mender System whose objective is to recommend the best possible next music
categories, by collecting user feedback—positive and negative—during the inter-
action of the recommender agent with the user, and (2) Hybrid SkipAwareRec,
that combines SkipAwareRec with an incremental Matrix Factorisation (MF)
algorithm that selects the items belonging to the recommended category that
best match user preferences. Figure 1 illustrates how these two components are
combined in an RL setting. In our problem, Actions correspond to music cate-
gories composed of subsets of items, and ISGD is an incremental MF algorithm
for personalised item recommendation. The figure illustrates our final setting—
Hybrid SkipAwareRec—, in which we use SkipAwareRec to predict the best next
category in the streaming session. We then reduce the candidate space such that
ISGD considers only items belonging to that category. To account for errors
of SkipAwareRec in category prediction, we add to the resulting recommended
items some additional recommendations obtained from ISGD considering the
whole item space. We provide further details of this hybrid setting in Sect. 3.3.

Fig. 1. Hybrid SkipAwareRec overview

In the remainder of the paper we provide an overview of related work in
Sect. 2, followed by the description of our methodology and proposed solution
in Sect. 3. Our results are presented and briefly discussed in Sect. 4. Section 5
summarises the main conclusions and indicates future research directions.

2 Related Work

The ability of recommender systems to adapt their behaviour to individual pref-
erences is becoming more and more valuable [3]. Recently, the iterative recom-
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mendation approach has been successfully applied to different real-world recom-
mendation tasks in several specific scenarios, such as e-learning, recommendation
of music, movies, news, and professional skills [7]. It has also been shown that
exploiting negative feedback can be beneficial in music recommendation [1,8].

2.1 Recommendations with Negative Implicit Feedback

There are several types of user feedback that can be used to update the models
responsible for generating recommendations. Most existing contributions exploit
explicit feedback—which effectively demonstrates the user’s feelings towards
the recommendations—and positive implicit feedback—users’ positive interests
acquired through indirectly monitoring its behaviour. When it comes to nega-
tive implicit feedback, there are few works that cover this type of user response.
Furthermore, the few contributions that cover this type of feedback use it in
boolean form, that is, without quantification, just existence or not.

Regarding non-sequential recommendation paradigms, there are some works
that focus on natural—not artificial—negative implicit feedback. Peska and
Vojtáš [9] studied the implication of using implicit negative feedback in e-
commerce oriented recommendation systems, using page visits, mouse move-
ments, scrolling, among others. In all test cases of their work, the combined
negative preferences were superior to other methods for larger train sets, sug-
gesting that negative preferences may become important while trying to sort
already good objects. Lee et al. [5] introduced a mechanism to infer negative
implicit feedback and test the feasibility of this type of user response as a way
to represent what users want in the context of a job recommendation system,
using as negative implicit feedback the action of opening a job offer and clos-
ing it, rather than saving it. Compared to cases using only positive preferences,
the distinction between good and bad jobs was significantly clear when using
negative preferences.

Regarding sequential recommendation using negative implicit feedback, Zhao
et al. [12] proposed a pairwise Deep RL for the recommendation framework with
the ability to continuously improve its strategies during interactions with users
by collecting both positive and negative feedback. In their work, authors sep-
arated negative and positive items during learning—they model the sequential
interactions between users and a recommender system as an Markov Decision
Process (MDP) and leverage RL to automatically learn the optimal strategies
by recommending items on a trial-error basis and receive reinforcement of these
items from user feedback.

2.2 Sequential Music Recommendation

The vast majority of contributions in sequential music recommendation are based
on RL. The problem is modelled as a MDP with the goal of obtaining a con-
trolled environment to apply an RL task. Contributions differ through different
components of the MDPs and stages of the algorithm they use to recommend.
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In the work of Hu et al. [4], each state represents a sequence of songs clus-
ters listened by the user, and listening to a song is considered an action. As a
reward, authors used a function of user listening, collecting, and downloading
songs, and the RL algorithm used was Q-Learning. Similarly, Chi et al. [2] also
use clusters of songs—researchers categorised all the songs in the experimental
dataset into four classes manually pre-annotated by users with correspondence
to their emotion class. Authors also used implicit feedback in their work, with its
reward function consisting of implicit feedback—listening time and number of
replays—and explicit feedback—ratings. The algorithms used were SARSA and
Q-Learning. There are two contributions that are quite similar, both Wang [11]
and Liebman [6] use song sequence to represent states, the listening of a song
as a representation of an action and a function of user’s preferences over indi-
vidual songs and song transitions as a reward function. Wang uses a tree-search
heuristic algorithm, while Liebman uses a Policy-gradient algorithm.

3 Methodology and Proposed Solution

Hybrid SkipAwareRec is divided into three main tasks: the generation of a set
of actions that are used for recommendation, the recommendation of an action
and the recommendation of specific items.

3.1 Action Set Generation

In a recommendation problem, one of the most important tasks is to learn user
preferences. The tastes of each user can be represented by topics, or categories,
that represent sets of similar specific items in a given context. For example, in
a TV content recommendation context, it is important to understand what the
users favourite topics are, such as comedy, sports, action, among others.

An RL approach with all available items represents a giant action space
and is therefore very difficult to model. The task of grouping similar items into
categories also greatly reduces the search space, enabling the RL algorithm to
work with a small action set.

To generate the action set that correspond to musical categories, we use stan-
dard K-Means, because of its scalability and convergence guarantees. Through
various song attributes, such as duration, year of release, acoustics, beat strength,
resonance, danceability, among many others that can be chosen by whoever per-
forms the task, it is possible to create a set of categories resulting from the
grouping of songs.

3.2 Next Best Action Recommendation

In a real scenario, a recommender system is in constant interaction with a user.
The recommendation task can be seen as an iterative process in which the user
receives a recommended item and provides feedback to the system, allowing
that in the next iteration the recommendation model incorporates the feedback
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received and makes a new recommendation, closer to the user’s current prefer-
ences.

When listening to music, the choice of the next song to listen to is condi-
tioned by several factors, with user preferences being the most important one
to consider. With this in mind, the goal of this stage is to use negative implicit
feedback, more specifically song skips, to train an RL algorithm that learns user
preferences during music streaming sessions and generates good category recom-
mendations based on this learning. Figure 2 shows the general diagram of this
process.

Fig. 2. Iterative Learning via Implicit Negative Feedback

In an RL problem, there is a learner and decision maker—the agent—that
interacts with the environment. In our case, the environment is the user of the
system that receives and reacts to recommendations—provides rewards and a
new state based on the agent’s actions. Thus, in this type of learning, we do
not explicitly fit an agent to a dataset such as in a supervised learning task, but
rather present it with rewards that can be either positive, neutral or negative.

Agent and Environment In our MDP, the environment is completely observ-
able, i.e., the agent directly observes the state of the environment. This allows
us to make the analogy to a recommender system that directly observes user’s
behaviour. The agent is the recommender system whose actions correspond to
recommendations to the user. The user observes this action and provides implicit
feedback, which is used as input to a function that outputs a reward. After an
action has been performed, a new state is transitioned to and the process repeats
until the session is over.

States and Actions The set of states Sn in an MDP defines the context of
the environment, i.e., it is a set of tokens that represent every state Si that the
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agent can be in. An action A, on the other hand, is what causes the environment
to change its state. In our problem setting, an action represents the listening of
a song from a certain musical category. We define the states as the set of the
previous K actions performed by the user—i.e. the categories of the previous
songs. This way, we can preserve historical information regarding the transition
between musical categories by the user, and at the same time be able to focus
on recent actions. Our model also allows state resets, to account for context
switches in which the session is interrupted—a situation where the sequence of
actions is uninformative to the recommender. An example of a context switch is
the change of playlist or streaming source.

Reward The goal of an RL algorithm is to maximise the accumulated reward.
Rewards are given by the output of a real-valued function that models how
good or promising certain actions are in certain states. Essentially, it indicates
“how good it is to choose/be in a certain state”. A Reward RSt

is received for
transitioning to a state St. The objective in RL is to choose action A so as to
maximise Rt+1, Rt+2, Rt+3, . . . in order to get the best long-term accumulation
of rewards.

In our problem setting, the central element and focus of the reward func-
tion is the implicit negative feedback in the form of song skips. Furthermore,
this information is quantified, since we have access to different types of skips,
depending on when the skip is made. We assigned different weights to the feed-
back depending on its moment of skip—we gave higher reward values to skips
that were transmitted later, or even not transmitted at all.

Two analyses were conducted on data from the Spotify Sequential Skip Pre-
diction Challenge,3 which showed that skip behaviour is not related to the time
of day or type of music listening context. In addition, a survey was conducted
which confirmed the intuition that the value of a skip in a user’s own private
playlist is different from a skip in other playlists (e.g. public or other users’). Only
2.4% of users who responded to the survey stated that they skip a song in their
own private collection because they do not like it. The remaining respondents
gave reasons such as “I do not want to listen to that specific song at the moment”
and “I am trying to find a specific song through the jumps between songs” to
skip songs in this type of context. Thus, we used this insight to shape our reward
function differently for the user’s own collections and for other contexts.

Table 1 shows the values of the reward function defined for the problem.

3 https://www.aicrowd.com/challenges/spotify-sequential-skip-prediction-challenge.
Accessed: 2023-03-28.

https://www.aicrowd.com/challenges/spotify-sequential-skip-prediction-challenge
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Table 1. Reward function output

Skip moment Reward—user collection Reward—other context

1 0.7 0.1

2 0.7 0.3

3 0.7 0.7

4 0.9 0.9

Not skipped 1 1

Reinforcement Learning Algorithm To solve the problem of sequentially
choosing the next music category, from which the recommendations will arise,
we used Q-Learning, a value-based off-policy temporal-difference (TD) RL algo-
rithm whose goal is to learn the value of an action in a given state, by learning
the action-value function. This algorithm finds an optimal policy to maximise
the expected value of the total reward over any and all successive steps from the
current state.

This algorithm was chosen because of its great advantage of being able to
compare the expected utility of available actions without requiring a model of
the environment. With this type of model-free approaches, we can update the
whole value function and policy with every new sample.

Reinforcement Learning Mechanism In an iterative and sequential appli-
cation it is mandatory that the model is constantly updated with each new
iteration. To do this, we use the properties of RL to update our model each time
the user transmits feedback on a given item. Whenever an information is read
or received that a user has chosen an action, in addition to the state transition
performed in the MDP, the Q-Table in Q-Learning is also updated. The Next
Best Action (NBA) recommendation at step is obtained by choosing the action
with the highest Q-value in a certain state.

In order to solve the Exploration vs Exploitation problem, an ε-Greedy
strategy is used to balance the two techniques during recommendations. This
paradigm consists of randomly selecting, with a defined probability, whether to
exploit or explore: 1-ε of the time the algorithm exploits and ε of the time the
algorithm explores. With this, the user will receive recommendations aligned
with their already demonstrated preferences, as well as new and different rec-
ommendations that allow the agent to discover new information about his/her
preferences.

Recommendation Strategy There are two stages involved in our algorithm
for recommending the NBA. In an initial phase, the algorithm is only fed with
data in order to build its Q-Table. Considering that there is enough real data to
perform a good learning, it is valuable not to start recommendations right away
after the start of learning because, as the name of the approach suggests, the
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algorithm learns by reinforcement, and with little interaction, its performance
will not produce good results. It is preferable to have an initial training phase
with real historical data, rather than using the approach right away to generate
recommendations with few interactions performed.

In a second phase of the RL approach, the connection of the model is now
only and exclusively with a specific user. This way, the algorithm when it is
framed with a single user already has a good basis of how to recommend, and
starts to mould itself to that user in the long term.

3.3 Next Best Items Recommendation

In Sect. 3.2, we describe SkipAwareRec, an RL algorithm that recommends the
next best item category that corresponds to the action, at each state, that
maximises the expected accumulated reward. The idea is then to use this cat-
egory to narrow down the recommendation candidates space. For the actual
item recommendation, any general-purpose collaborative filtering algorithm that
learns from implicit feedback can be used in our problem. In this work, we use
ISGD [10], an incremental MF algorithm for implicit positive-only feedback. The
ability to learn incrementally fits well with our sequential learning setting, since
both the RL and the MF algorithms can learn online, in parallel, from the same
sequence of user actions.

Hybrid SkipAwareRec The most straightforward combination of SkipAwar-
eRec with ISGD would be to simply have the latter recommend items from
within the category recommended by the first. However, as we show in Table 2,
this is not the best approach. For example, let us imagine a hypothetical sce-
nario where actions/categories correspond to music genres and SkipAwareRec
recommends Jazz. There may be songs from the Blues genre that are also good
recommendations for the user. Solely using the NBA approach, all Blues songs
will be simply ignored. Maybe more importantly, if SkipAwareRec fails to predict
the correct category, the recommendation is guaranteed to fail.

To address this, we adapt the use of the ISGD algorithm to generate a Top
K recommendations, whose K/2 recommendations come from the recommended
NBA and K/2 recommendations from all existing items in the data space, as
illustrated in Fig. 3. If the recommendations of the two ISGDs differ, we have a
total of K recommendations. Otherwise, no recommendations are added, and we
recommend only the unique ones in the list resulting from the junction of the
two sets, resulting in a total of recommendations between K/2 and K-1. This
way, we present the user with less limited and concentrated recommendations.
We call this approach Hybrid SkipAwareRec.
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Fig. 3. Example of Hybrid SkipAwareRec with K = 4

Recommendation Strategy Similarly to the algorithm proposed to recom-
mend the NBA, this paradigm also has 2 stages. In the first stage, the recom-
mendation model is fed only with historical data from several users. This first
phase runs in parallel with the first phase of SkipAwareRec.

The second stage starts when the algorithm is delivered to online users. ISGD
continues to recommend and collect information about user iterations with items,
in order to update its model in real time, thus preserving the incrementality of
the solution overall.

4 Experiments and Results

4.1 Data Setup and Model Training

To evaluate our solution, we used data from the Spotify Sequential Skip Predic-
tion Challenge—1,000,003 entries, where each entry represents the listening of
a song in a given session, 59,062 sessions, of a length between 10 and 20 songs
each, and a total of 174,768 individual songs associated with all these sessions.
We only use data from premium sessions, since only these users are allowed to
control the order of songs. We performed clustering to generate the set of possible
actions/categories, resulting in a total of 23 categories, chosen using the Elbow
Method. With this categorisation, there is a mode of 4 clusters per session.

To train the SkipAwareRec and ISGD models, we broke the sessions data into
a training set with 85% of the data and a test set with the other 15%. We feed
SkipAwareRec with the training data containing skip information. With this, we
build sequential states, for each session, and update our Artificial Intelligence
(AI) model. In parallel, the same training dataset was used to build the ISGD
model—but without skip information—that will also be incrementally updated
in a next stage.

The dataset contains 5 different types of skip, relating to different moments
of the songs, which were used for the definition of the MDP reward function.
After this learning stage, the RL-based model is ready to recommend person-
alised actions by reading an initial action by a given user. After connecting to
a single user, the algorithm starts to learn his/her preferences and adapting to
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the individual user. The ISGD model continues learning and providing recom-
mendations in the test phase.

4.2 Evaluation

We evaluated each recommendation in each iteration read in the different ses-
sions. Whenever new information (user, item) is received, a recommendation is
generated. If this recommendation is consistent with the item read, it is con-
sidered a hit, otherwise it is a miss. This evaluation equation can be described
by:

Hit Ratio (HR) =
# Guessed Recommendations

# Recommendations
∗ 100

Table 2 demonstrates the results of two ISGD models. The first ISGD rec-
ommends 2 items only from the category generated by SkipAwareRec, while the
second recommends 2 items from the entire universe of songs. The ISGD algo-
rithm that recommends from the whole item set performs better. This happens
because when the NBA recommendation fails, the entire recommendation fails.

Table 2. Iterative items recommendations results in all recommendations moments

Recommendation algorithm Guessed recommendations Number of recommendations HR (%)

ISGD with SkipAwareRec items 6626 107864 6.14

ISGD with all items 8043 107864 7.46

Given this result, we wanted to check the results of the SkipAwareRec+ISGD
combination only when SkipAwareRec hits the right category—Table 3 shows
these results. In this scenario, the ISGD algorithm that recommends only items
from the generated NBA is much higher (almost double) than the ISGD that
recommends items from the entire universe of songs.

Table 3. Iterative items recommendations results when SkipAwareRec guesses the
next action

Recommendation algorithm Guessed recommendations Number of recommendations HR (%)

ISGD with SkipAwareRec items 6626 31398 21.10

ISGD with all items 3493 31398 11.12

This insight is what has driven us to devise Hybrid SkipAwareRec. Given that
when getting the category right, the ISGD that recommends only items from
that same category is much better, and that overall, the ISGD that recommends
items from the music universe is slightly better, we decided to create the hybrid
strategy. We put together the recommendations from both ISGDs presented and
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arrive at the results in Table 4. As can be seen, the Hybrid SkipAwareRec had
a performance of 10.36%, considerably higher than standalone ISGD in Table 2.
The chart in Fig. 4 presents a performance comparison of the three different
approaches.

Table 4. Iterative items recommendations results with Hybrid SkipAwareRec

Recommendation algorithm Guessed recommendations Number of recommendations HR (%)

Hybrid SkipAwareRec 11176 107864 10.36

Finally, it is important to note that we are recommending a maximum of
4 songs, out of a universe of a total of 174,768 songs. For reference, a random
recommender would have a hit probability of 0.0023%.

Fig. 4. Performance comparison of the different approaches

5 Conclusions and Future Work

We present in this paper a sequential recommendation algorithm for music that
relies on real time user feedback in the form of song listens and song skips. Our
algorithm is divided in two parts: (1) SkipAwareRec, a sequential NBA recom-
mendation algorithm based on RL that selects the best actions corresponding
to item categories, and (2) Hybrid SkipAwareRec, that combines SkipAwareRec
with ISGD, an incremental MF algorithm that selects the items belonging to
the recommended category that best match user preferences.

Our offline results show that our approach clearly outperforms a standalone
version of the MF algorithm. This result encourages many future work direc-
tions. One research path would be to experiment with more publicly available
datasets—unfortunately not abundant—, preferably with longer sessions that
allow the algorithm to learn more about the users. Another direction would be
to focus on the algorithmic approach, such as studying the impact of the design



286 R. Ramos et al.

choices of the reward function, using different RL approaches, clustering algo-
rithms with different levels of granularity, as well as experimenting with other
incremental baseline algorithms. Finally, we would like to evaluate SkipAwar-
eRec online, with real users.

An adaptation of SkipAwareRec is also being implemented with the goal of
recommending customised content to individual users in a healthcare use case.
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Abstract. Machine learning models are widely used in time series fore-
casting. One way to reduce its computational cost and increase its effi-
ciency is to select only the relevant exogenous features to be fed into the
model. With this intention, a study on the feature selection methods:
Pearson correlation coefficient, Boruta, Boruta-Shap, IMV-LSTM, and
LIME is performed. A new method focused on interpretability, SHAP-
LSTM, is proposed, using a deep learning model training process as part
of a feature selection algorithm. The methods were compared in 2 differ-
ent datasets showing comparable results with lesser computational cost
when compared with the use of all features. In all datasets, SHAP-LSTM
showed competitive results, having comparatively better results on the
data with a higher presence of scarce occurring categorical features.

Keywords: XAI · Explainability · Feature selection

1 Introduction

Artificial Intelligence (AI) has revolutionized the way we make predictions and
decisions, especially in the field of time series forecasting. With the increasing
availability of data and the development of sophisticated AI algorithms [8,10],
we can now make highly accurate predictions on various time series datasets
[5,13]. However, building accurate and reliable AI models for time series fore-
casting is often a computationally expensive task, especially when dealing with
multivariate time series with a high number of features that requires an increase
in the complexity of the models. This computational cost can be a major chal-
lenge for many organizations, as it can slow down the predictions, require larger
computational infrastructure, and increase the overall cost of developing and
deploying AI models.

To address this issue, feature selection techniques can be used to identify
the most important features that significantly impact the target variable and

Supported by Wysupp (https://www.wysupp.com).

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. Moniz et al. (Eds.): EPIA 2023, LNAI 14115, pp. 288–298, 2023.
https://doi.org/10.1007/978-3-031-49008-8_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49008-8_23&domain=pdf
http://orcid.org/0009-0005-5700-0102
http://orcid.org/0000-0002-1943-1471
http://orcid.org/0000-0002-2471-2833
https://www.wysupp.com
https://doi.org/10.1007/978-3-031-49008-8_23


Interpreting What is Important 289

eliminate the irrelevant ones. Feature selection is a critical step in model devel-
opment, as it not only reduces the complexity of the model but also improves
its interpretability, generalizability, and accuracy [12]. There are several feature
selection techniques available, such as filter methods, wrapper methods, and
embedded methods [1]. These techniques work, in its majority, by evaluating
the importance of each feature based on their contribution to the target variable
and selecting the most relevant ones.

In this article, we make a study on prediction’s quality and performance
based on the applied feature selection method and introduce an Explainability
approach to feature extraction utilizing SHapley Additive exPlanations (SHAP)
[9], a game-theoretic approach to explain the output of any machine learning
model, paired with a Long Short-Term Memory (LSTM) algorithm. SHAP is a
model-agnostic technique, meaning it can be applied to any machine learning
algorithm, regardless of its complexity or structure. While the LSTM model, as
a deep learning model, is capable of differentiating the relevant and irrelevant
features during its training process.

Our results demonstrate that selecting the most important features by their
SHAP values can have varying performance depending on whether it is applied to
an instance-based, or global average-based threshold. By applying an instance-
based threshold our models can achieve comparable performance with signifi-
cantly reduced complexity without miss-categorizing important features, result-
ing in faster and more efficient predictions when compared to the original dataset.
Our approach, SHAP-LSTM, is also more interpretable than other methods, as
it provides insights into the underlying relationships between the features and
the target variable. We believe that SHAP-LSTM can have significant practical
applications in many fields, such as finance, healthcare, retail, and energy, where
accurate and efficient time series forecasting with interpretable results is critical
for decision-making.

2 Related Works

Several methods have been developed to increase human trust in deep learning
models by making them more interpretable. One such approach is the Inter-
pretable Multivariate Long Short-Term Memory (IMV-LSTM) model framework
proposed by Guo et al. [6]. This framework is based on a unique update scheme
that associates each element of the model’s hidden state matrix with information
from a specific input variable. The framework was applied to several datasets,
including hourly PM2.5 data and associated meteorological data in Beijing, time
series of energy production from a photo-voltaic power plant in Italy, and a pub-
lic dataset used for indoor temperature forecasting, demonstrating comparable
performance to standard LSTM models while offering interpretable insights into
the underlying factors guiding the model’s decision-making process.

Marco Tulio et al. [11] introduced Local Interpretable Model-agnostic Expla-
nations (LIME), an algorithm for explaining the predictions made by any classi-
fier or regressor. To explain a specific instance, the algorithm perturbs the feature
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values of the instance while maintaining the label, creating a set of “neighbor”
instances. The original model is then used to predict the labels of the neighbor
instances. An interpretable model is fitted to the set of neighbor instances and
their predicted labels. Finally, the interpretable model is used to explain the
prediction for the original instance by identifying the most important features
and their contribution to the prediction. The authors evaluate LIME on several
datasets and show that it can generate informative explanations.

Another model agnostic interpretability contender is SHAP. Proposed by
Scott et al. [9], SHAP is based on the idea of Shapley values, a concept from
cooperative game theory. The method assigns each feature of a given input a
Shapley value, which represents the average marginal contribution of the feature
across all possible coalitions of features. The Shapley values are then used to
calculate the contribution of each feature to the prediction made by the model.
This method is capable of giving local interpretability, while it can be lacking in
a global scenario as shown by the experiments performed in the next sessions of
this paper.

3 Datasets and Methods

For this article two multivariate time-series datasets were used to validate the
proposed method, those being Rossmann Store Sales [4], and Bike Sharing
Dataset [3].

3.1 Rossmann Store Sales

Contains as target variable the daily total sales of 1115 Rossmann stores, as well
as 27 exogenous features after executing one-hot encoding: store number, date,
year, month, week of the year, day of the month, day of week, if the store is
open or not, if the store is running a promotion in a given day, school holiday,
if it takes part in a recurring promotion, if it has competition nearby and since
when has it being open, year and month, and its distance, the store type as one
of 4 categorical values, the store assortment as one of 3 categorical values, if it’s
a public holiday, Easter holiday or Christmas and if the recurring promotion is
active or not. It encapsulates a historic period of 3 years for each store while
some were closed for a period of 6 months for refurbishment. The most recent
90 days were used for testing and validation, while the remaining data was used
for training.

3.2 Bike Sharing Dataset

Contains a total count of rented bicycles as the target variable and 26 exogenous
features after executing one-hot encoding: date, year, month, day of the month,
an identifier of each record corresponding to days elapsed since the first record,
temperature, feeling temperature, humidity, wind speed, seasons of the year as
categorical values, if it’s a working day or not, if it’s a holiday or not, if it had a
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sunny, cloudy or heavy rain weather as categorical values and days of the week
as categorical values. The core data set is related to the two-year historical log
corresponding to the years 2011 and 2012 from the Capital Bikeshare system.
The most recent 90 days were used for testing and validation while the remaining
1 year and 9 months of data were used for training.

3.3 Data Exploration

An exploratory analysis was conducted in each of the datasets to find the evident
relationships between features.

Rossmann Store Sales For this dataset, it was possible to identify a strong
relationship to the target variable for holidays, day of the week, and year. Mean-
ing that a good method for feature selection should identify them as important
features, and if a model would identify the week of the year as important it should
not select the month as well, and vice versa, due to their high correlation.

Bike Sharing Dataset For this dataset it was possible to identify a strong rela-
tionship to the target variable for months, season, weather, year, temperature,
feeling temperature, and wind speed. Meaning that a good method for feature
selection should identify them as important features, and if a model would iden-
tify temperature as important it should not select feeling temperature as well,
and vice versa, due to their high correlation.

3.4 LSTM Hyperparameter Tunning

As previously mentioned, to use the proposed method it is required to have a
trained LSTM model, and in order to obtain the best hyperparameters, a grid
search was performed in a single-layer LSTM. The number of hidden cells was
altered in order of powers of 2 ranging from 23 to 27; the learning rate was
altered in order of 0.0001 from 0.0001 to 0.005. It was set with training patience
of 50 with a maximum number of epochs of 10001.

The LSTM model was trained using the training data, but only saved when
the loss over a one-step ahead prediction of the test data had an improvement.

3.5 SHAP Method Implementation

SHAP is a common method used to explain local decisions taken by black box
machine learning models, such as LSTM, and the existent Python implemen-
tation developed by Lundberg et al. [9] was used. This is a robust library with
various visualization tools, capable of handling single and multiple instance inter-
pretation and returning the features by order of importance determined by the
calculated SHAP value or average calculated SHAP value over all instances
respectively.
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Since this is a method aimed at local interpretation, in cases of exogenous
features with sparse occurrence it tends to underestimate their importance. The
proposed method aims to handle this case by setting an instance-based threshold
to the matrix of SHAP values calculated by Lundberg’s implementation, this way
detecting the feature’s importance regardless of its rate of occurrence.

4 Experiments, Results, and Discussion

4.1 Experimental Setup

To test the computational cost reduction with features selection, a set of different
methods were implemented as well as SHAP-LSTM, with their results stored, to
have the features used on a LSTM model, and processing times for comparison
between methods. A monolayer LSTM model with 32 hidden cells and a learning
rate of 0.005 was trained to obtain the feature importance through LIME and
SHAP.

All processes were executed using CPU Intel(R) Core(TM) i7-8565U
1.80 GHz, in a 16 GB RAM device.

Feature Selection Methods The Feature selection methods implemented
were:

Pearson Correlation Coefficient (PCC). The most commonly used method
for feature selection, uses Pearson Correlation to identify the best features based
on a set threshold [2].

Boruta. Uses the training of many tree-based models with permuted fea-
ture values to, then, perform statistical tests and determine if each feature is
important, unimportant or tentative [7].

Boruta-Shap. A combination of Boruta feature selection algorithm with Shap-
ley values, with better speed, and quality of the feature subset produced.

LIME. An Explainability algorithm with a good global interpretation, applied
to the same trained model as SHAP and making the use of thresholds to select
features [11].

IMV-LSTM. Another Explainability algorithm with two variations, Full and
Tensor, where each element of the model’s hidden state matrix is updated with
information from a specific input variable, and this is used as weights of impor-
tance [6].

4.2 Experimental Procedure

Initially, the Python Pandas library implementation of the correlation calcula-
tion algorithm was used, and 5 thresholds for correlation coefficient acceptance
were set. The Boruta method, following its Python implementation, was then
applied with a gradient boosting explainer and a random forest explainer, analog
to the Boruta-Shap method implemented under the context of this experiment.
A search for better parameters on the explainer model to Boruta, as well as on
Boruta itself took place, although the results did not suffer noticeable changes.
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Using the trained LSTM model, LIME was applied to explain 90 instances on
the training data due to its inherent random nature, the numerical importance
evaluation of each feature was then averaged by the number of instances and
thresholds put in place to select the most significant exogenous time-series. Again
with the same trained model, the Python SHAP implementation by Lundberg et
al. [9] was used to interpret a period of 365 days in each dataset, and the feature
importance extracted based on the average value of the SHAP value calculated
or the maximum SHAP value calculated. To select the features for PCC, average
SHAP-LSTM, instance SHAP-LSTM and LIME thresholds were chosen in an
attempt to have a homogeneous distribution of features for each interval.

To use both variations of IMV-LSTM all it required was to train the models
using the IMV-Full and IMV-Tensor architectures with the same hyper parame-
ters as stipulated before. Due to the very high importance differentiation a single
threshold was set for both variations of the method.

With the selected features for each method, a monolayer LSTM model with
32 hidden cells and a 0.005 learning rate was trained and used to predict a 90-day
forecast using the test portion of the data. The processing time of every run was
recorded and the errors were measured according to the mean absolute scaled
error (MASE) because it is scale independent. A random seed was reset to the
same value after every training to increase the fairness between the models.

4.3 Results

Feature Selection Computational Cost The computation time for each of
the implemented feature selection methods for the Bike Sharing Dataset (BSD)
and 30 randomly selected stores from the Rossmann Store Sales (RSS) dataset
are shown in Table 1.

Table 1. Computation time for feature selection methods for each dataset. time is the
average computational time, ˜time the median and σ(t) the standard deviation.

BSD RSS

Methods time time ˜time σ(t)

Correlation 0.17 0.19 0.11 0.2

Boruta GB 50.38 89.20 59.19 52.55

Boruta RF 62.48 132.40 80.70 85.52

Boruta-SHAP GB 156.83 261.90 211.98 99.06

Boruta-SHAP RF 186.14 218.84 180.08 73.53

Tensor IMV-LSTM 507.30 696.13 468.64 572.84

Full IMV-LSTM 3807.70 666.16 472.92 469.90

LIME-LSTM 340.98 553.46 606.98 135.85

SHAP-LSTM 2678.22 1161.61 831.25 874.79
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Bike Sharing Dataset The results of the forecasting are shown in Table 2.
Important to notice that even though the errors show a comparable result

for the univariate case, the model was incapable of learning any seasonality or
trend as can be seen in Fig. 1. For all applied methods, not once the same subset
of exogenous features was selected.

Table 2. Results for 90 step ahead forecast on test portion of Bike Sharing dataset
using a monolayer LSTM model with 32 hidden cells and learning rate of 0.005.

Method Threshold MASE Training Time (s) Features Used

Standard LSTM – 2.00 204 0

All features – 2.10 119.20 27

PCC 0.05 1.99 133 19

0.10 1.61 133 13

0.15 2.13 208 11

0.20 1.94 148 10

0.25 2.48 142 8

Boruta GB – 3.24 401 1

Boruta RF – 1.88 165 5

Boruta-Shap GB – 1.93 192 3

Boruta-Shap RF – 1.82 170 5

Tensor IMV-LSTM 0.045 2.04 229 8

Full IMV-LSTM 0.060 3.14 251 11

LIME-LSTM 0.0020 1.66 123 23

0.0025 2.34 155 19

0.0030 2.21 237 12

0.0035 1.72 214 8

0.0040 1.80 228 7

Average 0.01 2.01 112 13

SHAP-LSTM 0.02 2.64 121 10

0.03 1.89 211 2

0.04 1.89 204 1

Instance 0.05 2.19 145 24

SHAP-LSTM 0.06 1.72 149 24

0.07 2.30 123 19

0.08 2.86 352 10

0.09 2.75 116 3

Rossmann Store Sales The results of the forecasting over 30 randomly chosen
stores are shown in Table 3.
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4.4 Discussion

For the Bike Sharing Dataset when applying the Random Forest explainer, Gra-
dient Boosting Shap, and Random Forest Shap Boruta methods, the model
trained with the chosen features showed a good data trend understanding while
the results left to be desired when forecasting the seasonality. The opposite is
true for the Gradient Boosting explainer Boruta, as can be seen in Fig. 2.

For PCC, LIME, Average SHAP-LSTM, and Instance SHAP-LSTM with
lower threshold values the trained model will predict seasonality with higher
accuracy while for higher values the trend will be better understood by the

Table 3. Results for 90 step ahead forecast on test portion of Rossmann Store Sales
dataset, for 30 randomly chosen stores, using a monolayer LSTM model with hidden
size 32 and learning rate of 0.005. Th is the threshold set, MASE and Time are the

averaged values, ˜Time and ˜MASE the median, σ(MASE) the standard deviation and
N.F. the average number of features selected by each method.

Method Th MASE ˜MASE σ(MASE) Time(s) ˜Time(s) N.F.

Standard LSTM – 1.13 1.15 0.12 475 437 0

All features – 0.94 0.94 0.10 257 230 27

PCC 0.05 0.96 0.96 0.11 305 294 10

0.10 0.99 0.98 0.10 351 366 8

0.15 1.00 1.01 0.12 326 321 6

0.20 1.00 1.01 0.11 348 334 5

0.25 1.00 0.98 0.11 323 310 5

Boruta GB – 0.95 0.94 0.10 242 208 4

Boruta RF – 0.94 0.95 0.11 239 194 5

Boruta-Shap GB – 0.94 0.95 0.10 211 182 5

Boruta-Shap RF – 0.94 0.95 0.10 209 191 5

Tensor IMV-LSTM 0.045 0.98 0.96 0.12 330 283 9

Full IMV-LSTM 0.060 0.96 0.95 0.11 281 234 10

LIME-LSTM 0.007 1.01 1.00 0.13 282 237 7

0.008 1.01 1.00 0.12 310 285 6

0.009 1.03 1.02 0.15 302 283 5

0.010 1.04 1.05 0.14 353 341 4

Average 0.01 0.96 0.96 0.10 215 185 9

SHAP-LSTM 0.02 0.96 0.98 0.11 215 186 8

0.03 0.96 0.96 0.09 223 154 7

0.04 0.96 1.00 0.11 235 193 4

Instance 0.05 0.97 0.98 0.10 230 195 12

SHAP-LSTM 0.10 0.97 0.99 0.11 228 207 11

0.15 0.95 0.96 0.10 296 219 6

0.20 0.98 0.98 0.10 299 238 3
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LSTM. Although these methods require a threshold to be set by the user, in the
Bike Sharing dataset, LIME, and Average SHAP-LSTM showed a tendency to
not have big variable weight differentiation, complicating the user’s task. Mean-
while Instance SHAP-LSTM shows a higher weight difference between variables
as well as a more accurate depiction of scarce occurrence variable importance
such as weather condition3 (Thunderstorm, light snow or light rain) shown in
Fig. 3a.

The same issue was noticed for the Rossmann Store Sales dataset. For LIME
and Average SHAP-LSTM the feature importance is not differentiated by large
margins, complicating the task to set a threshold. On the other hand, Instance
SHAP-LSTM shows a higher weight difference between variables as well as a
more accurate depiction of importance for scarce occurrence variables such as
the StateHoliday ( a: public holiday, b: Easter holiday, c: Christmas) as shown
in Fig. 3b.

Fig. 1. Univariate 90 step ahead forecasting of the Bike Sharing test dataset.

Fig. 2. Forecast using the Boruta GB, Boruta RF, Boruta-SHAP GB, Boruta-SHAP
RF feature selection method.

PCC, LIME, Average SHAP-LSTM, and Instance SHAP-LSTM were also the
only methods capable of consistently identifying the importance of the features
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with noticeable relationship with the target variable determined during the data
exploration process. Neither of these methods was capable of rejecting exogenous
features highly correlated to each other. By the other hand, for the Rossmann
dataset, the Tensor IMV-LSTM and Full IMV-LSTM considered features with
static values such as store assortment and store type as important, being the
only methods to do so.

5 Conclusion and Future Work

In this paper, a study on the effects of feature selection over the forecast of
time series using an LSTM has taken place, as well as the, to the best of our
knowledge, proposition of a new feature selection method SHAP-LSTM. The fea-
ture selection methods studied were the Pearson correlation coefficient, Boruta,
Boruta-Shap, IMV-LSTM, LIME, and the proposed method, SHAP-LSTM.

To implement the proposition, an LSTM model was trained with the best
set of hyperparameters found through a grid search, subsequently, a Python
SHAP implementation was used to obtain local explanations over a span of 365
instances on the training data. With the SHAP values matrix, an instance-based
threshold was set to correctly evaluate the importance of each feature regardless
of their rate of occurrence.

To compare each feature selection method against each other and without
any selection, a 90 step ahead prediction was made with an LSTM model over

Fig. 3. SHAP values for Bike Sharing Dataset (a) and Rossmann Store Sales (Store
266) (b). Red dots represent the effects of a high feature value on the forecast, while
blue represent the effect of a low value.
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the test data on two datasets, with the same set of hyperparameters, using: the
features selected by each method, all features, and only the target variable. Their
errors were measured using MASE and the computation time for the training as
well as the feature selection method displayed.

A natural evolution from this paper is to prove the applicability of features
selected using Instance SHAP-LSTM on different regression models, such as
ARIMAX, as well as develop an ensemble method for feature selection using the
proposed algorithm.

Overall, it was shown an improvement in computational cost due to fea-
ture selection, while maintaining comparable results over the forecast. Instance
SHAP-LSTM proved itself to be an improvement on Average SHAP-LSTM for
global interpretation and a competitive method for feature selection.

References

1. Brouard, C., Mariette, J., Flamary, R., Vialaneix, N.: Feature selection for kernel
methods in systems biology. NAR Genomics Bioinform. 4(1), lqac014 (2022)

2. Chen, H., Chang, X.: Photovoltaic power prediction of LSTM model based on
Pearson feature selection. Energy Rep. 7, 1047–1054 (2021)

3. Fanaee-T, H., Gama, J.: Event labeling combining ensemble detectors and back-
ground knowledge. Prog. Artif. Intell. 1–15 (2013). https://doi.org/10.1007/
s13748-013-0040-3, [Web Link]

4. FlorianKnauer, W.C.: Rossmann store sales (2015), ‘kaggle.com/competitions/
rossmann-store-sales’

5. Gu, X., See, K., Wang, Y., Zhao, L., Pu, W.: The sliding window and SHAP theory-
an improved system with a long short-term memory network model for state of
charge prediction in electric vehicle application. Energies 14(12), 3692 (2021)

6. Guo, T., Lin, T., Antulov-Fantulin, N.: Exploring interpretable LSTM neural net-
works over multi-variable data. In: International Conference on Machine Learning,
pp. 2494–2504. PMLR (2019)

7. Jankowski, M.K.A., Rudnicki, W.: Boruta-a system for feature selection. Fund.
Inform. 101(4), 271–285 (2010)

8. Lim, B., Zohren, S.: Time-series forecasting with deep learning: a survey. Phil.
Trans. R. Soc. A 379(2194), 20200209 (2021)

9. Lundberg, S.M., Lee, S.I.: A unified approach to interpreting model predictions.
Adv. Neural Inf. Process. Syst. 30 (2017)

10. Masini, R.P., Medeiros, M.C., Mendes, E.F.: Machine learning advances for time
series forecasting. J. Econ. Surv. 1, 36 (2021)

11. Ribeiro, M.T., Singh, S., Guestrin, C.: Why should i trust you? explaining the pre-
dictions of any classifier. In: Proceedings of the 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pp. 1135–1144 (2016)

12. Rojat, T., Puget, R., Filliat, D., Del Ser, J., Gelin, R., Dı́az-Rodŕıguez, N.:
Explainable artificial intelligence (XAI) on timeseries data: a survey (2021).
arXiv:2104.00950

13. Velasquez, C.E., Zocatelli, M., Estanislau, F.B., Castro, V.F.: Analysis of time
series models for Brazilian electricity demand forecasting. Energy 247, 123483
(2022)

https://doi.org/10.1007/s13748-013-0040-3
https://doi.org/10.1007/s13748-013-0040-3
http://arxiv.org/abs/2104.00950


Time-Series Pattern Verification in CNC
Machining Data

João Miguel Silva1,2(B), Ana Rita Nogueira1,2, José Pinto1,
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Abstract. Effective quality control is essential for efficient and success-
ful manufacturing processes in the era of Industry 4.0. Artificial Intelli-
gence solutions are increasingly employed to enhance the accuracy and
efficiency of quality control methods. In Computer Numerical Control
machining, challenges involve identifying and verifying specific patterns
of interest or trends in a time-series dataset. However, this can be a chal-
lenge due to the extensive diversity. Therefore, this work aims to develop
a methodology capable of verifying the presence of a specific pattern of
interest in a given collection of time-series. This study mainly focuses on
evaluating One-Class Classification techniques using Linear Frequency
Cepstral Coefficients to describe the patterns on the time-series. A real-
world dataset produced by turning machines was used, where a time-
series with a certain pattern needed to be verified to monitor the wear
offset. The initial findings reveal that the classifiers can accurately dis-
tinguish between the time-series’ target pattern and the remaining data.
Specifically, the One-Class Support Vector Machine achieves a classifica-
tion accuracy of 95.6 % ± 1.2 and an F1-score of 95.4 % ± 1.3.

Keywords: Industry 4.0 · Quality control · CNC turning machining ·
Cutting insert · One-class classification · Linear frequency cepstral
coefficients

1 Introduction

Industry 4.0 and Quality 4.0 represent a paradigm shift in manufacturing to
achieve smarter, more efficient, and integrated manufacturing processes. Com-
bining the Internet of Things (iot) with Machine Learning (ml) offers unprece-
dented opportunities to reduce downtime, improve product quality control and
system design in real time [1,4,7,17,26,28,30].

ML offers many advantages when applied to manufacturing. First, ML mod-
els can learn patterns and relationships between variables, enabling predictions
of intervention outcomes and identification of areas for improvement, with its
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ability to process multiple complex data sources, including sensors, logs, and
processes [20]. Second, ML can facilitate real-time analysis and decision-making,
allowing manufacturers to react quickly to changes in system conditions and
prevent issues before they occur [25]. Third, highly complex and dynamic envi-
ronments such as industrial contexts require constant actualisation, in which ML
models can be refined to adapt to changes [27]. Finally, ML allows for greater
automation, which reduces the need for manual intervention, limiting human
error, improving system efficiency, and cutting labour costs. By leveraging these
advantages, ML can dramatically improve product quality control, increasing
efficiency and product quality [6,12].

Computer Numerical Control (CNC) machining is an industrial manufactur-
ing process that uses computer software to control cutting tools and workpieces
to create precise and complex shapes. ML has had a high impact on CNC machin-
ing, enabling efficient production of parts with various specifications [2,16,18,22].
Turning and milling are two main types of CNC machining processes, which are
essential in manufacturing and used to create a variety of precision components
and products such as automotive parts, aerospace components, medical devices,
and consumer products [16,18]. Generally, those types involve two stages: rough
and finishing machining. In the finishing stage, small variations in tool wear can
significantly affect the quality of the finished product. Therefore, wear adjust-
ments are often necessary to maintain the desired accuracy of the finished pieces.
These adjustments are recorded in the CNC machine at the tool level [10]. In
this scenario, a vast amount of times series are produced.

Despite this large amount of available data, sometimes, only a few time-
series have the proper patterns to be used in the industrial-specific analysis (for
example, monitoring the wear offset of a given tool). This raises the need for a
system that can effectively detect these desired patterns in the data, which is
the main challenge of this work.

In general, our approach is based on the application of discriminating features
that can differentiate patterns in the time-series and a model that can separate
one known pattern from any arbitrary one. For this purpose, a Linear Frequency
Cepstral Coefficients (LFCC) and One-Class Classification (OCC) models were
used, respectively. The LFCC feature extraction is based on the spectral repre-
sentation using Discrete Fourier Transform (DFT) and Discrete Cosine Trans-
form (DCT), where the underlying patterns (which may not be apparent in the
time domain) are easily described. These are spectral descriptors that present
high discriminating properties regarding information. Another important prop-
erty is noise/data perturbation resilience. Moreover, these features are compu-
tationally efficient and allow the models to be applied in real-time or online
scenarios where efficiency is important [5]. OCC is a ML methodology that aims
to identify whether a new observation belongs to a specific class with no infor-
mation about other classes. It is commonly used in anomaly detection and class
verification [24].

This methodology is suitable to solve the problem due to the possibility of
determining whether a time-series belongs or not to the same type of suitable
for monitoring algorithm (includes algorithms that predict the best tool change
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instant) stages. The primary objective of this research work is the development
of a methodology for time-series verification applied to CNC machining data
that verifies one particular type of time-series from a large set. The secondary
objective of this research is to create a function that can assist in monitoring
time-series data related to wear offset adjustments, which were previously ver-
ified as having the target pattern. It is important to note that the successful
accomplishment of the secondary objective is contingent upon the successful
attainment of the primary objective.

The main contribution is a robust methodology capable of discriminating
the types of the time-series (same type, not the same type) with a relevant per-
formance. We also contribute with a reproducible benchmarking focused on the
OCC methods that used highly discriminating LFCC features. For the applica-
tion context, a function capable of verifying offset adjustment time-series was
integrated into a system that supports the correct cutting tool use.

The remainder of this paper is organised as follows: Sect. 2 presents the back-
ground. Section 3 illustrates the problem and the proposed solution, and Sect. 4
the results obtained in the tests. Finally, Sect. 5 presents the main findings and
overall conclusions regarding the developed work.

2 Background

In this section, we provide a brief background on CNC machining and offset
adjustment in turning, LFCC, and OCC.

2.1 CNC Machining and Offset Adjustment in Turning

CNC machining, one of the areas in which ML is having an high impact [2,22],
is an industrial manufacturing process that utilises computer software to control
the movement of cutting tools and workpieces to create precise, complex shapes
and components.

Milling and turning are the two primary types of CNC machining processes,
which are crucial in manufacturing and used to produce a wide range of precision
components and products, including automotive parts, aerospace components,
medical devices, and consumer products. In addition, CNC machining offers sev-
eral advantages over traditional machining methods, including increased accu-
racy, faster production times, and the ability to produce complex shapes and
parts with greater efficiency.

Milling involves rotating a cutting tool while it moves along multiple axes to
remove material from a workpiece. The cutting tool is typically mounted on a
spindle that can move in three directions (X, Y, and Z), allowing it to cut into
the workpiece from various angles. This process is beneficial for creating complex
shapes, such as gears or parts with intricate curves, and quickly removing large
amounts of material.

Conversely, turning involves rotating the workpiece and using a cutting tool
to remove material. The cutting tool is typically stationary, moving along a
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Fig. 1. Real case of a CNC and an illustration of T03 wear offset.

single axis to cut into the spinning workpiece. This process is commonly used for
creating cylindrical shapes, such as shafts or tubes, and achieving tight tolerances
on parts requiring high accuracy.

A turret in CNC machining is a tool-holding device that can rotate to bring
different cutting tools into the working position. The tool-holder is the compo-
nent of the CNC machine that securely holds the cutting tool in place during
the machining process.

CNC machines can have several turrets, each with multiple tool holders,
which allows for the efficient production of parts with different geometries and
specifications [16,18].

Figure 1 illustrates a real example of a CNC machine with two turrets Fig. 1a
and an illustration of the wear offset of T03 Fig. 1b.

Several tools in each turret play a crucial role in the manufacturing process
of high-precision metallic pieces. These tools are involved in two main manufac-
turing stages: rough machining and finishing machining. The rough machining
stage removes excess material from the piece, while the finishing machining stage
fine-tunes the shape and dimensions of the piece to meet the tight tolerance
requirements.

Considering the precision required in the final product, even small variations
in the tool wear can significantly impact the quality of the finished product. This
is particularly true for tools involved in the finishing machining stage, where the
tolerances are even tighter. As a result, operators often need to perform wear
adjustments to maintain the desired accuracy of the finished pieces.

2.2 Feature Extraction and Linear Frequency Cepstral Coefficients

Feature extraction is a crucial step in many ML applications, where the objec-
tive is to identify patterns in data. The process selects informative features and
removes irrelevant or redundant information to improve the accuracy and effi-
ciency of ML models, and various methods such as statistical techniques, wavelet
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transforms, Principal Component Analysis (PCA), LFCC, and deep learning can
be used depending on the data and application [9,23].

LFCC are commonly used in audio signal processing for speech recognition
and speaker identification tasks [31]. However, the underlying concept of the
cepstrum, which is used to extract the LFCC, can be applied to other types of
signals beyond audio, such as vibration analysis [23], image processing [11], and
electrocardiogram signals [19].

The method is based on the concept of cepstrum, which involves taking the
logarithm of the magnitude of the DFT of a signal. This process effectively sep-
arates the spectral envelope and the fine spectral structure of the signal. The
LFCC can then be obtained by taking the DCT of the log spectrum after remov-
ing the spectral envelope. The resulting coefficients are informative features for
ML algorithms.

2.3 One-Class Classification

OCC is a ML technique that aims to identify instances that belong to a single
class based on their similarity to previously observed instances of that class. It
is advantageous when the number of examples of the target class is limited or
when the instances of other classes need to be better defined.

In OCC, the algorithm is trained on a set of examples from a single class, and
the objective is to identify instances that deviate from that class. This approach
is often used in anomaly detection, which aims to identify rare or unexpected
events in a dataset.

The One-class Support Vector Machine (OCSVM) [21] is a type of OCC used
for unsupervised anomaly and novelty detection. It constructs a hyperplane that
maximizes the margin and captures only a small fraction of data points. It works
well with high-dimensional and nonlinear data with sparse and unbalanced fea-
tures but requires many training samples and can be sensitive to kernel functions
and hyperparameters.

Local Outlier Factor (LOF) [29] detects outliers by measuring local deviation
and assigning anomaly scores. It works well for global and local outliers, non-
uniform datasets, and noise but not high-dimensional datasets.

Isolation Forest (IF) [14] detects outliers by isolating them in fewer dataset
partitions. It is efficient with high-dimensional datasets but not with low-
dimensional datasets.

Stochastic Gradient Descent One-class Support Vector Machine
(SGDOCSVM) [15] is a variant of OCSVM that optimizes hyperparameters
using stochastic gradient descent. It is ideal for large-scale datasets with high-
dimensional and sparse features but may not perform as well as OCSVM on
small datasets or complex nonlinear relationships.

In the industrial context, OCC can be used to identify when the wear offset of
a tool deviates from a known pattern, indicating that it may need to be replaced
or adjusted [3]. This approach is instrumental because it allows us to detect tool
wear without explicit labels indicating when it is worn out. It can also identify
early signs of wear, allowing us to take preventive measures before the tool fails.
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Fig. 2. Overview of the feature extraction methodology applied.

Kampelopoulos et al. [8] proposed using OCC for leak detection in pipeline
systems. They trained classifiers on a noise class of normal signals from acoustic
sensors during normal pipeline operation and evaluated the classifiers’ predic-
tions on test measurements, including artificially generated leaks. This promising
approach also has applications in fault and novelty detection.

Finally, Lee et al. [13] proposed a fault-detection module for manufacturing
sites using one-class learning from imbalanced industrial data. The study used
deep-learning time-series predictions for feature extraction and tested four deep-
learning architectures with actual mass production data.

3 Methodology

Throughout the developed methodology, data-driven methods are central to our
approach. To provide such methods with the required data, a dataset was col-
lected from Jasil, a Portuguese company specialising in high-precision metallic
workpieces using CNC technology. The data was collected from three distinct
CNC turning machines that operated continuously six days a week, twenty-four
hours a day, with exceptions for maintenance and customer demand. During
this period, two distinct products were manufactured: P1 and P2. The data
was gathered over four months, from October 2022 to February 2023, with a
sampling rate of 1.25 Hz (approximately 150 k data points per series). After
thorough analysis, we concluded that missing values, outliers, and measurement
errors are absent in this dataset.

Figure 2 represents the feature extraction overview.
The collected variables came from two turrets of the CNC machine, including

temperature, spindle torque, spindle speed, wear offset X, and the working tool
and corresponding turret. It is important to note that for the following statistical
analysis, we focused on the wear offset of the X-axis as the studied variable and
on one of the turrets.

Jasil’s department of quality control and maintenance has communicated to
us that, for this work, tool 3 (T03) from turret 1 is being utilised to compensate
for any offset variations that may arise during the machining process concerning
the relevant dimensions.

This situation has arisen since the tolerances associated with the measure-
ment involving T03 are the narrowest. It is important to note that the design of
this tool will vary depending on the product being manufactured.
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Table 1. Manufacturing comparison of two products across three CNC machines.
These time-series correspond to the desired pattern to train the OCC for the T03.

Machine Product Total
units

Cutting
changes

µ units
manufactured

µ offset
adjustments

µ cutting
insert wear
[mm]

56 P1 4869 96 50 ± 36 9 ± 6 0.423 ± 0.153

P2 1460 42 35 ± 27 9 ± 5 0.421 ± 0.187

57 P1 4538 100 45 ± 29 9 ± 6 0.404 ± 0.194

P2 1863 59 31 ± 22 8 ± 5 0.407 ± 0.159

217 P1 5796 129 44 ± 28 4 ± 3 0.399 ± 0.125

P2 2953 63 45 ± 32 4 ± 3 0.399 ± 0.081

Fig. 3. An example of wear offset from the X-axis of tool T03. The blue line represents
the wear offset and the magenta vertical lines correspond to the cutting insert changes
across the production process.

Table 1 summarises the statistical measures of the data collected in T03.
Several statistical parameters are presented, including the number of units man-
ufactured, the number of cutting insert changes, the average units produced per
cutting insert, the average offset adjustments, and the average cutting insert
wear. It is important to note that from now on, this data will be considered
positive examples to be used to train a ML model.

These statistical results will help the quality and maintenance department
to get useful insights into the production process of each machine and product.

Figure 3 shows an example of the wear offset a CNC machine used on the
analysis for product P1.

The cutting insert change algorithm is based on a 2nd order Butterworth
digital high-pass filter and 0.125 Hz as cutoff frequency, which can capture sud-
den variations of the wear-off set in the X-axis (T03). Subsequently, an adaptive
threshold is applied across the resulting signal to determine the peaks accurately.
The described method assumes that the time-series being analysed exhibits spe-
cific characteristics (positive cases).

To detect these potential desired patterns in the studied time-series, we
divided them into different, same-sized overlapped sliding windowing (multiplied
by a Hamming window). To each frame, the LFCC feature extraction technique
was applied to transform the raw data into a set of features to feed to ML models.
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Table 2. OCC metrics comparison.

Accuracy Precision Recall F1-score

OneClassSVM 95.63 ± 1.20 100.00 ± 0.00 91.26 ± 2.41 95.41 ± 1.32

IsolationForest 85.20 ± 0.96 100.00 ± 0.00 70.40 ± 1.91 82.62 ± 1.32

LocalOutlierFactor 92.98 ± 5.48 88.97 ± 8.98 99.27 ± 0.21 93.63 ± 4.92

SGDOneClassSVM 72.14 ± 22.30 87.93 ± 25.45 64.28 ± 16.55 71.00 ± 18.24

Each window consisted of 2048 samples, and we used a hop size of 512 samples
to ensure overlap between windows. In our implementation, we used 22 cepstral
coefficients.

To ensure that the resulting features were comparable across different
datasets, we performed data normalisation using the standard deviation of each
feature. This allowed us to ensure that each feature had a mean of zero and a
standard deviation of one, a common practice in ML.

In order to verify the positive cases OCC models, such as OCSVM, IF, LOF,
and SGDOCSVM, are being considered.

To assess the performance of models comprehensively, we evaluated them
using several metrics, including accuracy, precision, recall and F1-score. We
implemented a series of experiments under the following configuration, beginning
with a dataset comprising a positive and a negative set. The positive set (2993
instances) was randomly partitioned into 70% training data (2095 instances) and
30% testing data (assuming the independence between different windows), and
we derived ten different datasets by randomly sampling the positive set. Using
the 70% training data, we trained these four methods and evaluated their per-
formance using the 30% testing data (898 instances) and the negative set (898
instances). The latter corresponds to the wear offset of another set of tools that
was confirmed as not having the desired pattern.

We conducted hyperparameter tuning through a grid search, resulting in
the following parameter configurations: for OCSVM, nu=0.1, gamma=’scale’,
and kernel=’rbf ’ ; for LOF, contamination=0.01, algorithm=’auto’, leaf size=30,
and novelty=True; for IF, n estimators=100, max features=1.0, and contamina-
tion=0.3 ; and for SGDOCSVM, nu=0.5, tol=1 ×10−3, and max iter=1000.

4 Results and Discussion

The results and discussion section presents the findings and analysis of the study,
aiming to provide a comprehensive understanding of the research problem and
its implications.

We compared all OCC methods to better understand how the models perform
in this industrial situation where several machines produce data. If we analyse
Table 2, which represents the mean accuracy, precision, recall and F1-score, it
is possible to see that, in general, OCC can effectively distinguish the desired
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Fig. 4. Critical difference diagram for accuracy, F1-score and recall (Nemenyi test)

pattern in the data. Moreover, in this same table, it is possible to spot that
OCSVM has better results than the remaining methods.

To understand if the differences between these models are significant, we
compared them in terms of critical difference using the Nemenyi test (with 5%
significance). After conducting the Nemenyi test, which indicated a significant
difference between the methods, we generated a critical difference diagram to
assess and compare these observed differences. For example, in Fig. 4, which
represents the critical difference diagrams for the accuracy, F1-score, and recall,
respectively, it is possible to see that the method with the better results is
OCSVM.

Based on the given information, several differences exist among the methods
regarding their performance metrics. Here are some of the key divergences:

– OCSVM and IF: According to the diagram, OCSVM performs significantly
better than IF in terms of accuracy, and F1-score. This suggests that OCSVM
is a more effective method for detecting the target class compared to IF;

– OCSVM and SGDOCSVM: OCSVM performs significantly better than
SGDOCSVM in terms of accuracy, F1-score and recall. This suggests that
OCSVM is a more accurate and precise method for detecting the target class
compared to SGDOCSVM;

– LOF and OCSVM: According to the diagram, LOF is not significantly dif-
ferent from OCSVM in any metric. This suggests that LOF and OCSVM are
both effective methods for detecting the target class, and there is no signifi-
cant difference between them in terms of performance;
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– LOF, IF, and SGDOCSVM: LOF performs significantly better than IF and
SGDOCSVM in terms of accuracy, recall and F1-score. This suggests that
LOF is a more effective method for detecting the target class compared to IF
and SGDOCSVM;

– IF and SGDOCSVM: IF and SGDOCSVM do not differ in any metric. The
absence of any metric differences between IF and SGDOCSVM implies that
their dissimilarities lie in how they detect the target class. Consequently,
selecting these methods might rely on the particular application and perfor-
mance criteria.

Overall, evaluating these four OCC models using multiple metrics and exper-
imental settings provides insight into their strengths and weaknesses. The results
suggest that OCSVM and LOF may be better suited for identifying outliers in
industrial scenarios. At the same time, IF and SGDOCSVM may be less effective.

5 Conclusion

The main objective of this work is the development of a methodology for time-
series verification applied to CNC machining data that verifies one particular
type of time-series from a large set. In addition, we also aim to create a function
that can assist in monitoring time-series data related to wear offset adjustments,
which were previously verified as having the target pattern.

For this, we compared four OCC models, namely OCSVM, IF, LOF, and
SGDOCSVM, to evaluate their performance in detecting the desired pattern in
the time-series. We used various metrics such as accuracy, precision, recall and
F1-score to assess their performance comprehensively. Our results show that
OCSVM and LOF are better suited for identifying outliers in this industrial
scenario. In conclusion, our study highlights the importance of using appropriate
time-series pattern verification to improve the reliability and safety of industrial
systems.
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15. Mutlu, G., Acı, Ç.İ: Svm-smo-sgd: a hybrid-parallel support vector machine algo-
rithm using sequential minimal optimization with stochastic gradient descent. Par-
allel Comput. 113, 102955 (2022)

16. Okokpujie, I.P., Bolu, C., Ohunakin, O., Akinlabi, E.T., Adelekan, D.: A review
of recent application of machining techniques, based on the phenomena of CNC
machining operations. Proc. Manuf. 35, 1054–1060 (2019)

17. Peres, R.S., Jia, X., Lee, J., Sun, K., Colombo, A.W., Barata, J.: Industrial artificial
intelligence in industry 4.0-systematic review, challenges and outlook. IEEE Access
8, 220121–220139 (2020)

https://doi.org/10.1109/SAI.2014.6918213
https://doi.org/10.1109/ICDM.2008.17
https://doi.org/10.1109/ICDM.2008.17


310 J. M. Silva et al.
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Abstract. In this paper, we explore and compare three recently pro-
posed Automated Machine Learning (AutoML) tools (AutoGluon, H2O,
Oracle AutoMLx) to create a single regression model that is capable
of predicting smart city energy building consumption values. Using a
recently collected one year hourly energy consumption dataset, related
with 29 buildings from a Portuguese city, we perform several Machine
Learning (ML) computational experiments, assuming two sets of input
features (with and without lagged data) and a realistic rolling window
evaluation. Furthermore, the obtained results are compared with a uni-
variate Time Series Forecasting (TSF) approach, based on the automated
FEDOT tool, which requires generating a predictive model for each
building. Overall, competitive results, in terms of both predictive and
computational effort performances, were obtained by the input lagged
AutoGluon single regression modeling approach.

Keywords: Automated machine learning · Smart cities · Regression

1 Introduction

Due to advances in Information Technology (IT) and Artificial Intelligence (AI),
nowadays it is easy to collect, store and process data that reflect relevant phe-
nomena within the context of smart cities [13]. In particular, the efficient and
environmentally responsible use of energy resources has become an important
concern of smart cities decision makers, which aim to create ecological and sus-
tainable environments for its citizens. Following this need, several works have
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been proposed regarding the usage of ML to predict energy consumption and
demand, aiming to improve energy efficiency and sustainability [7,11,14–16,20].

In this paper, as a real-world demonstration use case, we address the predic-
tion energy consumption of several buildings from a Portuguese city. Following
a typical smart city context, energy consumption data is collected on a regular
basis with an associated timestamp, thus its prediction can be addressed as a
univariate Time Series Forecasting (TSF) task [12]. However, this TSF approach
implies modeling each building separately, which can lead to a vast amount of
forecasting models (one for each building), increasing the difficulty of ML model
maintenance and monitoring. A different approach is to use a single regression
model capable of predicting the energy consumption of any building, increasing
the learning task difficulty but simplifying the ML deployment phase, since only
one model is maintained.

Regarding the related works, the usage of a single regression building energy
prediction model approach is a recent trend (e.g., [7,14,17]). Nevertheless, the
majority of these related works do not adopt an Automated ML (AutoML)
model selection and tuning. AutoML is particularly valuable for smart cities,
allowing non-experts to more easily create and maintain ML predictive models
[13]. In effect, the related works typically adopt a manual tuning of ML algo-
rithms, performing some trial-and-error comparison performances on a particular
dataset. Within our knowledge, there are only two studies that have employed
AutoML tools for building energy consumption prediction, addressing this goal
as a regression [19] or TSF [12] tasks. Yet, in these two studies, the authors have
modeled each building separately, resulting in one ML model for each build-
ing. In contrast, in this work we target a single energy consumption prediction
ML model for all buildings. In particular, we empirically compare 3 distinct
and recent AutoML tools (AutoGluon, H2O, Oracle AutoMLx), using two sets
of input features. The comparison assumes both predictive and computational
effort performances measures, under a realistic and robust rolling window scheme
[18]. Moreover, we also compare the single AutoML regression approach with an
individual building ML modeling, obtained by using the FEDOT Automated
TSF (AutoTSF) tool [12].

The remainder of the paper is organized as follows. Section 2 presents
the related work. Then, Sect. 3 describes the datasets used, the AutoML and
AutoTSF tools and the adopted evaluation procedure. Next, Sect. 4 presents
and discusses the obtained empirical results. Finally, Sect. 5 presents the main
conclusions and future work directions.

2 Related Work

Most related studies address the energy consumption prediction using one of
the following approaches: (1) build a ML model to each building for which they
want to predict future consumption [12,19,20]; or (2) model all public building
using a single, and consequently more complex, ML model [3,4,7,14,15,17]. In
most cases, the former approach involves having dozens or hundreds of models,
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increasing the complexity of ML deployment and monitoring tasks. Nevertheless,
modeling the pattern from a specific building can simplify the training process
and potentially lead to better predictions. On the other hand, the latter single
model approach simplifies the deployment phase. For the multiple learning mod-
els approach, the previous works assumed an univariate TSF [12] or a regression
task [19,20]. Regarding the single model approach, most works address assume
a regression task (e.g., [7,17]).

In terms of the modeling phase, most of related works perform the ML model
selection process manually, by implementing and comparing several ML algo-
rithms [15,20]. Given the extensive set of models used in previous studies, in
[16], the authors proposed a framework for selecting the most appropriate ML
model for energy consumption prediction, based on multiple factors (e.g., size
of dataset, number of attributes). Regarding the ML algorithms, the relevant
recent studies that assumed regression tasks used: Artificial Neural Networks
(ANN) [1,3,15,17,20], including Long Short-Terms Memory (LSTM) ANN [7];
Decision Trees (DT) [3,7]; Support Vector Machines (SVM) [3,7,15,17,20]; K-
Nearest Neighbours (kNN) [3,17]; Linear Regression (LR) [15,20]; Ridge [3]; and
Ensemble methods [3], including Random Forest (RF) [14,20], eXtreme Gradi-
ent Boosting (XGBoost) and Adaptative Boosting (Adaboost) [15]. It should be
noted that all these research studies performed a ML algorithm selection without
tuning its hyperparameters, thus no hyperparameter selection was executed.

In a different approach, in [12,19] the authors applied AutoML algorithms
for data preprocessing, model selection and tuning. AutoML compares several
algorithms with different hyperparameters values, returning the configuration
with the best predictive performance. Recent studies have shown the value of
these algorithms in the smart cities domain [13]. In particular, Wang et al.
[19] apply two AutoML algorithms, namely auto-sklearn and TPOT, for electric
load forecasting, comparing them with LR, RF, SVM, XGBoost and Gradient
Boost Machines (GBM) using two different datasets. The data was modeled as
a regression task and the TPOT algorithm presented the best overall results. In
another study [12], the authors tested several Automated TSF (AutoTSF) algo-
rithms under 9 time-series smart cities open datasets, 3 of which were related to
energy consumption. The best overall results were achieved by FEDOT frame-
work. Yet, both these studies using automated approaches modeled each building
separately.

In this paper, we address the building energy consumption prediction task
by using automated modeling tools, implementing and comparing two different
approaches: (1) modeling all buildings with a single regression model, comparing
3 different and popular AutoML tools: AutoGluon, H2O and Oracle AutoMLx;
and (2) modeling each building separately, using the AutoTSF FEDOT tool that
provided the best overall results in [12]. Within our knowledge, this is the first
study comparing these different approaches based on automated tools for model
selection and tuning. To evaluate our models, we used a real-world dataset of
energy consumption from 29 buildings from a Portuguese city. Furthermore, we
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employ a robust Rolling Window evaluation procedure [18] with statistical tests
to validate our results.

3 Materials and Methods

3.1 Data

In this work, we explore energy consumption data that was provided by a Por-
tuguese company. Due to commercial privacy concerns, several data details (e.g.,
geographic location, specific time stamps or individual energy consumption val-
ues) are not disclosed. The data were recently collected, corresponding to around
one year of records. In total, we had access to 29 distinct energy consumption
files, each including the consumption values from a public building that were
recorded every 15 min during the collected time period. The data records con-
tained several attributes, including the building unique delivery point identifier,
the consumption time and date and the average energy consumed in kW. It is
worth noting that the data correspond to the energy consumption of special low
voltage connection, that is, buildings with contracted power equal to or less than
45 kVA, which are associated with small buildings or residential customers. Addi-
tionally, a supplementary dataset was provided, containing specific information
about the buildings, namely the address, typology (e.g., school, administrative,
cultural, parking lot, civil protection), useful area in m2, year of construction
and the delivery point identifier.

In terms of data preprocessing, the 29 energy consumption files were firstly
integrated into a single Comma-Separated Values (CSV) file. Then, we merged
the additional building attributes (provided in the supplementary dataset) into
the same CSV file. Next, following a feedback that was obtained from the private
company experts, the 15 min values were aggregated into an hourly scale, by
summing four consecutive consumption values for each building. Then, aiming
to improve the predictive performance of the ML models, we generated three new
lagged inputs, related to energy consumption values for the same building, as
recorded in three distinct time periods: the previous hour; the previous day at the
same hour; and the previous week at the same hour. The rationale of the lagged
inputs is to allow an autoregressive ML modeling for the regression approach,
as typically performed by univariate TSF models [12]. To verify the impact of
the lagged attributes, we designed two input feature scenarios, described on
Table 1. Scenario A includes only features related to the time and hour of the
targeted energy consumption and contextual building information, while scenario
B complements these inputs with the three additional lagged energy consumption
values. It should be noted that Scenario B does not require a large storage of
historical data to perform predictions on new buildings (only one week of data
is needed).

3.2 AutoML Methods

As previously explained, in this work we explore two main ML approaches to pre-
dict energy consumption data: regression, assuming a single prediction model
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Table 1. List of analyzed data attributes.

Context Name Description Scenarios

Time Hour Consumption time A,B

Weekday Day of the week of consumption.

Building Typology Building type, one of the 6 levels
{administrative, cultural, school, park-
ing lot, civil protection, others})

A,B

Useful area Building floor area (in m2).

Energy Previous hour Consumption in the previous hour B

Previous day Consumption in the previous day and
same hour

Previous weekday Consumption in the previous weekday
and same hour.

Target Consumption Energy consumption (in kW). –

that is capable of predicting the hourly energy consumption for all buildings;
and pure univariate TSF, generating an individual prediction model for each
building (total of 29 models). For both approaches, we selected automated tools
for the model selection and hyperparameter tuning.

The tool selection for the regression approach, is based on our previous work,
published in 2023 [13], in which we developed an AutoML platform for smart
cities (AI4CITY) that automatically creates full ML pipelines, choosing data
preprocessing steps and AutoML tools based on the data characteristics and the
ML task. The AI4CITY plaform makes use of H2O and AutoGluon AutoML
search engines. In [13], it was shown that the automatic AI4CITY ML pipelines
produced better results for 15 of the 26 analyzed smart city datasets when com-
pared with the direct usage of the H2O and AutoGluon tools. Following this
result, in this paper we adopt the AI4CITY tool under two variants, where the
AutoML is executed using the H2O or AutoGluon algorithms. Additionally, by
requirement of the private company that provided the data, we also explore the
recently proposed Oracle AutoMLx tool [21] for the regression ML approach and
that works under a computational cloud infrastructure. Regarding the univari-
ate TSF approach, a recent study compared 8 distinct AutoTSF open-source
tools under 9 smart city time series, 3 of which were related to energy consump-
tion [12]. The FEDOT tool presented the best overall results and, therefore, we
selected it for our TSF experimentation.

In terms of ML models tested by each AutoML tool, we used the default
settings (in order to achieve an unbiased comparison). When available in the
tool documentation, we detail the searched ML algorithms and the number of
hyperparameters (H) tuned by the AutoML:

– H2O—Generalized Linear Model (GLM) (H = 1), RF (H = 0), Extremely
Randomized Trees (XRT) (H = 0), GBM (H = 8), XGBoost (H = 9),
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Deep Learning Neural Network (DLNN) (H = 7) and two Stacked Ensembles
(all – uses all base learners; and best – uses the best model per searched
ML algorithm, total of 6 individual models). The Stacked Ensembles adopt a
second-level GLM learner that weights the individual base learner predictions.

– AutoGluon—assumes the tabular prediction feature, which first executes
several ML algorithms under a default hyperparameter grid search: GBM
(H = 2), CatBoost Boosted Trees (H = 0), RF (H = 1), Extra Trees (H = 1),
kNN (H = 1), and a DLNN (H = 0). Then, a Stacked Ensemble is created
and returned as the global prediction model. The Stacked Ensemble works
as special DLNN, in which the individual ML models are stacked in multiple
layers and trained in a layer-wise manner, such as detailed in [6].

– Oracle AutoMLx—AdaBoost (H = 2), DT (H = 4), Extra Trees (H = 6),
ANN, kNN (H = 2), Light GBM (H = 9), Linear SVM (H = 2), LR (H = 3),
RF (H = 4), SVM (H = 3), and XGBoost (H = 8).

As for the automatic preprocessing, both AI4CITY and Oracle AutoMLx use
standard z-score scaling for numeric features and one-hot encoding for the cat-
egorical attributes (generation of binary value for each categorical level). How-
ever, the Oracle tool uses a maximum limit of 5 unique levels, after which a label
encoding is applied, instead of one hot encoding. On the other hand, AI4CITY
sets this limit as 50, after which the Inverse Document Frequency (IDF) trans-
formation is applied. In the analyzed building energy consumption dataset, the
typology attribute is the only categorical feature, with 6 unique values. Con-
sequently, AI4CITY applies one hot encoding transformation to this column,
while Oracle AutoML applies a label encoding. Lastly, for the univariate TSF
approach, no preprocessing is applied to the dataset by the AI4CITY tool, thus it
directly feeds the time series data into the FEDOT AutoTSF tool. Furthermore,
to ensure a fair comparison between these tools, we used all AutoML search
default values, except for two aspects. Firstly, the maximum execution time was
set to 60 min, in order to prevent an excessive computational execution time.
Secondly, all default internal cross validation procedures were disabled, being
replaced by an internal time ordered holdout split scheme, since time matters in
this domain, i.e., all prediction models should be trained using older data and
validate or tested using more recent data records [18].

3.3 Evaluation

In order to develop a realistic and robust comparison, a Rolling Window (RW)
procedure was developed to simulate several training and testing iterations over
time [5,18]. The RW iteratively trains the ML models, using a window W of
the oldest data observations, to perform H-ahead predictions. Then, for the
next iteration, the window rolls a step of S, by discarding the S oldest data
observations from the training data and updating it with the S newest records,
during a total of U iterations. In this work, aiming to achieve a reasonable
amount of U = 20 iterations, we have set W = 5, 760 hours (approximately
8 months) and H = 24 hours (corresponding to one day), while S = 144 hours
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(6 days) was calculated according to the formula S = D − (W + H)/U , where
D = 8, 760 hours is the length of the full dataset. For a particular RW iteration,
for the AutoML tools (Gluon, H2O and Oracle), the available training data is
further split by using a time ordered holdout split method, producing validation
(with V =12 most recent records, corresponding to half a day) and fitting (with
the remainder older examples). The fitting set is used to train the ML models,
while the validation set is used to rank the ML algorithms and guide the AutoML
search. As for the FEDOT tool, we used its default internal time series validation
scheme, similarly to the setup adopted in [12].

Both the predicted performance and the computing effort required by the
AutoML tools were taken into consideration during the evaluation process. To
measure the accuracy of a predictive model, we use two popular regression mea-
sures, namely the Mean Absolute Error (MAE) and Root Mean Square Error
(RMSE). To evaluate the computational effort, two temporal measures were
used, namely the time to train the model (in minutes) and the test time (in
milliseconds). The results that are shown in the next section correspond to the
median values of the U = 20 RW iteration executions. We used the median
aggregation function since it is less sensitive to outliers when compared with
the average function. Regarding the specific FEDOT tool, it performs a pure
TSF modeling for each of the 29 buildings, thus generating 29 distinct fore-
casting models. The FEDOT results were thus aggregated by first computing
the median of the U = 20 RW iterations for each individual TSF model and
then computing the overall median for all buildings. Statistical significance is
measured by using the nonparametric Wilcoxon test [9].

4 Results

All experiments were executed using code written using the Python programming
language. The FEDOT, H2O, and AutoGluon computational experiments were
executed using a Linux virtual machine with 12 cores and 64 Gb of RAM. As for
the Oracle AutoMLx, the tool license we had access only runs in a cloud system
with 16 Gb of RAM and a VM.Standard.E4.Flex computational environment
which includes one GPU.

The overall results are presented in Table 2, in terms of the median values
of the U = 20 RW iterations. From the table, it becomes clear that scenario
B performance values are much improved, demonstrating the importance of
time-dependent (lagged) factors. For the B scenario, the Gluon model obtained
the most accurate prediction measures, exhibiting MAE and RMSE values of
3.38 kW and 7.57 kW, followed by H2O and Oracle. As for the computational
effort, the Oracle tool provided the most computationally efficient results. Yet, it
should be noted that the Oracle results were obtained by using a different (and
better) computational cloud infrastructure. Thus, the computational measures
cannot be directly compared with the ones obtained by Gluon and H2O. When
using the same computational environment, Gluon required less computational
effort, in terms of both training and prediction times, when compared with the
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H2O tool and for both scenarios (A and B). Regarding FEDOT, which performs
the pure TSF modeling approach, the obtained predictive performance values
are significantly worse (for both MAE and RMSE) when compared with all sce-
nario B AutoML executions. As for the computational effort, FEDOT requires
a median computational effort (when modeling just one building) that is higher
when compared with the AutoML tools. This is a relevant issue, since the actual
FEDOT running time for all buildings 29 times higher (e.g., the total FEDOT
RW median training time for all 29 buildings is around 2,175 min). Thus, consid-
ering the obtained results, it becomes clear that the usage of a single regression
model for scenario B is the best energy consumption modeling approach, since it
produces a single ML model that requires less computation and provides better
predictive performances.

Table 2. Comparison of results (median RW values; best values in bold).

Scenario ML Model MAE (kW) RMSE (kW) Train Time (min) Prediction Time (ms)

A Gluon 14.33 25.56 27.0 0.39

H2O 15.56 27.63 60.0 1.23

Oracle 14.11 25.76 1.0 0.02

B Gluon 3.38� 7.57 42.0 0.83

H2O 3.51† 7.81 60.0 1.15

Oracle 3.60† 9.26 9.0 0.11

TSF FEDOT 6.89 15.96 75.0 12.99

�—Statistically significant under a paired comparison with all other methods.
†—Statistically significant under a paired comparison with FEDOT.

Further scenario B result comparison details are provided in Table 3, which
shows the median values of the predictive performance measures for each tool
and building typology type, comparing the AutoML results with the FEDOT
tool. The last row shows the average values, when considering all six building
types. Overall, Table 3 favors the Gluon tool, which obtains the best median
MAE values for 4 building types (Schools, Parking lots, Civil Protection, and
Others) and the best median RMSE values for 3 types (Administrative, Parking
lots and Civil protection), while also presenting the lowest average (last row)
MAE (5.68 kW) and RMSE (9.83 kW) values. In terms of the distinct Gluon
performances, the predictive errors are substantially higher for the parking lots
(median MAE of 12.66 kW), civil protection (9.13) and administrative buildings
(6.58 kW). In contrast, high quality predictions were obtained for the cultural
buildings (median MAE of 0.90 kW), schools (2.44 kW) and others (2.38 kW).

For demonstration purposes, the left of Fig. 1 plots the median of the Regres-
sion Error Characteristic (REC) curves [2] for all RW interactions with their
respective Wilcoxon 95% confidence intervals. For all absolute tolerance values
(x-axis) the Gluon results are significantly better when compared with FEDOT.
For instance, when assuming a tolerance of 5 kW, Gluon correctly predicts 80%
of the records while FEDOT only predicts 60%. The middle of Fig. 1 exemplifies
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Table 3. Comparison of results by building typology (median rolling window values;
best values in bold).

Typology Gluon H2O Oracle FEDOT

MAE RMSE MAE RMSE MAE RMSE MAE RMSE

Administrative 6.58 15.64 6.97 18.20 6.53 15.89 18.61 35.48

Cultural 0.90 1.29 0.83 1.25 0.96 1.40 1.26 1.96

Schools 2.44 4.49 2.45 4.24 2.46 4.27 5.10 9.21

Parking lots 12.66 20.37 14.61 22.95 13.32 20.68 20.79 27.52

Civil protection 9.13 13.63 10.39 15.11 13.17 17.58 16.50 20.35

Others 2.38 3.54 2.71 3.78 2.44 3.51 4.68 5.88

Average 5.68 9.83 6.33 10.92 6.48 10.56 11.16 16.73

the quality of the obtained Gluon forecasts for the last RW U = 20 iteration and
one administrative building. Finally, the right of Fig. 1 plots the full RW Gluon
results in terms of a regression scatter plot (x−axis denotes the target values
and y−axis represents the predictions). The predictions, shown in terms of blue
colored points, are close to the perfect prediction diagonal line.

Fig. 1. RW median REC curve with Wilcoxon 95% confidence intervals (left), example
of Gluon predictions for an Administrative building (middle) and Gluon RW regression
scatter plot results (right).

Additionally, we performed an explainable AI (XAI) analysis by applying
the SHapley Additive exPlanation (SHAP) method [10] (as implemented in the
shap Python package) on the best ML model obtained by Gluon in the last RW
iteration, which was a Weighted Ensemble (see Sect. 3.2). Figure 2 presents the
top 5 features in terms of their importance (left) and the SHAP values (right).
Regarding the feature importance, the consumption from the previous hour is
the predominant attribute, with a relative importance of 55%, followed by the
consumption in the previous day and same hour (8%), the hour of consumption
(8%), the consumption in the previous weekday and same hour (7%) and the
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building useful area (2%). These results prove the relevance of newly lagged engi-
neered features, since they correspond to 3 of the top 5 predominant attributes,
demonstrating the relevance of an autoregressive modeling. The right of Fig. 2
shows the overall impact of each input in the predicted result. As an example, a
decrease on the first input (consumption of the previous hour) reflects a decrease
on the predicted consumption (denoted by the blue dots).

Fig. 2. Input importance for Gluon model (for iteration U = 20, left) and the impact
of its inputs in the predicted responses (right).

5 Conclusions

Set within the context of Smart Cities, this paper presents an AutoML com-
parison study for predicting the hourly energy consumption of public buildings.
Using a single regression modeling approach (for all buildings), we explore three
recently proposed AutoML tools: AutoGluon, H2O and Oracle AutoMLx. The
analyzed data was related with a one year collection period, related with 29
buildings from a Portuguese city. Several computational experiments were held,
assuming a realistic rolling window evaluation, two input sets (with and with-
out lagged attributes) and both predictive and computational effort measures.
Furthermore, we also tested a univariate TSF approach that generates a pre-
dictive model for each building, using the FEDOT AutoTSF tool. The best
overall results were obtained by the single regression AutoGluon lagged predic-
tive method, returning a median MAE value of 3.38 kilowatts and requiring a
reasonable computational effort. In future work, we intend to incorporate more
building specific attributes, aiming to further improve the predictive results. We
also plan to explore other AutoML tools (e.g., TPOT, TransmogrifAI) [8].
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Abstract. Several systems that employ machine learning models are
subject to strict latency requirements. Fraud detection systems, trans-
portation control systems, network traffic analysis and footwear manu-
facturing processes are a few examples. These requirements are imposed
at inference time, when the model is queried. However, it is not trivial
how to adjust model architecture and hyperparameters in order to obtain
a good trade-off between predictive ability and inference time. This paper
provides a contribution in this direction by presenting a study of how dif-
ferent architectural and hyperparameter choices affect the inference time
of a Convolutional Neural Network for network traffic analysis. Our case
study focus on a model for traffic correlation attacks to the Tor network,
that requires the correlation of a large volume of network flows in a short
amount of time. Our findings suggest that hyperparameters related to
convolution operations—such as stride, and the number of filters—and
the reduction of convolution and max-pooling layers can substantially
reduce inference time, often with a relatively small cost in predictive
performance.

Keywords: Convolutional neural network · Inference time · Network
traffic analysis

1 Introduction

Multiple applications involving machine learning have strict response time
requirements. This is for example the case of predictive maintenance, net-
work traffic analysis, energy or transport control systems. In such applications,
machine learning models may have to answer a large amount of queries in a
short amount of time, which means that the latency at inference time—i.e. at
prediction—is critical.

Our goal in this work is to study model latency during the prediction phase,
focusing particularly on Convolutional Neural Networks (CNNs). Our focus is on
helping practitioners to make models both responsive and accurate. Architecture
design, weight initialization, pruning and regularization strategies are a few of
the possible ways to reduce the prediction time of these networks. The challenge
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is to having negligible loss, or even no loss in predictive ability. We evaluate
various changes to model architecture and hyperparameters, and illustrate the
trade-off between accuracy and prediction time of the models in a network traffic
analysis task. The machine learning model consists of a CNN designed to cor-
relate encrypted network traffic flows in the TOR network. CNNs have become
an effective method for analyzing network data, but they are not without chal-
lenges. The issue of inference time is one of the major problems. Although there
have been several studies focused on making machine learning models faster in
the training phase, there are very few contributions regarding the reduction of
inference times in the prediction phase.

Besides analysing this accuracy versus inference time trade-off, we also aim
at finding consistent strategies to reduce time under low-latency requirements.

In short, this paper presents as main contributions:

– A methodology to develop and evaluate Machine Learning (ML) methods
within low latency constraints;

– An analysis of the various hyperparameters and various architectures that
make up a Convolutional Neural Network (CNN), to understand how these
influence the prediction times of the network.

This paper is divided into 5 sections. Section 2 contains a comprehensive
state-of-the-art and literature review while Sect. 3 presents the proposed method-
ology used, as well as an explanation of the dataset used for the experiments that
were performed. In Sect. 4, we present all the tests and experiments performed
using the proposed methodology. Finally, in Sect. 5 are the conclusions obtained
along with possible lines of development that may be applied in future work.

2 Related Work

Convolutional Neural Networks (CNNs) excel at prediction tasks but their high
computational requirements can make them challenging to use on devices with
constrained resources. This section discusses related studies on approaches to
apply CNNs more efficiently and how it affects the accuracy and prediction time
of CNN.

Lebdev and Lempitsky [7] explain the steps and approaches of the prun-
ing process, while LeCun et al. [8] were the first to investigate pruning neural
networks in 1989. By eliminating unnecessary weights from the network, this
method improves generalization, speeds up learning rates and reduces the need
for comprehensive training data. Then, Molchanov et al. [9] presented an iter-
ative pruning method that removes the least important parameters based on
heuristic selection criteria. Lastly, through removing the least significant filters
from each convolution layer, Houdhary et al. [3] automatic method for deter-
mining the ideal number of filters has produced encouraging results on a variety
of datasets.

Putra and Leu [12] suggest a multilevel neural network architecture to reduce
the expected inference time of a larger network by stacking a smaller network
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where sensor data is initially passed, and its predicted value is then passed into
a decider algorithm. Meanwhile, Teerapittayanon et al. [13] report BranchyNet
which improves the conventional deep network structure by enabling accurate
classification of samples in the network’s early stages to exit and preventing
needless processing in later network layers, resulting in faster inference. More
recently, Bolukbasi et al. [1] describe two methods in which the first is also
an adaptive early-exit strategy that allows easy examples to bypass some of
the network’s layers, while the second involves an adaptive network selection
method that arranges pre-trained Deep Neural Networks (DNNs) with differ-
ent cost/accuracy trade-offs in a directed acyclic graph. Fu et al. [5] suggest a
novel approach that takes into account both algorithm and hardware architec-
ture design principles for accelerating Binarized Neural Networks (BNNs) with
Field-Programmable Gate Arrays (FPGAs) by using similarities between input
and kernel weights, the aim of decreasing the latency and power consumption of
BNNs is possible.

Quantization is a simple technique for increasing processing speed, memory
efficiency and compression for neural networks as mentioned by Lebdev and
Lempitsky [7]. Hessian AWare Quantization (HAWQ) is a quantization method
presented by Dong et al. [4] based on systematic selection of the order for block-
wise fine-tuning as well as the quantization accuracy from second-order (Hessian)
information. To reduce complexity and memory usage, Hacene et al. [6] suggest
combining a new pruning method that effectively prunes connections in a CNN
convolutional layers with a quantization scheme that does so by substituting
the convolutional operation for a low-cost multiplexer. Finally, Chang et al. [2]
suggest the first solution, which uses various quantization schemes for different
rows of the weight matrix to achieve a better distribution of weights in different
rows that are not the same and a better utilization of heterogeneous FPGA
hardware resources.

The methodology developed in this paper differs from the approaches pre-
sented as it focus on reducing the prediction time in the test phase rather than
the training phase.

3 Proposed Methodology

The architecture of a standard CNN (Fig. 1) can be quite complex as it con-
sists several layers and the input undergoes several transformations until it is
translated into an output.
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Fig. 1. Simple scheme of how a CNN works

Achieving a good trade-off between prediction time and accuracy, i.e., the
shortest possible prediction time without degrading accuracy can become possi-
ble by changing some hyperparameters that make up the network or changing
the architecture of the network itself.

Table 1 provides a list of the hyperparameters of a CNN. The goal is be to
make individual tests of each hyperparameter by changing them and comparing
accuracy. For each hyperparameter, we will have as many models as the different
values we experiment with. After training the models we generate a plot with two
vertical axes, one representing the model’s accuracy and the other the model’s
prediction time. Thus, we can observe the influence of the variation of the values
of each hyperparameter and from there draw elations that contribute to our
study.

However, some hyperparameters—such as Padding or Activaction
Functions—do not allow a plot construction, as they are discrete variables that
can only take on a limited range of predefined values. For example, Padding
can only take on the values of “VALID” or “SAME” with that being said, the
relationship between the hyperparameter value and the model’s accuracy and
inference time cannot be represented by a line. In such cases, a table will be
produced in order to compare the different attributes of that hyperparameter.
Regarding the changes in the network architecture, in most of the tests, these
will be performed by making the changes in the architecture and then varying
the values similarly to the tests on the hyperparameters.

To obtain accurate time measurements, these are taken 10 times and the
minimum time is chosen, to avoid interference problems from other processes
on the machine, which can be quite noticeable because the prediction times are
already relatively short.

4 Results and Analysis

4.1 Case Study: Traffic Correlation

The most well-known anonymizing network is The Onion Router (Tor), with
millions of users everyday [10,11]. By tunneling payload traffic through multiple-
layered encrypted channels known as circuits, Tor accomplishes client-side
anonymity. Entry, middle, and exit nodes are the three relay nodes that serve as
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Table 1. List of hyperparameters of a CNN [14]

Parameters Hyperparameters

Convolutional layer Kernels Kernel size

Number of kernels

Stride

Padding

Activation function

Pooling layer None Pooling method

Filter size

Stride

Padding

Dense layer Weights Number of weights

Activation function

client proxies in each route. Furthermore, Tor can offer server-side privacy via
Onion Services (OS).

Tor’s vulnerability to flow correlation attacks, in which an adversary attempts
to link the egress and ingress portions of a Tor connection by comparing its traffic
characteristics such as packet timings and sizes, is extremely challenging [10]
given the large amount of traffic on Tor and its world-wide distributed nature.

For a deanonymization attack to be successful, it is therefore extremely
important to be able to correlate as many ingress and egress segments as possible
in a short amount of time.

Dataset In order to test the methodology developed we used a dataset that
provides CNN traffic data as input which in a similar way to DeepCorr [10],
a CNN-based deep learning architecture that learns a flow correlation function
tailored to TOR’s network. The CNN built for this problem will receive as input
raw flow features. A single bidirectional network flow i is represented by the
following vector array:

Fi = [Tu
i ;Su

i ;T d
i ;Sd

i ]

where T represents the vector of Inter-Packet Delays (IPD) of the flow i, S is
the vector of i’th packet sizes, and u and d superscripts represent ”upstream”
and ”downstream” sides of bidirectional flow i. In the instance where that is
intended to correlate two flows i and j, this pair of flows with the following
two-dimensional matrix consisting of 8 rows is represented as follows:

Fi,j = [Tu
i ;Tu

j ;T d
i ;T d

j ;Su
i ;Su

j ;Sd
i ;Sd

j ]

where the lines of the array are taken from the flow representations Fi and Fj .
Summarizing, traffic is transformed into a multivariate time series for input to
a CNN.
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4.2 Results

To perform the tests, we used a scaled-down version of DeepCorr [10]. The
structure of our model can be seen in Table 2. The only difference between this
model and the original DeepCorr model is the reduce factor with a value of 16,
which significantly reduces the complexity of the network and allows to make
the experiments feasible and faster on the available hardware.

Table 2. Network architecture used in the correlation stage

Layer Details

Input layer Size: 8 * Flow length

Convolutional layer 1 Kernel num: 2000/reduce factor

Kernel size: (2, 30)

Stride: (2, 1)

Activation: ReLU

Max Pool 1 Window size: (1, 5)

Stride: (1, 1)

Convolutional layer 2 Kernel num: 1000/reduce factor

Kernel size: (4, 10)

Stride: (4, 1)

Activation: ReLU

Max Pool 2 Window Size: (1, 5)

Stride: (1, 1)

Fully connected 1 Size: 3000, Activation: ReLU

Fully connected 2 Size: 800, Activation: ReLU

Fully connected 3 Size: 100, Activation: ReLU

Output layer Size: 1, Activation sigmoid

In the model shown, input vectors consisting of two TOR flows that will
be tested for correlation are captured by the first convolution layer. Thus, the
second convolution layer uses a combination of timing and size information to
capture aspects of the overall traffic flow.

Next, we show how changing the configuration of the CNN impacts the time-
accuracy trade-off.

Kernel size To find out the impact on prediction time and accuracy our exper-
iments varied the kernel width in two CNN layers, which can be seen in Fig. 2.
High prediction times were produced by the first layer’s kernel width of 15 to
31, which then experienced a sharp decline while maintaining high precision
throughout the whole experiment. Moreover, with a lowest prediction time of
0.18 s and high accuracy, the second layer’s kernel size had a greater influence
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Fig. 2. Trade-off between accuracy and prediction time with varying kernel width in
1st and 2nd layers

on prediction time. From the results analysis our perspective is that varying the
kernel size can shorten the prediction times but we must be able to ensure that
the kernel is not too large, taking too long to perform the convolution opera-
tions, or too small, taking too long to go through the entire input.

Filters The number of filters is an important setting in the convolution pro-
cess and as such we carried out experiments to vary the values of the number
of filters in both layers. A difference of 42% was found between the maximum
and minimum values obtained and a somewhat predictably increasing trend in
prediction time as the number of filters increased. Accuracy showed some irreg-
ularities but remained consistently high—above 0.91—as shown in Fig. 3. From
our perspective, reduced prediction time in CNNs can be achieved by lowering
the number of filters.

Fig. 3. Trade-off between accuracy and prediction time by varying the size of the filters
in 1st and 2nd layers

Pool Size The experiment was conducted to determine how the pool size
affected the model’s prediction time. The original pool size in DeepCorr was
(1, 5). We varied the width from 1 to 31 while the height remained at 1. Figure 4
shows that as pool size width expanded there was clearly an increase in pre-
diction time, while results for accuracy showed no obvious trends and remained
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within a relatively small interval. The model is only slightly less accurate as
the pool size increases, but all tested models’ accuracy was still higher than 0.9.
Unlike accuracy, the interval in the time scale is quite substantial. The min-
imum prediction time was almost 0.25 s apart from the maximum, suggesting
that pool size has great potential for optimizing prediction time.

Fig. 4. Trade-off between accuracy and prediction time by varying the pool size width
in both max pooling layers

Strides in Max Pooling layer Figure 5 shows the graphics of both experi-
ments and the first layer stride had a significant impact on prediction time but
had lower accuracy, while the second layer showed little variation in prediction
time but had a more significant impact on accuracy, according to our two exper-
iments that varied the stride in the first and second layers of a CNN. Faster
prediction times are achieved with bigger strides but because the output shape
is so small in the second layer, this effect is minimal.

Fig. 5. Trade-off between accuracy and prediction time by varying the stride width in
1st and 2nd layers

Number of Convolutional/Max Pooling Layers Convolution and max-
pooling layers were removed from the network architecture as part of the exper-
iments. This experiment involved readjusting the values of the kernel size and
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stride in the new network structure. Using only one convolutional and max pool-
ing layer, the kernel demonstrated an increasing trend while strides showed a
decreasing trend in prediction times. Having said that, when the effects of the
strides and kernel were examined, it became clear that the strides hyperparam-
eter had a bigger influence on prediction time. In order to achieve a good trade-
off between low prediction times and high accuracy, removing convolutional and
max pooling layers appears to be an effective approach.

Fig. 6. Trade-off between accuracy and prediction time using only one convolu-
tional/pooling layer and varying the kernel and the stride

The experiment of increasing the number of convolution/max pooling layers
to 3 was tested, resulting in a slightly changed network architecture. However,
this resulted in a similar accuracy to the original model’s, but a slower prediction
time of 0.05 s (a 19% increase).

Absence of Max Pooling layer Without the existence of a max pooling layer
there is no downsampling which makes the process of training a CNN more
difficult. Since prediction time in the testing phase is the main concern, we took
two pooling layers out of the original network and contrasted the outcomes. The
resulting model architecture with fewer layers resulted in a difference in time of
0.03 s (Table 3). In general, if training time is not a problem, removing pooling
layers has some potential for speeding up CNNs.

Table 3. Comparison table between the original model and a model with no max
pooling layers

Model Accuracy Prediction time

Original Model 0.9110 0.2110

Model without Max pooling layers 0.9120 0.1864
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4.3 Result Analysis

Although they are not extensively illustrated in Sect. 4.2, tests were performed
involving all the hyperparameters in Table 1 and also some changes in the net-
work architecture. All are summarized in Table 4. This table categorizes all the
experiments as hyperparameters and CNN architecture, and includes an assess-
ment, based on the experiments in our dataset, of the potential to reduce pre-
diction times. We use 4◦C of potential improvement:

– None: no improvement over the original model;
– Low: improvement in best experiment of less than 10% compared to original

model;
– Medium: improvement in best experiment between 10 and 20% compared to

original model;
– High: improvement in best experiment of more than 20% compared to original

model.

These relevance degrees are based on the specific dataset used and with the
original model in Table 2 as comparison. Note that pool size was set to (1, 5) in
the original model but showed a significant difference of 50% between minimum
and maximum times in Fig. 4, potentially indicating that a larger pool size may
prove more significant in different circumstances.

Table 4. Summary of performed tests with corresponding influence in prediction time

Hyperparameters CNN architecture Positive influence on prediction time

Kernel Medium

Strides in convolutional layer High

Filters High

Pool Size Low∗

Strides in max pooling layer High

Padding Low

Activation functions None

Dropout Low

Number of neurons Low

Add convolutional/Max pooling layers None

Remove convolutional/Max pooling layers High

Add dense layers None

Remove dense layers Low

Remove Max Pooling layer Medium

*Depends on the circumstance
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5 Conclusions and Future Work

This work offers a thorough analysis of reducing the prediction of a CNN and its
trade-off with accuracy. To assess the effect of network architectures and hyper-
parameters on the prediction and accuracy of CNN predictions a novel method-
ology was created. The most crucial hyperparameters and network changes were
found through multiple experiments and analysis. According to the results in
our case study, the convolution and max pooling layers as well as the quantity
of filters were the most important hyperparameters in influencing how well a
CNN performed. Additionally, it was discovered that eliminating layers was a
successful strategy for lowering CNNs prediction time.

The results of this work have important implications for the use of CNNs and
contribute to a deeper understanding of the underlying mechanisms that govern
their performance.

Future work involves expanding the research to test the approach on datasets
from other areas, such as image classification or recommendation systems. Fur-
thermore, it would also be valuable to test other approaches in changing the
architecture of CNNs, also using larger networks. Multiple changes of hyperpa-
rameters and architectures could also be tested simultaneously to determine the
best results. Additionally, creating a metric that reflects the trade-off between
accuracy and model prediction time would allow for even more accurate analysis
of a model. The results achieved in this paper are being applied for the devel-
opment and integration of digital contents as well as providing intelligence in
process management solutions for the footwear industry.
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Abstract. In recent years, the increasing availability of distributed data
has led to a growing interest in transfer learning across multiple nodes.
However, local data may not be adequate to learn sufficiently accurate
models, and the problem of learning from multiple distributed sources
remains a challenge. To address this issue, Machine Learning Data Mar-
kets (MLDM) have been proposed as a potential solution. In MLDM,
autonomous agents exchange relevant data in a cooperative relationship
to improve their models. Previous research has shown that data exchange
can lead to better models, but this has only been demonstrated with
only two agents. In this paper, we present an extended evaluation of a
simple version of the MLDM framework in a collaborative scenario. Our
experiments show that data exchange has the potential to improve learn-
ing performance, even in a simple version of MLDM. The findings con-
clude that there exists a direct correlation between the number of agents
and the gained performance, while an inverse correlation was observed
between the performance and the data batch sizes. The results of this
study provide important insights into the effectiveness of MLDM and
how it can be used to improve learning performance in distributed sys-
tems. By increasing the number of agents, a more efficient system can
be achieved, while larger data batch sizes can decrease the global per-
formance of the system. These observations highlight the importance of
considering both the number of agents and the data batch sizes when
designing distributed learning systems using the MLDM framework.

Keywords: Machine learning · Data market · Data exchange ·
Collaborative agent-based learning · Multi-agent system

1 Introduction

The increasing availability of distributed data has led to a growing interest in
developing efficient and effective methods for distributed machine learning. How-
ever, the quality of the data can be insufficient, which may affect the accuracy
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of the models. A promising approach that has gained significant attention is the
use of multi-agent systems (MAS) for collaborative learning [22,23]. MAS can
provide a framework for distributed learning, where agents communicate with
each other to improve the accuracy and efficiency of machine learning mod-
els [5]. Several studies have explored the potential of multi-agent systems and
distributed machine learning in various contexts, including individual [20] and
global learning objectives [4,7], data set improvement [18], and model perfor-
mance enhancement [23]. The interaction with other agents usually involves
negotiation and exchanging data. During the interaction, agents could exchange
data to create reliable systems and reduce human intervention [3]. Additionally,
data markets have been proposed as a means for agents to exchange relevant
data for money in a cooperative relationship to improve their models [1,11,13].

The Machine Learning Data Market (MLDM) framework has been proposed
to simulate cooperative relationships among agents, allowing them to exchange
data to improve model performance.1 The MLDM framework operates in a dis-
tributed environment, where each agent learns a personalized model without a
global model and negotiates with other agents to maximize its utility function.
However, since data holds economic value, the agents have limited budgets to
acquire data. Therefore, exchanging adequate data is critical for all agents.

Previous research has demonstrated that exchanging data can lead to better
models, albeit based on a system with only two agents. Therefore, our objective
is to investigate the behavior of the system; analyze the impact of data exchange
in a distributed environment; provide further evidence supporting the efficacy of
the MLDM. The purpose of this paper is to evaluate the behavior of the frame-
work under various configurations by examining the effects of data batch size
and population size. The framework is tested over a sequence of datasets, and the
results are averaged across datasets for a comprehensive understanding of the
system behavior. Our findings show that exchanging data gradually enhances the
learning performance of the agents by improving their local datasets. Further-
more, we find that increasing the number of agents exchanging data is positively
correlated with performance gain while increasing the batch size has a negative
effect on performance gain. Our study provides evidence of the effectiveness of
MLDM and the importance of exchanging adequate data.

To provide context, Sect. 2 reviews related work on distributed machine learn-
ing in MAS and data markets. In Sect. 3, we explain the proposed MLDM
framework in detail, highlighting the negotiation process among agents. We then
describe the experimental setup and present the results in Sect. 4. Finally, we
conclude the paper and suggest future work in Sect. 5.

2 State of the Art

In this section, we will explore the intersection of Multi-Agent Systems (MAS)
and Distributed Machine Learning (DML) by reviewing the state of the art in
1 The work was presented at the 11th International Workshop on Intelligent Data

Processing (IDP)—special session—Niagara Falls, Canada, 17 November 2022.
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the field. This will include a comparison between some distributed technologies
and the MAS in machine learning tasks such as clustering, classification, and
prediction. Additionally, we will look at the emergence of Machine Learning
Data Markets (MLDM) as a way to facilitate the exchange of data between
agents. We will discuss the reasons why data markets are necessary and review
some of the papers.

2.1 Multi-agent Systems and Machine Learning

Multi-agent systems (MAS) offer several advantages over other distributed
machine learning approaches such as federated learning, peer-to-peer, and mobile
edge computing. MAS provides a flexible and scalable architecture for distributed
machine learning, allowing the system to learn from one another and make deci-
sions based on local knowledge, interact with each other, and adapt to changing
network conditions, data availability, and system requirements. In contrast, peer-
to-peer systems [17] rely on direct communication between neighbors. Federated
learning [6,15] is limited by the centralized server’s computing power and net-
work bandwidth. Mobile edge computing may be constrained by device capabil-
ities and battery life [12]. In federated learning, each client learns independently
and sends model updates to the central server, which aggregates the updates and
sends back a new global model. This process can lead to communication bottle-
necks and potential data privacy concerns. In contrast, MAS can allow agents
to learn collaboratively [16] while maintaining data privacy by exchanging only
relevant information.

In recent years, MAS has emerged as a promising approach for solving com-
plex distributed machine learning (DML) tasks such as classification, clustering,
and predictions. In a MAS-based DML scenario, autonomous agents use com-
munication to learn from each other’s experiences and improve their individual
models. For instance, Bazzan [4] proposed a distributed problem-solving scenario
in which multiple agents collaborated to solve a classification problem by utiliz-
ing distributed data. The agents used different machine learning methods, and
they shared their knowledge to improve their models. The multi-agent reinforce-
ment learning (MARL) approach was used in conjunction with the classification
process. The agents assessed whether their classes were correct or not based on
the reward signal. In another study, Chaimontree et al. [7] proposed a multi-
agent data mining (MADM) framework to determine the best set of clusters.
The agents communicated with each other in a collaborative relationship to pro-
duce the best learning cluster. Several other approaches have been proposed in
prediction problems such as agent-based machine learning in transportation [2],
Multi-agent and machine learning in the oil and gas industry [10], in network
security [14].

2.2 Data Markets

However, in recent years, there has been a growing interest in the intersection of
Multi-Agent Systems (MAS) and Distributed Machine Learning (DML). A key
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challenge in this area is finding the best combination of agents to learn from, as
agents may have varying capabilities. To address this, researchers have proposed
the use of Data Markets (DM) [1,11,18,19], which enable agents to exchange
relevant data for monetary compensation to improve their models.

While the concept of trading data in a market may seem straightforward,
there are several challenges that make it a complex task. For example, data is
not a conventional commodity, as it possesses unique properties that must be
considered. It is easily replicable; has combinatorial nature (i.e., features have
overlapping information); its value is time-dependent; and is dependent on who
has access to the data set [1,11]. To tackle these challenges, some researchers have
proposed data valuation methods based on the usefulness of data in improving
machine learning models [8,9,11,18]. One popular approach is to use the Shapley
value [11], which rewards data that furthers the market’s goals and distributes
rewards fairly among all contributors. Other researchers have proposed data
valuation methods based on information gain [18] and designed novel reward
schemes to maintain fairness while trading off incentives.

The role of a central entity in data markets has been a topic of discussion
among researchers. Some papers propose a central entity that determines the
value of rewards and distributes them among contributors [18], adjusts the price
of data [1], or authorizes verification [11]. While centralization can provide a
level of control and regulation to the market, it can also lead to issues such
as bias, censorship, and lack of transparency. Decentralized data markets can
potentially offer greater privacy and security, as well as more democratic control
over the market. However, designing effective incentive mechanisms and ensuring
the quality of data in a decentralized environment remain significant challenges.
Overall, the debate on the role of a central entity in data markets reflects the
larger tension between centralized and decentralized approaches to digital plat-
forms and networks.

3 Machine Learning Data Market

Generally, the effectiveness of machine learning algorithms depends on the qual-
ity of the training data. However, obtaining relevant training data can be very
difficult, especially in distributed environments. This challenge becomes worse
in real-time prediction problems where data gets outdated quickly. Therefore,
exchanging the right data at the right price is the main issue in data markets.

Intelligent agents gradually gather data and exchange it in MLDM to improve
their predictive performance. The agent can gain a better awareness of its sur-
roundings and ultimately develop stronger decision-making by incorporating the
exchanged data into its training set. This section focuses on providing a thorough
overview of the negotiation technique and agent architecture within the MLDM
framework. Without any central authority, each agent individually chooses the
best time and price for exchanging data. As a result, the MLDM functions as
a decentralized system, with all agents making data trading decisions on their
own.
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3.1 MLDM Architecture

The MLDM consists of the society of agents A that Ai ∈ A = {A1, A2, ..., An}.
They exchange data to improve their local model performance regarding its
trading strategies set S and set of available learning algorithms L, therefore in
other words MLDM = {A,S, L}. Agents may be heterogeneous which means
they can have different learning algorithms and trading strategies.

The assumptions are as follows:

– Data is horizontally distributed in the environment (the agent has access to
all the features of a given instance, but not all the instances)

– Agents are only able to access small parts of the complete data set. Each
agent collects a batch of data during the time, learns its model, and utilizes the
prediction results for decision-making. Agents are motivated to exchange data
in order to increase their learning performance and improve their decision-
making.

– Data collected by agents are mutually different which makes the data of the
agent a unique and valuable commodity. But it is not entirely independent,
therefore, the agent‘s data could be helpful for others to model their learning,
in this case, data exchange makes sense. For example, drivers in different cities
collect various data related to location, but some data relevant to time and
climate can be similar in all cities.

– Using open data sources does not pose any privacy concerns.

The configuration for agents is defined as Ai = {Bgi, Si, Li} where Bgi is the
maximum budget, Si ∈ S is the trading strategy that agent Ai is going to utilize
in the negotiation and Li ∈ L is the agent’s learning algorithm. As part of the
data market proposed in this paper, each agent Ai will perform the following
procedures at time t (see Fig. 1):

– The Modeling Component (MC) that learns a model Mi,t = Li(TnBi,t) apply-
ing the learning algorithm Li on the available training batch at that time,
TnBi,t;

– The Prediction Component (PC) Pi,t = Mi,t(TsBi,t) evaluates the perfor-
mance of the model Mi,t on the available test batch TsBi,t;

– The Negotiation and Exchange Component (NEC) Ni,t = Si(TrBi,j,t) to
exchange data with other agents Aj based on its budget at that time Bgi,t
and the negotiation strategy Si; trade batch of data TrBi,j,t

– The Evaluation Component (EC) to evaluate the predictive performance of
the traded batch on the model improvement Mi,t = Li,t(TnBi,t ∪Tri,j,t) and
Pi,t = Mi,t(TsBi,t).

To summarize, all agents will develop their models, Mi,t, based on col-
lected data along with exchanged data (if any), then evaluate the model based
on a new batch of data (TsBi,t = Bti,t as test batch), and calculate the
performance Pi,t. Therefore the status of agents Ai at time t is defined as
Ai,t = {Bti,t,Mi,t, Pi,t, PAj,t, Bgi,t}.
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Fig. 1. Components in agent architecture

3.2 Simple Negotiation Strategy

In our first approach to MLDM, we decided to use a very simple negotiation
strategy. Agents have a limited budget and their goals are increasing predictive
performance and trading revenue. So they must decide who they will exchange
data with and how much they are willing to pay/receive for it. Each agent
informs all others of the predictive performance of its model. At time t, based
on the perceived performance of other agents, PAj,t and budget, Bgi,t ≥ 0
(Bgi,t ≤ Bgi), an agent Ai will decide to exchange data with the other agents.
The agent with the highest performance receives offers for the most recent batch
of data. Since data is valuable, after the payment, the agent sends the requested
data. Therefore, if Aj has the highest learning performance, agent Ai should pay
the cost of traded data (TrBi,j,t), Ci,t, as follows:

Ci,t =

{
size(TrBi,j,t) ∗ DC if Ci,t ≤ Bi,t

Bi,t otherwise
(1)

where size(Tri,j,t) is the amount of traded data (number of records) and DC is
the data cost per record.
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After negotiation, the traded batch will be appended to the agent‘s data;
agent Ai will learn its model based on a new data source, Mi,t+1 = Li(Tnbi,t+1∪
TrBi,j,t), then evaluate the new model accuracy, Pi,t+1 = M(TsBi,t+1).

4 Experimental Result

In this paper, we try to investigate the efficiency of data exchange, therefore
we simplify the MLDM architecture. Agents are considered to have the same
learning algorithm and trading strategy to simplify the evaluation.

The goal of the experiments in this paper is to assess how the simple MLDM
proposed behaves, especially in comparison to a centralized learning process (i.e.
simply running the algorithm on all the training data). In these experiments, we
vary the number of agents as well as the size of the batches of data.

4.1 The Experimental Setup

The experimental Assumptions are as follows:

– Evaluation of the MLDM framework was conducted by selecting a set of 45
data sets from the OpenML platform [21].

– In terms of the learning algorithm, the K-Nearest Neighborhood (KNN) is
selected as the machine learning (ML) algorithm for all agents. As mentioned
in Sect. 3.1, different agents can run different ML algorithms. However, to
simplify, we selected the same learning algorithm for all agents. We use KNN
because it is a simple and well-known algorithm.

– In terms of budget, all agents have a constant initial budget for all agents
Ai (Bgi = 1000). During the negotiation, they are going to spend/receive
money, therefore, their budget is decreased/increased.

– To simplify in this paper, the data cost (DC = 1) is the same for all types of
sample data.

As discussed in Sect. 3.2, the negotiation strategy is based on each agent estimat-
ing the predictive performance of the model it generated. This is done by splitting
its local data into training and test sets (DBi,0 = TnBi,0 ∪ TsBi,0). We refer to
this as Local Evaluation (Pi,t = Mi,t(TsBi,t)). Given that these estimates are
obtained on separate data, it makes the comparison between agents less reliable.
Therefore, we also estimate the predictive performance of the models on a sepa-
rate set of data (TsG). We refer to this as Global Evaluation (Pi,t = Mi,t(TsG)).
It provides a more global perspective of the whole system. The results discussed
in this paper are based on the global evaluation as H(θ|E). The estimated per-
formance is averaged across all datasets for all agents in the MLDM scenario.

To assess the effect of exchanging data on the performance of ML models,
we compare MLDM with a baseline version of MLDM without data exchange
(i.e. all agents use only their local data to develop their models). In the baseline
version, H(θ) is considered for the performance averaged across all datasets. It is
useful to represent the accuracy of the model before and after exchanging data,
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respectively. If the exchanged data can induce a greater performance, Accuracy
gain (AG) will be as follows:

AG(θ;E) = H(θ|E) − H(θ). (2)

4.2 Results

The main goal of this part is to study the MLDM behavior under different
configurations. We start by discussing the effect of the size of the data batch on
both the predictive performance and the economic value. Then we carry out a
similar analysis concerning the number of agents.

Data Batch Size The size of the batch size determines the proportion of
data that is collected by each agent from the data source in each iteration. In
these experiments, three different values are considered Bt = {0.01, 0.025, 0.05}.
This means that we simulate that 100, 40, and 20 batches are generated with
1%, 2.5%, and 5% of the datasets except for the global test set, respectively.
Smaller batch sizes mean that the agents start with a smaller training set and
its size increases slowly.

We will study if the agent has a small dataset, exchanging data may improve
its model. The goal of this experiment is to investigate the effect of different
batch sizes on predictive accuracy.

Figure 2a, b, and c, depict the gain in accuracy (see Eq. 2) for different batch
sizes, in scenarios with two, three, and five agents respectively. The results con-
clude that when the batch size increases, the gain in accuracy is smaller. It is
shown that in a case the local data is low, exchanging data helps to improve
learning accuracy.

When we have two agents, the gain in accuracy is almost the same, but in
the other populations, the gap between gained accuracy in different local data
sizes is a little more impressive. Nevertheless, It is concluded that in a case
the local data is low, exchanging data helps to improve learning accuracy. For
example, considering the batch size is 0.01, it means that all agents have a small
local data set, and results show they can learn a slightly accurate model by
exchanging data.

Population Size In this experiment, we simulate three different values as pop-
ulation size Population = {2, 3, 5}. Figure 3a, b, and c show the gain in accuracy
(see Eq. 2) for different numbers of agents, in scenarios with different batch sizes.
The figures show that the gain in accuracy increases with the number of agents.
By increasing the number of agents, the probability of finding higher-quality data
is increased, and exchanging high-quality data may result in higher-performance
models.
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Fig. 2. Gain in accuracy over different batch sizes during the time
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Fig. 3. Gain in accuracy over different Population sizes during the time
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5 Conclusion

In simple distributed ML systems, agents learn a personalized model according
to their own learning objectives using local data. However, the lack of volume and
representativeness of that data may affect the quality of the model significantly.
Therefore, exchanging data between agents is expected to improve their predic-
tive performance. In this paper, we empirically analyze the behavior of MLDM,
a MAS framework to exchange data between agents that learn ML models. The
agents negotiate data to improve their models. We studied the effect of both
the batch size as well as the population size on the predictive performance of
MLDM. It is concluded that improvements in learning accuracy can be observed
even using simple negotiation. Accuracy gains are directly related to the number
of agents, but the gains decrease as batch sizes increase.

Although the simplicity of the configuration of MLDM used in this study
was important to illustrate the potential of the framework, we expect that bet-
ter results can be obtained with more complex negotiation strategies. We will
value data based on gained accuracy in negotiation strategies among agents,
involving sending offers/counteroffers and accepting/rejecting negotiations, tak-
ing into account the characteristics of the data exchanged.

Acknowledgements. This work was financially supported (or partially financially
supported) by Base Funding—UIDB/00027/2020 of the Artificial Intelligence and
Computer Science Laboratory—LIACC—funded by national funds through the
FCT/MCTES (PIDDAC) and by a PhD grant from Fundação para a Ciência e
Tecnologia (FCT), reference SFRH/BD/06064/2021.

References

1. Agarwal, A., Dahleh, M., Sarkar, T.: A marketplace for data: an algorithmic solu-
tion. In: ACM EC 2019 - Proceedings of the 2019 ACM Conference on Economics
and Computation, pp. 701–726 (2019)

2. Arel, I., Liu, C., Urbanik, T., Kohls, A.G.: Reinforcement learning-based multi-
agent system for network traffic signal control. IET Intel. Transp. Syst. 4(2), 128–
135 (2010)

3. Assoudi, H., Lounis, H.: A multi-agent-based approach for autonomic data
exchange processes. In: Proceedings of the International Conference on Software
Engineering and Knowledge Engineering, SEKE 2014-January, pp. 334–337 (2014)

4. Bazzan, A.L.: Cooperative induction of decision trees. In: Proceedings of the 2013
IEEE Symposium on Intelligent Agents, IA 2013–2013 IEEE Symposium Series on
Computational Intelligence, SSCI 2013, pp. 62–69 (2013)

5. Bazzan, A.L.: Beyond reinforcement learning and local view in multiagent systems.
KI - Kunstliche Intelligenz 28(3), 179–189 (2014)

6. Brendan McMahan, H., Moore, E., Ramage, D., Hampson, S., Agüera y Arcas,
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Abstract. Learning to forecast spatiotemporal (ST) environmental pro-
cesses from a sparse set of samples collected autonomously is a difficult
task from both a sampling perspective (collecting the best sparse sam-
ples) and from a learning perspective (predicting the next timestep).
Recent work in spatiotemporal process learning focuses on using deep
learning to forecast from dense samples. Moreover, collecting the best set
of sparse samples is understudied within robotics. An example of this is
robotic sampling for information gathering, such as using UAVs/UGVs
for weather monitoring. In this work, we propose a methodology that
leverages a neural methodology called Recurrent Neural Processes to
learn spatiotemporal environmental dynamics for forecasting from selec-
tive samples gathered by a team of robots using a mixture of Gaussian
Processes model in an online learning fashion. Thus, we combine two
learning paradigms in that we use an active learning approach to adap-
tively gather informative samples and a supervised learning approach to
capture and predict complex spatiotemporal environmental phenomena.

Keywords: Adaptive sampling · ST forecasting · Neural process

1 Introduction

A notable challenge in multi-robot systems is the multi-robot information gather-
ing problem, which encompasses a variety of formulations including multi-robot
adaptive sampling [15,22], multi-robot sensor coverage [8,10], and multi-robot
informative path planning [3]. However, learning to forecast spatiotemporal (ST)
environmental processes is relatively understudied within the context of robotics,
let alone multi-robot systems. While there is prior work in deep learning for
spatiotemporal process learning in domains such as high-frequency trading and
video surveillance, these works often investigate learning from a set of timesteps
where each timestep contains the entire spatial context [13,17,18,20]. These can-
not be used when we can only gather sparse amounts of data at each timestep.
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In this work, we are particularly interested in such a variant of the multi-
robot adaptive sampling problem, in which a group of robots are deployed in
an environment from random initial configurations and then seek to gather the
best samples in the environment for learning a parametric (i.e. deep learning-
based) spatiotemporal forecasting model. This problem formulation possesses
a few differences compared to the prior work. Firstly, we address the problem
of multi-robot adaptive sampling, which involves coordinating a team of robots
effectively to sample an environmental phenomena. Most of the prior work in
adaptive sampling has been limited to single robot [1,4,11,12,19]. Secondly, we
consider an environment with an arbitrary spatiotemporal process. Spatiotempo-
ral processes depend on both the spatial features and temporal evolution of the
underlying phenomena, but a large amount of prior work in multi-robot adaptive
sampling only addresses spatially correlated time-invariant processes [6,8,10,14].
Thirdly, we consider determining samples for learning a parametric spatiotem-
poral model for forecasting. Recent work in adaptive sampling often rely solely
on non-parametric learning methods for modelling the environment phenomena,
which is often restrictive and can only handle limited spatiotemporal evolution
rates [1,6,8,10–12,14]. Moreover, parametric learning methods often scale better
with data and have powerful representational capacity, making them an interest-
ing modelling approach for arbitrary spatiotemporal environment phenomena.

Our main contribution in this work is an end-to-end methodology that
starts with effective and coordinated multi-robot information gathering to adap-
tively sample and procure a collection of samples as a dataset used to train a
parametric spatiotemporal model. Our approach is able to select highly infor-
mative samples that improve the predictive performance of the spatiotemporal
model. To the best of our knowledge, this is the first work to address integrating
multi-robot information gathering with deep learning for spatiotemporal model
learning. The paper is organized as follows: Sect. 2 formally introduces the prob-
lem, Sect. 3 introduces the overall approach and detailed remarks about each
component in the approach, Sect. 4 describes the evaluation of the approach,
and Sect. 5 summarizes this work and potential future work.

2 Problem Formulation

Consider a set of n robots moving in a bounded environment Q ⊂ R
2 and

assume the environment can be discretized into a set of points q ∈ Q. Moreover,
let T ⊂ R be the time range of interest and assume that this has been discretized
into a set of timesteps t ∈ T . With this, the position of each robot i ∈ {1, . . . , n}
at timestep t can be denoted by xt

i ∈ Q. We assume the environment is free of
obstacles and can be partitioned into n Voronoi cells at any timestep t where
each Voronoi cell V t

i is defined in (1).

V t
i = {q ∈ Q : ||q − xt

i||2 ≤ ||q − xt
j ||2∀j �= i} (1)

This is a common assumption made in robotic information gathering that is
reasonable for most situations in robot exploration [6,8,10]. Each Voronoi cell
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V t
i corresponds to robot i, meaning robot i is allocated that space at timestep

t. This will be leveraged in the proposed active learning methodology to avoid
collisions and improve initial environmental modelling. The current location of
the robot xi is sampled and added to its local dataset, which is then used to
adaptively choose the next sampling locations.

Regarding the distribution of environmental phenomenon at each point of
interest q at time t, there exists an unknown density function φ(q, t) : Q×T → R

that maps the location q and time t to the scalar value of the phenomena φ(q, t).
That is, the unknown environmental phenomena is both spatial and time varying
since it maps each spatial location q and timestep t to a real-valued density value,
such as air temperature, animal presence, etc.

Let Xt = {q1, . . . qm} be the set of candidate sampling locations recom-
mended at timestep t and X{tp:tp+k} =

⊕
t∈{tp:tp+k} Xt represent a set of m

candidate sampling locations chosen at each of the k timesteps from timestep
tp and tp+k where

⊕
represent vector concatenation. Furthermore, let FX(tp :

tp+k, q) : X{tp:tp+k} → R be a parametric model trained on data X that esti-
mates φ(q, tp+k+1). In our case, the function F is a neural model and X is the
dataset that F is trained on. Moreover, the parameter k indicates that we are
allowed to explore and sample in a window of k consecutive timesteps, and F is
responsible for using those collected samples to predict the environment on the
k + 1 timestep. Thus, we propose to address the optimization problem shown in
(2).

argmin
X

∑

q∈Q

∑

p∈T

(FX(tp : tp+k, q) − φ(q, tp+k+1))2 (2)

Note that the robots must procure the data X in a single-shot manner,
which is akin to actual robotic information gathering. That is, given a window
of timesteps in the spatiotemporal environment, each robot only gets to collect
m samples at each timestep in the environment, and the robots must proceed
sequentially in time (i.e. they cannot revisit a previous timestep). Thus, it is
imperative that the robots coordinate with one another in order to choose the
best samples given a miniscule amount of initial data.

We choose to parameterize F as a recurrent neural process (RNP), an exten-
sion of neural processes for handling spatial and temporal dependencies in data
[7]. However, any parametric model designed for spatiotemporal modelling can
be chosen if desired. Yet, the question to address is how to coordinate a team of
robots to choose a good set of samples at each timestep to collect into dataset X
that will likely improve forecasting performance for a parametric spatiotemporal
model. We hypothesize that if we use an active learning approach that refines
a rudimentary working environment model and then utilizes the rudimentary
working model to adaptively sample and procure a dataset X, then a spatiotem-
poral deep learning model F would perform better. However, using simple or
naive heuristics such as random sampling or uncertainty-based sampling, which
are commonly used in prior work, will not effectively procure an appropriate
dataset for improved forecasting. Thus, we propose specific augmentations and
design choices in this integrated approach to ensure the two components we use
are compatible and complement one another.
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To address this, we propose to use a spatiotemporal mixture of Gaussian
Processes (STMGP) where each Gaussian Process component uses a squared
exponential kernel with automatic relevance determination to gather data in
an adaptive sampling manner to approximately solve the optimization problem
shown in (2). At each timestep, the robots use the STMGP model to inform
the next timestep sampling locations and move towards those locations. The
STMGP model then updates itself with the collected samples in a distributed
manner and produces a set of samples to the RNP to learn a forecasting model.

Thus, we start with an active learning methodology (robotic information
gathering) and then leverage a supervised learning approach (use of gathered
data for model learning) to capture the spatiotemporal dynamics of the envi-
ronment for forecasting. This ultimately provides a step towards bridging the
gap between robotic information gathering and powerful parametric models for
spatiotemporal environment modelling.

3 Proposed Approach

We now present a high-level representation of our approach described in
Algorithm 1.

Given 1% of the data as initial data randomly (Line 1) and random start-
ing configurations (Lines 2–3), the robots first sample their current location
(Line 8), collect that sample into their local datasets (Line 9), update their local
GP components (Line 10), and compute a mixture of their local GP parameters
(Line 12). The robots use the spatiotemporal mixture of GPs to infer the mean
and variance of each location in the environment at the current timestep (Line
13), and use this inference to determine where to sample in the next timestep
(Line 14). The new sampling locations are used to adjust the Voronoi parti-
tions and the local datasets of each robot (Lines 16–17) via communication. The
robots also use a uni-model GP to compute an approximate covariance matrix
across all locations at the current timestep (Line 18), which is used to inform
which samples to procure as part of the dataset for training the RNP (Line 19).
This is repeated for the allotted number of timesteps in the environment, where
the environment changes after each timestep in accordance to φ. Finally, the
procured dataset is used to train the RNP to accurately forecast (Line 21). The
RNP is then evaluated on unseen timesteps in the environment to determine how
well the RNP captured the spatiotemporal phenomena for forecasting (Line 22).
This approach modifies and integrates various components, and we describe each
component, its modifications, and its role in the integrated system in the sub-
sections below. Algorithm 1 also details where each subsection corresponds to in
the integrated system.

3.1 Spatiotemporal Mixture of Gaussian Processes (STMGP)

We first briefly describe the uni-model spatiotemporal GP and then introduce
the mixture of GPs model. Let X be the locally collected data consisting of the
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sampling location and timestep for a given robot and Y be the corresponding
environment values for the (location, time) in X. We can represent the mean
vector μX = [μ(q, t)](q,t)∈X and positive definite symmetric covariance matrix
KX,X = [k((q, t), (q′, t′))](q,t),(q′,t′)∈X where k(·) is the kernel function. The pos-
terior mean vector is given as μX∗|X,Y = KX∗,XK−1

X,XY and the posterior covari-
ance matrix is given as KX∗|X,Y = KX∗,X∗ − KX∗,XK−1

X,XK�
X∗,X where X∗ is

all possible locations q ∈ Q for the next timestep. This serves as the local GPs
in the methodology described below.

Algorithm 1 STMGP + RNP
Require: k {k is time window size}
Require: m {m is number of samples per timestep to provide to RNP}
1: Xi,Yi ← GetRandomInitialData(1%)
2: qt = GetRandomStartingLocations()
3: Vt = UpdateVoronoiPartitions(qt)
4: XC , YC ← ∅, ∅
5: γ̂t ← 0 {γ̂t(i) is the mutual information lower bound for robot i}
6: for t = tp : tp+k do
7: for each robot i do
8: xi, yi ← SampleLocation(qt(i)) {returns φ(qt(i), t) + ε}
9: Xi, Yi ← Xi ∪ xi,Yi ∪ yi

10: GPi ← FitGP(Xi,Yi)
11: end for
12: MGPt ← MixGPs(GPi) {Sect. 3.1}
13: μ∗

q∗
i

|Xi,Yi
, σ∗

q∗
i

|Xi,Yi
← MGPt.μ, MGPt.σ {Sect. 3.1}

14: qt ← argmaxq∗
i

√
σ∗
q∗
i

|Xi,Yi
+ γ̂t−1 − √

γ̂t−1 {Sect. 3.2}
15: γ̂t ← γ̂t−1 + σ∗

qt|Xi,Yi
{Sect. 3.2}

16: Vt = UpdateVoronoiPartitions(qt)
17: Xi,Yi ← ExchangeSamplesBasedOnVoronoiPartitions(Xi,Yi, Vt)

18: K̃ ← FitGP(
⋃

i Xi,
⋃

i Yi).K

19: XC(t), YC(t) ← StreamSubmodularSecretary(K̃, m) {Sect. 3.2}
20: end for
21: FXC,YC

← AddSamplesToDatasetAndTrainRNP({XC , YC})
22: EvaluateOnUnseenData(FXC,YC

)

We now out-
line the active learn-
ing methodology
used to procure
a set of samples
used for learning
a parametric spa-
tiotemporal envi-
ronment model for
forecasting. The
mixture of Gaus-
sian Processes was
first introduced by
[21], and has been
used in sensor cov-
erage of static envi-
ronments by [8,
10] due to its
improved represen-
tational capacity.
We modify the
mixture of Gaus-
sian Processes approach for spatiotemporal environments by utilizing the afore-
mentioned spatiotemporal GP components. We present the salient aspects of the
mixing process, as well as modification to the sampling strategy as well.

Our distributed approach leverages a Spatiotemporal Mixture of Gaussian
Processes (STMGP) for adaptive sampling in an environment Q. Here, each
robot i has a learned local Gaussian Process component GPi, which yields a
set of n GP components {GP1, . . . GPn} and an associated probability func-
tion P (q, ig) = P (q ∈ Q is best described by GPig ). Suppose the robot i has
sampled locations Xi and suppose Yi are the associated ground-truth values
sampled from locations Xi. Moreover, suppose robot i has a mean μX∗

i|Xi,Yi

and covariance matrix KX∗
i|Xi,Yi

as well. Now, let x∗ ∈ X∗
i. Furthermore, let

μx∗
i |Xi,Yi

∈ μX∗
i|Xi,Yi

and σx∗
i |Xi,Yi

∈ diag(KX∗
i|Xi,Yi

). We can represent the
local conditional posterior mixture mean μ∗

x∗
i |Xi,Yi

and local conditional poste-
rior mixture variance σ∗

x∗
i |Xi,Yi

as shown in Eqs. (3) and (4) respectively where
diff = (μx∗

i |Xig ,Yig
− μ∗

x∗
i |Xi,Yi

)2.
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μ∗
x∗
i |Xi,Yi

=
m∑

i=1

P (q, ig) ∗ μx∗
i |Xig ,Yig

(3)

σ∗
x∗
i |Xi,Yi

=
m∑

i=1

P (q, ig) ∗ (σx∗
i |Xig ,Yig

+ diff) (4)

Here, Xig ⊂ Xi and Yig ⊂ Yi, and each represents the set of samples
and ground-truth values that can be best described by GPig (i.e. Xig = {q ∈
Xi : arg maxi′

g
P (q, i′g) = ig}. The mixing probabilities are determined via a

distributed EM procedure, and we modify Xi and Yi based on the Voronoi
tessellation induced by the current location of each robot. The above procedure
is carried out in a decentralized manner using the method in [8].

Depending on the goal of the adaptive sampling, we may either wish to
maximize the mean (q∗ = arg maxμ∗

x∗
i |Xi,Yi

), variance (q∗ = arg maxσ∗
x∗
i |Xi,Yi

),
or a combination of the two similar to an upper confidence bound heuristic
(q∗ = arg max μ∗

x∗
i |Xi,Yi

+ βσ∗
x∗
i |Xi,Yi

). Since we wish to address reducing the
mean squared error as shown in Eq. (2), we choose to leverage mutual information
as our sampling heuristic. We describe this in Sect. 3.2.

3.2 Mutual Information for Sampling

There are two sampling aspects that are occurring. The first is to choose which
sample to collect for updating the spatiotemporal mixture of GPs model. The
second is to choose which samples to recommend for collection to provide to the
parametric spatiotemporal model for training. We inform both sampling aspects
using mutual information-based criteria, but require different approaches to do
so since each sampling aspect involves a different sampling problem formulation.

Mutual Information for Updating the STMGPs: Calculating mutual
information is known to be difficult, but in order to have the most accurate rep-
resentation of the environment, each robot should choose the most informative
sample. Thus, for optimizing each local Gaussian Process component, we choose
a sample that optimizes for a lower bound on the mutual information between
the current local Gaussian Process GPi and the noisy observations to be collected
Yi from the sampling locations Xi at timestep t. Let γt = maxXi

It(Xi, φ|GPi)
where I(·) is the mutual information. For Gaussian Processes, the lower bound
γ̂t =

∑t
t′=1 σ2

t′(xt′) ≤ 2
log(1+σ−2

n )
γt holds [2].

The lower bounded quantity γ̂t can be computed as shown in Eq. (5), and
optimizing for the lower bounded quantity γ̂t yields the optimization strategy
shown in Eq. (6) for each robot [2].

γ̂t = γ̂t−1 + σ∗
x∗|Xi,Yi

(5)

x∗ = argmax
x∗
i

√
σ∗

x∗
i |Xi,Yi

+ γ̂t−1 −
√

γ̂t−1 (6)
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Mutual Information for Recommending Samples: At each timestep t, the
robots must determine which sampling locations to sample and collect as data
for training the parametric spatiotemporal model. We rely on utilizing mutual
information to maximize the informativeness of the samples chosen. Once again,
computation of mutual information is difficult. Moreover, instead of determin-
ing the mutual information with respect to a function (which was the case in
Sect. 3.2), we have to find the subset of locations that provides the maximal
informativeness with respect to one another. Let Φt = {φ(q, t) : ∀q ∈ Q} be the
set of environment values at all the locations in the environment Q at timestep
t. Let Rt be a set of c sampling points to procure for the dataset for learning
the parametric spatiotemporal model and their associated environment density
values. We wish to solve the optimization problem posed in Eq. (7).

R∗
t = argmax

Rt

I(Rt,Φt \ Rt) = argmax
Rt

H(Φt \ Rt) − H(Φt \ Rt|Rt) (7)

The problem in Eq. (7) is a combinatorial, intractable problem [23]. How-
ever, mutual information gain is a monotone and submodular function [9,23].
As a result, we leverage submodular function optimization to find a selection of
sampling locations that is a provably good approximation to the optimal choice.
Similar to [9,23], we employ a greedy-based approach to avoid the combinatorial
complexity of this optimization problem. In particular, we employ a stream-
based secretary algorithm to approximately solve for the optimal R∗

t at each
timestep t based on the methodology in [9] shown in Algorithm 2.

Algorithm 2 Stream Submodular Secretary Algorithm [9]
Require: Ĩ(·|K̃) {K̃ is a covariance matrix used to approximate the

mutual information}
Require: c {number of samples to return}
1: Rt ← ∅
2: r ← 0, n ← |{q : q ∈ Q}|
3: for each segment Sl = {qi ∈ Q :

n(l−1)
c < i ≤ nl

c } ∀l = 1, . . . , c do

4: for each qi ∈ Sl do

5: if
n(l−1)

c < i <
n(l−1)

c + n
c∗exp (1) and Ĩ(Rt ∪ qi) > r then

6: r ← Ĩ(Rt ∪ qi)

7: else if Ĩ(Rt ∪ qi) > r or i == nl
c then

8: Rt ← Rt ∪ qi
9: r ← 0

10: break
11: end if
12: end for
13: end for
14: return Rt {return dataset Rt of size c}

This ensures
that a set of can-
didate samples
can be chosen
quickly and in a
tractable manner
prior to the next
timestep. We com-
pute a near-optimal
approximation of
the mutual infor-
mation Ĩ(·) using
submodular func-
tion optimization.
To compute the
approximation of
mutual informa-
tion via submodular function optimization in Algorithm2, the covariance matrix
K̃ =

[
k̃(qi, qj)

]

∀qi,qj∈Q
is needed. We approximate this covariance matrix via a

uni-model GP.
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3.3 Training Local Gaussian Processes

We now specify the kernel function for each local GP model. We use a squared
exponential kernel, which we augment with automatic relevance determination
structure to compute a length hyperparameter for each input dimension. Let
xa =

[
qa ta

]
and xb =

[
qb tb

]
. Let d = dim(xa) = dim(xb) and let x(i) denote

the i-th element in vector x. Then, we can represent the squared exponential
kernel with automatic relevence determination as shown in Eq. (8).

k(xa, xb|θ =
[
σ σf σn

]
) = σ2

f exp

[

−1
2

d∑

m=1

(xa(m) − xb(m))2

σ(m)2

]

(8)

We can optimize for the parameters in θ in a Bayesian framework by maxi-
mizing the natural logarithm of the marginal likelihood [16]. The optimization
problem to compute the optimal θ∗ can be posed as θ∗ = argmaxθ logP(Y|X, θ),
where logP(Y|X, θ) = −N

2 log(2π) − 1
2 log |KX,X| − 1

2Y
�K−1

X,XY.

4 Empirical Evaluation

We evaluated our approach on a spatiotemporal dataset to demonstrate the
efficacy of our methodology. We describe the empirical evaluation below.

4.1 Experimental Setup

We test our methodology on a spatiotemporal air temperature dataset [5]. This
dataset contains monthly air temperature readings from 1948 to near present in
2.5◦ latitude × 2.5◦ longitude discretization. We test on a 45 × 21 size grid with
the same discretization, yielding an area of 112.5◦ latitude by 50◦ longitude area.
Figure 1 shows a visualization of the dataset for a couple of consecutive timesteps
to demonstrate qualitatively the spatial and temporal correlation present within
the data.

We test three different sampling strategies for recommending samples to the
RNP for training: (1) Pure random sampling, which is the common sampling
strategy used in most prior work that use deep learning for spatiotemporal mod-
elling; (2) Choosing the samples with the highest uncertainty or variance based
on the mixture of Gaussian Processes model, which is the common sampling
strategy used in active learning for static spatiotemporal modelling; and (3)
Choosing samples based on the largest mutual information gain, which is our
proposed approach. Our primary metric for analysis is the root mean square
error (RMSE), since this is the most common metric used in adaptive sampling
and reconstruction literature. We set k = 6 and m = 10 (Sect. 2, Algorithm 1).
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Fig. 1. (Top) Visualization of the ground truth air temperature data across 4 con-
secutive timesteps. (Bottom) Visualization of an example RNP inference for a time
window of two timesteps. The first two frames with 10 samples selected are provided
as input to the RNP, third frame is the ground truth, and the fourth frame is the RNP
prediction

4.2 Results

We first evaluate the performance of the spatiotemporal mixture of GPs model on
forecasting the next timestep after collecting samples and updating the STMGP
model in the current timestep. Figure 2 (left) shows that with less than 1% of the
spatiotemporal dataset provided as initial data per robot, the STMGP model is
able to converge within 5 timesteps to a model that can accurately forecast the
next timestep with an RMSE between 4 and 6. Note that the RMSE fluctuates
due to the environment changing at each timestep and the STMGP forecasting
the next timestep given only the data it has seen until that timestep. The max-
imum and minimum air temperature in this dataset are −45.76 and 42.15, so
this RMSE is quite low (normalized RMSE = 0.0683). This demonstrates that
the STMGP is accurately predicting the air temperature distribution for the
next timestep, so the STMGP model is clearly choosing appropriate samples to
ensure that it maintains a representative model. This validates the use of mutual
information as the sampling heuristic for updating the STMGP model.

However, there is clearly a limit to the achievable RMSE using a nonpara-
metric model such as the STMGP in a pure active learning scheme. From Fig. 2
(right), we can see that the recurrent neural process (RNP) is able to achieve a
better RMSE regardless of the sampling strategy used. This demonstrates the
gap between the use of nonparametric models and parametric models, especially
powerful function approximators that are common in deep learning. This fur-
ther motivates finding an end-to-end methodology for integrating multi-robot
information gathering and adaptive sampling with powerful parametric or deep
learning methodologies for spatiotemporal forecasting and model learning.

We compare the performance of the recurrent neural process on three differ-
ent sampling strategies: (1) Random Sampling, (2) Maximum Variance, and (3)
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Fig. 2. (Left) RMSE of forecasting the next timestep at each timestep in the environ-
ment using only the STMGPs. (Right) Average RMSE of forecasting on an evaluation
dataset of unseen timesteps in the environment using the RNP with various sampling
strategies

Maximum Mutual Information (our approach). We first train an RNP using
the samples procured by each of the sampling strategies until convergence (50
epochs), and then evaluate the RNP on unseen time windows in the environment
for forecasting. Table 1 shows the results of the achieved RMSE of the RNP on
11 different seeds. The random seeds randomize the initial configurations of the
robots, the initial data given to the mixture of GPs (only applicable for (2) and
(3)), the random noise added to the observation, and the train-evaluation dataset
generation. The results demonstrate that using maximum mutual information
produces the lowest RMSE error along with the lowest variance in the RMSE
error in comparison to the other two sampling strategies. Using maximum vari-
ance produces consistent, low variance RMSE results in comparison to random
sampling, which has high variance in the average RMSE. This is likely due to the
larger volatility present in sampling randomly. However, using maximum uncer-
tainty or variance as the sampling strategy produces a higher average RMSE
than simple random sampling. However, using the combination of using mutual
information for updating the MGP model as well as using mutual information for
selecting candidate samples for the RNP yields both low average and variance in
the RMSE, outperforming the other two strategies. We validate this difference
is statistically significant with a 2-sample t-test to determine if the results are
statistically significant. We find that using the maximum mutual information
gain sampling strategy reports a p-value of 0.00394 when compared to using the
random sampling strategy and reports a p-value of 3.9363e-08 when compared to
using maximum variance sampling strategy, which indicates that our approach
is statistically significantly better than alternative approaches based on prior
work under a significance value of 0.01.
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Table 1. (Left Col.) Sampling method used to procure data for RNP. (Center Col.)
Average RMSE across 11 different seeds for training the RNP. The use of the MGPs
with mutual information provided statistically significantly better RMSE error for fore-
casting. (Right Col.) Average number of epochs needed to achieve RMSE < 4.

Comparison of RMSE and convergence for RNP under different sampling
methods

Sampling method Mean RMSE ± StdDev Mean epoch ± StdDev

Random sampling 3.635091 ± 0.130838 31.363636 ± 5.31550

Max variance (STMGP) 3.788727 ± 0.082061 36.454545 ± 6.743346

Max mutual information
(STMGP)

3.492363 ± 0.087282 27.636363 ± 3.170890

Finally, we analyze the convergence properties of the RNP under the vari-
ous sampling strategies. In particular, we investigate how many epochs it takes
on average for the RNP to outperform the RMSE achieved by Mixture of GPs
for forecasting. Table 1 demonstrates that the RNP is able to achieve an RMSE
less than 4 in the least number of epochs when using maximum mutual infor-
mation, followed by random sampling and maximum variance. Thus, not only
does our methodology provide an end-to-end approach that achieves more accu-
rate spatiotemporal forecasting, but does so in an efficient manner such that
model training is effective and converges faster compared to other strategies and
approaches. We once again validate that this difference is statistically significant
with a 2-sample t-test. We find that using the maximum mutual information
gain sampling strategy reports a p-value of 0.03154 when compared to using the
random sampling strategy and reports a p-value of 0.00076 when compared to
using maximum variance sampling strategy, which indicates that our approach
is statistically significantly better than alternative sampling approaches based
on prior work under a significance value of 0.05.

5 Concluding Remarks

In this work, we present an end-to-end methodology that starts with effective and
coordinated multi-robot information gathering to adaptively sample and procure
a collection of samples as a dataset used to train a parametric spatiotemporal
model. To the best of our knowledge, this is the first work to address integrating
multi-robot information gathering with deep learning for spatiotemporal model
learning, as prior work often chooses to focus on one or the other. By using
a parametric model as the basis of modelling the spatiotemporal phenomena,
we achieve more accurate results in forecasting as compared to nonparametric
methodologies. Moreover, we show that we can enable these powerful parametric
or deep learning methods for spatiotemporal modelling and forecasting to be used
in robotic environment monitoring contexts by integrating multi-robot adap-
tive sampling with supervised spatiotemporal environment learning. As future
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work, we plan to investigate different kernels that can be used for improving the
performance of the STMGP in adaptive sampling. We also plan to investigate
incorporating constrained informative path planning to this methodology.
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Abstract. E-commerce has become an essential aspect of modern life,
providing consumers worldwide with convenience and accessibility. How-
ever, the high volume of short and noisy product descriptions in text
streams of massive e-commerce platforms translates into an increased
number of clusters, presenting challenges for standard model-based
stream clustering algorithms. This is the case of a dataset extracted
from the Brazilian NF-e Project containing electronic invoice product
descriptions, including many product clusters. While LDA-based cluster-
ing methods have shown to be crucial, they have been mainly evaluated
on datasets with few clusters. We propose the Topic Model with Con-
textual Outlier Handling (TMCOH) method to overcome this limitation.
This method combines the Dirichlet Process, specific word representa-
tion, and contextual outlier detection techniques to recycle identified
outliers aiming to integrate them into appropriate clusters later on. The
experimental results for our case study demonstrate the effectiveness of
TMCOH when compared to state-of-the-art methods and its potential
for application to text clustering in large datasets.

Keywords: Short text stream clustering · Contextual outliers · Bert

1 Introduction

The rapid growth of e-commerce and digital transactions has led to an increasing
need for efficient and accurate methods to organize and classify large amounts
of product information. Product descriptions, in particular, play a crucial role
in the success of online businesses as they directly impact customer decision-
making and overall user experience. However, managing product descriptions
can be challenging, as they are often unstructured, noisy, and vary in length.

Robust clustering algorithms are necessary to efficiently group similar prod-
uct descriptions and filter out outliers, which can aid in detecting anomalies and
potential frauds by analyzing patterns and trends in grouped transaction data.
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Recently, model-based stream clustering algorithms have been developed to
address the challenges of clustering short text streams, including Latent Dirichlet
Allocation (LDA) [2] and its extensions. These methods have been extensively
evaluated on datasets from Tweets and News. However, it’s important to note
that despite the real-world data from tweets and news being vast, these eval-
uations often utilize smaller, more manageable datasets.1 Therefore, the effec-
tiveness of these approaches in clustering short text on truly massive datasets
remains largely unexplored, to the best of my knowledge.

Motivated by the Brazilian NF-e Project, an electronic invoicing initiative
with challenges akin to e-commerce platforms handling unstructured, noisy,
short-text data, we propose the Topic Model with Contextual Outlier Handling
(TMCOH). This new method leverages LDA-based methods to cluster product
descriptions, furthermore handling contextual outliers. Our approach combines
the strengths of existing algorithms such as MStream [18] while incorporating
additional steps to treat the outliers.

Our main contributions are as follows. We provide a broad understanding of
LDA methods [9,13,17,18], assessing their applicability and effectiveness within
a large-scale e-commerce database abundant with clusters. To tackle the chal-
lenges posed by short, noisy text streams, we introduce TMCOH, a novel tech-
nique that converts data into a specific word representation and identifies con-
textual outliers. This method manages small clusters and contextual outliers by
anticipating that subsequent data batches will re-evaluate certain documents,
potentially identifying more fitting clusters and ensuring more precise clustering
outcomes. Also, we demonstrate the effectiveness of our approach in normalizing
product descriptions. We employ a Neural Machine Translation (NMT) model
with a transformer architecture, resulting in a semantically richer dataset.

This paper is organized as follows. Section 2 reviews related work in
similarity-based and model-based stream clustering. Section 3 presents our app-
roach, TMCOH. Section 4 details the case study, dataset, and lexical normal-
ization process. Section 5 presents the experimental study, including the experi-
mental setup, and reports the results. Section 6 discusses various aspects of the
experiment. Finally, Sect. 7 concludes the paper and suggests future research
directions.

2 Related Work

Similar and model-based approaches are two prominent related areas of study in
the context of clustering short text streams. Similarity-based clustering groups
data points by considering pairwise similarity, whereas model-based cluster-
ing organizes data based on underlying statistical models that describe the
data distribution. Recent advancements in pre-trained language models, such
as BERT [5], coupled with clustering algorithms like HDBSCAN [3], have
revealed promising results in various text clustering tasks using similarity-based
1 For instance, the Tweets and Tweets-T dataset contains 30,322 entries, and the News

& News-T dataset contains 11,109 entries.
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approaches. BERT generates contextualized embeddings, opening new oppor-
tunities for understanding word context and modeling language structures [6].
These embeddings can then serve as input for clustering algorithms. In stud-
ies [1,7], combining BERT embeddings and HDBSCAN for short text clus-
tering has improved performance over traditional methods. In ELINAC [15],
the authors introduced an autoencoder-based method for clustering electronic
invoices.

Latent Dirichlet Allocation (LDA) [2] is a model-based stream clustering
technique that has inspired several extensions. Examples include MStream [18],
which uses Gibbs Sampling for single-pass or iterative clustering; FastStream [13]
that employs an inverted index and various similarity measures to calculate the
similarity between texts and clusters; DCSS [17] that considers topic distribution
correlations at neighboring time points; and OSDM [9] that integrates word-
occurrence semantic information into a new graphical model for online clustering
of short texts. However, these approaches struggle with massive datasets and
do not address outliers effectively. To overcome this challenge, Rakib et al. [14]
enhanced MStream and OSDM by detecting outliers and dynamically reassigning
them to appropriate clusters using similarity thresholds that adapt over time.
Two more approaches cover LDA with outlier detection techniques. DPMM [19]
considers the cluster with one element as an outlier but doesn’t handle contextual
outliers, and ODSE [16] presents an online Dirichlet model for noisy short text
stream clustering, combining sentence embeddings and DBSCAN, which treat
outliers as noisy and exclude them from further analysis.

Murshed et al. conducted a comprehensive study on short text topic model-
ing [11]. They highlighted the primary datasets used in this field, which include
DBLP, Web Snippet, Google News, BaiduQA, and various Twitter datasets
such as Tweets2011, Tweets, and Tweetset. However, it is worth noting that
e-commerce datasets are not among those mentioned in the study.

Nevertheless, none of these approaches considers the potential for subsequent
data batches to improve cluster identification for specific documents when deal-
ing with large datasets. This aspect motivated our proposal for a new method
that uniquely combines the strengths of the MStream model and contextual
outlier detection, offering an adaptable, efficient solution for handling massive
datasets with many clusters. By addressing the challenges of short text streams
and contextual outlier detection, our method sets itself apart from other models
in the field, providing a scalable approach to managing complex data landscapes.

3 Topic Model with Contextual Outlier Handling

We propose TMCOH—Topic Model with Contextual Outlier Handling, a new
method that combines the Dirichlet process based on the MStream model with
contextual outlier detection. Our idea is that by reprocessing contextual outliers
and small clusters, it is likely that the subsequent batch will help identify a
more suitable cluster for these documents, ensuring a more accurate clustering
outcome. Figure 1 depicts the main steps of our method. The process starts with
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selecting a batch of documents and applying the one-pass DPMM technique
to create clusters. The method then verifies cluster size against a predefined
threshold. Descriptions in smaller clusters are considered outliers, while larger
clusters are encoded and submitted for contextual outlier detection. Detected
outliers are re-incorporated into the batch of documents to be processed. Outliers
are data points that deviate considerably from the majority. Contextual outlier
detection aims to identify data points considered outliers within certain contexts,
such as specific subsets of data or combinations of attributes [4].

Fig. 1. TMCOH Method.

Similar to MStream [18], TMCOH assumes that documents are generated by
the Dirichlet Process Multinomial Mixture (DPMM) model [19], applies a col-
lapsed Gibbs sampling algorithm for the DPMM model for static text clustering.
Accordingly, it defines a Cluster Feature (CF) vector for a cluster z as a tuple
{�nz, mz, nz}, where �nz contains a list of word frequencies, mz is the number
of documents, and nz is the number of words. The CF vector exhibits addible
properties [18], allowing for a document d to be efficiently added to cluster z by
updating its CF vector as follows {nw

z + Nw
d ∀w ∈ d, mz + 1, nz + Nd}, where

Nw
d and Nd are the number of occurrences of word w in document d and the

total number of words in document d, respectively.
Our proposed TMCOH method, as presented in Algorithm 1, begins by

applying the one-pass clustering from MStream [18] to a batch of documents,
creating an initial set of cluster assignments �zt. The algorithm proceeds to the
post-processing phase to refine the clustering results by iterating through each
cluster z in the set of clusters �zt. During the post-processing phase, if a cluster
is considered too small (i.e. smaller than a predefined threshold csize), all docu-
ments within it are returned to the main set of documents, deleting the current
cluster. For clusters equal to or larger than the threshold, their text is encoded
using the encoding() function, representing the cluster as zEncoded. After
encoding, the outlierDetection() function is conducted on the encoded text,
identifying atypical documents. Initially, these outliers are removed from their
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Algorithm 1: TMCOH(�d, csize, bsize)—based on MStream [18]
Input : �d—documents, csize—threshold for cluster size, bsize—initial batch size
Output : �z—cluster assignments for documents
begin

while |�d| > 0 do
�dt = Sample bsize from �d

Remove �dt from �d
�zt = MStream(�dt) // cluster assignments for documents in bach t
for each cluster z ∈ �zt do

if |z| < csize then
for each document d ∈ z do

Append d to �d
Remove z from �zt

end

else
zEncoded = encoding(z)
outliers = outlierDetection(zEncoded)
for each document d ∈ outliers do

Append d to �d
Remove d from �zt

end

end

end
bsize = AdaptativeBatchSize()

Append �zt to �z
end
return �z

end

respective clusters and reintegrated into the main document set. The process is
repeated until all batches are processed. At this point, the remaining outliers
are returned to the main set of documents.

The TMCOH algorithm employs an adaptive batch size strategy, imple-
mented through the AdaptiveBatchSize() function, to manage the prevalence
of small clusters in the final stages. This function adjusts the batch size based
on the mean number of outliers in recent batches, dynamically adapting to the
data distribution and mitigating potential issues. This ensures smooth process-
ing throughout, effectively addressing small cluster concentrations. The process
concludes with the return of the refined cluster assignments.

4 Case Study on Electronic Invoice Product Descriptions

The Brazilian NF-e Project was established in 2006 to modernize tax documenta-
tion by shifting from paper-based documents to a national electronic system. As
a result, massive data has been gathered, comprising details of invoices, sellers,
buyers, and products. In this context, leveraging machine learning algorithms
can prove invaluable for detecting tax fraud and evasion. As the NF-e project
generates an immense volume of data, it is crucial to identify abnormal patterns
in invoice descriptions. This dataset is particularly significant as it shares simi-
larities with e-commerce platforms, which manage extensive databases consisting
of both structured and unstructured data generated by users.
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For this case study, we used an extract from the NF-e dataset for November
2021, provided by the Amazonas State Department of Finance. The dataset
contained 475,565 samples and included the features described below.

– GTIN: a unique identifier assigned to a product, usually represented as a bar
code or a QR code.

– NCM: a code used to classify goods for customs purposes.
– Product Description: a free text field used by the invoice’s issuer to describe

the product being sold, often containing short and noisy text.

According to Muller et al. [10], lexical normalization (LN) can enhance Natu-
ral Language Processing systems by standardizing text data, thereby addressing
variations that do not contribute to its meaning. In our approach to LN, we
collected 6.5 million full product descriptions from http://shopping.google.com
and generated abbreviated versions to create a diverse training dataset of 120
million entries. We then trained a Neural Machine Translation (NMT) model
with a transformer architecture [20] on this dataset, enabling the model to dis-
cern patterns and relationships between the original and abbreviated texts. This
training equipped the model to process and normalize text data. We employed
this LN model to expand abbreviations into their full forms, yielding a dataset
with normalized descriptions.

Following this process, we generated six different datasets for this study by
combining the cluster labels: GTIN, NCM4, NCM8, and the two types of product
descriptions: the original and the normalized ones. The NCM code is used in
two formats: NCM4 and NCM8. NCM4 refers to the first four digits of the NCM
code, representing the broad category or chapter of the product. In contrast,
NCM8 refers to the full eight-digit NCM code, providing a more specific product
classification. We generated six different datasets, Table 1, for this study by
attaching additional information to the Product Description: GTIN, NCM4,
NCM8, GTIN-LN, NCM4-LN, and NCM8-LN.

Table 1. Datasets characteristics of the six datasets, including the number of instances,
corpus length, mean words per description, and numbers of clusters.

GTIN NCM4 NCM8 GTIN-LN NCM4-LN NCM8-LN

Number of instances 475,565 475,565 475,565 475,565 475,565 475,565

Corpus length 3,076,252 3,076,252 3,076,252 3,220,158 3,220,158 3,220,158

Mean number of words 6.47 6.47 6.47 6.77 6.77 6.77

Number of clusters 104,536 706 2404 104,536 706 2404

5 Experimental Study

This section details our experimental setup and presents the outcomes of our
case study, comparing the performance of state-of-the-art LDA techniques with
our TMCOH approach.

http://shopping.google.com
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5.1 Experimental Setup

We considered several techniques and methods to assess their effectiveness in
clustering product descriptions. Among those, LDA methods require tuning
parameters, such as α and β, to obtain the desired clustering performance.
Adjusting these parameters, which influence the number of clusters and word
distribution across topics, along with the number of iterations that affect the con-
vergence and stability of the Gibbs sampling algorithm, is crucial for achieving
optimal clustering performance and results. We inspected the clustering perfor-
mance of various LDA methods in our case study, including MStream [18] with
α = 0.07, β = 0.002, and the number of iterations equal to 1; FastStream [13];
DCSS [17] with α = 0.07, β = 0.002; and OSDM [9] with α = 0.002 and
β = 0.0004. This experiment employs an MStream code2 proposed by Rakib
and Asaduzzaman in [13], which implements an inverted index-based search-
ing technique. In all experiments, a consistent batch size of 1000 instances was
utilized.

To evaluate our experimental results, we resorted to the following metrics
widely used in the literature: Homogeneity (H), Completeness (C), Normalized
Mutual Information (NMI), and Purity (P) metrics. Homogeneity measures how
well each cluster contains only members of a single class, while completeness
evaluates how well each class is represented within a single cluster. NMI is a score
combining homogeneity and completeness, measuring the similarity between the
true class labels and the assigned cluster labels. Purity assesses the clustering
quality by calculating the proportion of the dominant class in each cluster [16].

Regarding our proposed TMCOH, first, we compared two text encod-
ing methods: BERT embeddings using sentence transform from HuggingFace
(neural- mind/bert-base-portuguese-cased) and TFIDF. The experiment aimed
to determine which approach would improve better the clustering of product
descriptions. Second, we assessed three outlier detection algorithms for their
effectiveness in clustering: HDBSCAN, K-means, and iForest. The aim was to
establish which technique would be most effective for outlier detection when
clustering product descriptions. Clusters with up to three elements are consid-
ered outliers, i.e. csize = 3. We set α = 0.07, β = 0.002, and an initial batch size
bsize = 1000.

5.2 Obtained Results

Table 2 displays the results from the LDA methods across all datasets. MStream
consistently outperforms other methods in all metrics, showcasing its superior
clustering performance. Furthermore, applying lexical normalization to product
descriptions improved all metrics across all experiments.

Table 3 presents the results of the TMCOH method with different clustering
outlier methods (HDBSCAN, K-Means, and iForest) and text encoding (TFIDF

2 https://github.com/rashadulrakib/short-text-streamclustering/tree/master/Fast-
BatchClustering.

https://github.com/rashadulrakib/short-text-streamclustering/tree/master/Fast-BatchClustering
https://github.com/rashadulrakib/short-text-streamclustering/tree/master/Fast-BatchClustering
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and BERT) applied to all datasets. The results indicate that the TMCOH
method applied to K-Means data consistently outperforms other methods in
all metrics and across all datasets.

In summary, the TMCOH method with K-Means consistently exhibits supe-
rior performance, achieving higher values in all metrics and for all datasets com-
pared to other methods. The performance of the TMCOH method with TFIDF
text encoding is comparable to that of BERT encoding. And the normalized
dataset obtained the highest scores.

Table 2. Homogeneity (H), Completeness (C), Normalized Mutual Information (NMI)
and Purity (P) measures per dataset and by LDA method.

Dataset LDA Method H C NMI P Dataset LDA Method H C NMI P

GTIN FastStream 0.759 0.998 0.862 0.386 GTIN-LN FastStream 0.844 0.998 0.914 0.631

OSDM 0.433 0.894 0.583 0.032 OSDM 0.473 0.914 0.624 0.037

DCSS 0.408 0.999 0.573 0.117 DCSS 0.497 0.999 0.661 0.123

MStream 0.947 0.999 0.972 0.783 MStream 0.957 0.897 0.922 0.837

NCM4 FastStream 0.703 0.626 0.662 0.499 NCM4-LN FastStream 0.818 0.655 0.728 0.716

OSDM 0.569 0.506 0.536 0.511 OSDM 0.672 0.551 0.606 0.599

DCSS 0.337 0.552 0.413 0.224 DCSS 0.448 0.605 0.512 0.284

MStream 0.969 0.690 0.806 0.916 MStream 0.972 0.746 0.843 0.916

NCM8 FastStream 0.731 0.750 0.740 0.481 NCM8-LN FastStream 0.833 0.770 0.800 0.703

OSDM 0.552 0.597 0.574 0.421 OSDM 0.643 0.642 0.642 0.496

DCSS 0.372 0.706 0.482 0.201 DCSS 0.480 0.749 0.582 0.252

MStream 0.968 0.795 0.873 0.899 MStream 0.970 0.798 0.876 0.905

Table 3. Homogeneity (H), Completeness (C), Normalized Mutual Information (NMI)
and Purity (P) measures of TMCOH method per dataset and by outlier detection
method and text encoding strategy (BERT and TFIDF).

BERT TFIDF

Dataset Outlier detection H C NMI P H C NMI P

NCM4 HDBSCAN 0.828 0.772 0.799 0.597 0.812 0.775 0.793 0.582

K-Means 0.835 0.770 0.801 0.601 0.831 0.773 0.801 0.602

iForest 0.816 0.772 0.793 0.582 0.818 0.770 0.793 0.585

NCM4-LN HDBSCAN 0.864 0.797 0.829 0.681 0.853 0.799 0.825 0.666

K-Means 0.867 0.792 0.828 0.675 0.866 0.795 0.829 0.678

iForest 0.852 0.795 0.822 0.663 0.850 0.794 0.821 0.658

NCM8 HDBSCAN 0.831 0.861 0.845 0.557 0.815 0.865 0.839 0.541

K-Means 0.838 0.860 0.849 0.565 0.834 0.861 0.847 0.565

iForest 0.820 0.861 0.839 0.540 0.822 0.860 0.840 0.544

NCM8-LN HDBSCAN 0.858 0.878 0.868 0.631 0.849 0.879 0.863 0.618

K-Means 0.864 0.875 0.869 0.631 0.863 0.876 0.869 0.634

iForest 0.847 0.877 0.862 0.612 0.846 0.876 0.861 0.609
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6 Discussion

To better understand the findings and what they could mean, we now discuss
some of those we considered essential aspects of our study. These include examin-
ing the formation of small clusters, exploring LDA methodologies, comparing the
performance of different clustering techniques, analyzing the differences between
NCM4 and NCM8, scrutinizing the differences between BERT and TFIDF, inves-
tigating batch evolution, and examining lexical normalization.

Small Clusters Formation. FastStream and MStream show different clustering
performances for the GTIN dataset, with MStream outperforming FastStream
regarding all metrics scores. Both algorithms have high completeness scores
(C = 0.999 for MStream and C = 0.998 for FastStream), indicating that elements
belonging to the same class are mostly grouped within the same cluster. How-
ever, the lower purity score for FastStream (P = 0.386) compared to MStream
(P = 0.783) suggests more class mixing within clusters for FastStream.

Additionally, a common issue observed is the formation of single-element
clusters, an issue particularly prevalent in the NCM4 and NCM8 datasets, which
hampers the overall quality of results. Our barplot analysis, as shown in Fig. 2,
illustrates this problem, revealing a dominance of single-class data points in
clusters formed by the MStream and FastStream methods. This motivated the
creation of the TMCOH method, designed specifically to tackle this issue. How-
ever, it’s important to note that TMCOH faces its own challenges, notably in
forming larger clusters. We acquired the true labels for evaluation by randomly
sampling 475 rounds, each selecting 1000 unique instances of true labels.

Fig. 2. The proportion of clusters by size, comparing the True Label, MStream, Fast-
Stream, and TMCOH results at all batches for NCM4 and NCM8 datasets.

LDA Methods. After analyzing the clustering methods used for the dataset, it
was found that DCSS and OSDM performed poorly compared to other methods.
MStream, on the other hand, displayed a high level of performance as it is capable
of detecting single-class clusters, which are abundant in the dataset. However,
FastStream still struggles with the issue of single-class cluster dominance, which
has a negative impact on its overall performance.
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Clustering Performance. K-Means clustering outperforms other algorithms on
all datasets and their normalized versions, achieving comparable values of H,
C, NMI and P. Conversely, iForest shows slightly lower performance than both
K-Means and HDBSCAN across all metrics. K-Means assumes the data are
evenly distributed in the input space and form convex shapes. HDBSCAN posits
that clusters exhibit varying densities. Iforest primarily concentrates on isolating
anomalies without explicitly assuming any data distribution. Thus, treating the
datasets as convexly distributed yields a more accurate approach.

Fig. 3. NMI as TMCOH processes batches on NCM datasets.

NCM4 Versus NCM8. When comparing the NCM4 and NCM8 datasets using
K-Means clustering and the TMCOH approach, we notice a difference in the
number of clusters, with 706 for NCM4 and 2,404 for NCM8. This increased
granularity in NCM8 suggests a more complex clustering structure, which can
impact the performance of the algorithms. We observe improvements in the C
metric, while H and P values show mixed results across both datasets. These
variations in performance metrics highlight the influence of dataset granularity
and clustering structure on the chosen clustering methods.

BERT Versus TFIDF. Both text encoding methods show comparable perfor-
mance for the TMCOH method. TFIDF offers slightly higher metric scores.
Therefore, using a generalist BERT model for sentence transformation from
HuggingFace (neuralmind/bert-base-portuguese-cased) does not seem to con-
tribute positively to the results. The analysis is even worse considering BERT’s
computational cost and longer processing time.
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Batches Evolution. The graphs shown in Fig. 3 display the NMI metrics’ pro-
gression as batches are processed for NCM-related datasets. Generally, the NMI
increases as more data batches are processed. However, after further inspection,
we noticed that there was a slight decrease in NMI due to a gradual decline
in homogeneity. This decline may occur due to an increase in the number of
instances in the batches, which was promoted by the adaptive batch size strat-
egy. The increased number of instances could lead to a higher likelihood of over-
lapping or merging clusters, ultimately resulting in reduced homogeneity. On a
positive note, the final batches improved H, C, and NMI. This suggests that the
clusters are becoming more complete as more members of the same class are
grouped, thereby enhancing the overall quality of the clustering.

Lexical Normalization. Comparing the results of the original and normalized
datasets, we find that both algorithms generally perform better on normalized
data. The normalization process increases the corpus length from 3,076,252 to
3,220,158 words by reducing abbreviation ambiguity. This enhanced clarity and
quality of the text allow clustering algorithms to focus more effectively on the
core content, thereby leading to more accurate clusters.

Execution Time. Experiments on clustering 475,656 instances showed Fast-
Stream as the fastest method, taking 1.93 minutes. In contrast, MSTREAM,
despite its performance, took about 16.8 hours, while TMCOH varied between
8.83 and 12.23 hours. Results were consistent across a server with 256 GB RAM
and 48 Xeon cores, and a virtual machine with four cores and 16 GB RAM.

7 Conclusions

The era of big data is producing massive datasets containing unstructured, noisy,
and diverse information, which poses challenges in organizing and classifying this
crucial data. To address this, there is a need for robust clustering algorithms that
efficiently group similar data points and filter out outliers. This study proposes
the TMCOH method for clustering short text streams, explicitly focusing on
product descriptions as a representative case of massive data clustering.

The TMCOH method has shown to be effective in clustering short text
streams, particularly in product descriptions. It maintains coherence and sta-
bility even when processing large batches of over 475k instances in the dataset.
However, the superiority of TMCOH or MStream as a clustering method depends
on the specific application. While single-element clusters can be important in
identifying unique or outlier data points in certain scenarios, they may not be
as useful or even problematic in situations where the main goal is to identify
broader patterns or trends in the data.

Future work can explore bi-terms in clustering algorithms to enhance
TMCOH’s performance and investigate the impact of different fine-tuned BERT
encodings specially trained with e-commerce data.
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1 INESC TEC and Faculdade de Ciências da Universidade do Porto, Porto, Portugal
vasco.m.campos@inesctec.pt, ricardo.campos@ubi.pt

2 INESC TEC and University of Beira of Interior, Porto, Portugal

amjorge@fc.up.pt

Abstract. Topics discussed on social media platforms contain a dis-
parate amount of information written in colloquial language, making it
difficult to understand the narrative of the topic. In this paper, we take
a step forward, towards the resolution of this problem by proposing a
framework that performs the automatic extraction of narratives from a
document, such as tweet posts. To this regard, we propose a method-
ology that extracts information from the texts through a pipeline of
tasks, such as co-reference resolution and the extraction of entity rela-
tions. The result of this process is embedded into an annotation file to be
used by subsequent operations, such as visualization schemas. We named
this framework Tweet2Story and measured its effectiveness under an
evaluation schema that involved three different aspects: (i) as an Open
Information extraction (OpenIE) task, (ii) by comparing the narratives
of manually annotated news articles linked to tweets about the same
topic and (iii) by comparing their knowledge graphs, produced by the
narratives, in a qualitative way. The results obtained show a high pre-
cision and a moderate recall, on par with other OpenIE state-of-the-art
frameworks and confirm that the narratives can be extracted from small
texts. Furthermore, we show that the narrative can be visualized in an
easily understandable way.

Keywords: Narrative extraction · Open information extraction ·
Twitter

1 Introduction

Modern social media platforms are used to discuss current topics (e.g., a foot-
ball game) in real time. Twitter, in particular, is a valuable platform for common
people, but even more so for journalists [11]. Given the nature of tweets, indi-
vidually they can contain relevant information, but stacked together they can be
cumbersome and redundant. In addition to this, they are often written in collo-
quial language, which makes it hard to follow up on the different dimensions of
topics and opinions revolving around them.
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Motivated by this, we take a step towards helping to comprehend the nar-
ratives behind a set of documents related to a given topic. A narrative is a
formal representation of the relationships that exist between the textual ele-
ments of a document. A set of documents is a collection of texts that relate to
the same topic, like a set of tweets or a news article. With this in mind, we
set a goal to propose a methodology to automatically extract narratives from a
set of documents and formulate a central research question: Can a set of tweets
help to reconstruct a news article about related topics?. In order to answer to
this question, we define an information extraction pipeline consisting of 5 steps:
Named Entity Recognition, Temporal Entity Extraction, Co-Reference Resolu-
tion, Event Extraction and Entity Relation Extraction, which set the ground
for the narrative extraction process and define the use of a set of rules devised
to extract the narrative. Finally, the results are automatically transformed into
brat1 annotation files, thus giving the narrative a formal schema. To evaluate
our methodology, we considered a collection of tweet posts and related news
articles and try to infer whether there are connection points between the two.
In particular, we perform three types of evaluation: (i) we compare the triples
extracted by our methodology with OpenIE state-of-the-art models using the
CaRB standard benchmark task and their dataset [2]; (ii) we use the Signal1M-
tweetir dataset [14], which links news articles to tweets about the same topic,
and compare their narratives; (iii) finally, we make a qualitative analysis of the
Knowledge Graphs produced by our methodology.

The main contributions of this paper are: (i) a methodology that automat-
ically extracts the narrative of a set of documents into a brat style annotation
file, which can be later used as an entry point to visualization tools; (ii) a gold
annotation dataset with 48 news articles annotated in brat format by an expert
linguist, which we believe can foster the emergence of works in this area; and
(iii) an open source implementation of our methodology available in Github
repository.2

While our approach can be applied to texts of any nature it particularly suits
the case of short texts such as tweets posts which form a big part of our daily-life
communication. Based on this, we named our methodology Tweet2Story. Though
we cannot claim the proposal of any new information extraction method, we
may argue that integrating this components into one such pipeline and coming
up with an annotation schema as a first step for visualization purposes, is an
innovative methodology in the process of automatically extracting narratives
from short texts, that has not been considered in the past.

The remainder of this article is organized as follows. Section 2 shows a
study of the related literature. Section 3 gives a detailed explanation of the pro-
posed solution for automatic narrative extraction. Section 4 analyses the results
obtained in the course of the designed evaluation. Finally, Sect. 5 concludes the
article by summarizing its main contributions with eyes set on the future.

1 https://brat.nlplab.org/standoff.html.
2 https://github.com/LIAAD/Tweet2Story.

https://brat.nlplab.org/standoff.html
https://github.com/LIAAD/Tweet2Story


380 V. Campos et al.

2 Related Work

The process of extracting narratives from texts is an emerging area which only
recently has gained attention from the research community [3]. The work of
Metilli et al. [10] is an example of the research in this direction, by proposing
a fully integrated narrative construction solution. In their paper, the authors
identify 8 different steps (including event detection, named entity recognition
and relation extraction) to successfully extract knowledge from a text and build
a narrative. A training and a testing model is provided for the first two steps.

Other works focus on the narrative extraction aspects of long texts. Eisen-
berg [6], for instance, focuses on understanding parts of the narrative structure
of a story, such as the narrative point of view and the diegesis. Vargas [15],
on the other hand, explores the automatic extraction of narrative information
for the task of story generation and shows how to improve the performance of
information extraction tools. To train the models, Russian folktale stories are
used.

Progress has also been made on the parallel area of Open Information Extrac-
tion (OpenIE) which sets ground for a few automatic narrative extraction sub-
sequent tasks. Cassirer et al. [7] for example, introduced ReVerb, a syntactic
constraint to help extract triples (relations between entities) from a text. A
few years later, Del Corro et al. [4] presented ClausIE, which improved OpenIE
SOTA results by simplifying complex sentences with multiple clauses (clause-
based). More recently, Angeli et al. [1] presented Stanford OpenIE, a clause-
based approach that makes use of natural logic inference to shorten the clauses
with higher effectiveness when compared to the previous systems.

3 Tweet2Story: Automatic Extraction of Narratives

In the following, we describe the methodology devised to extract narratives from
texts related to a given topic. Section 3.1 introduces the IE (Information Extrac-
tion) pipeline designed to identify the main elements and relationships found
in the narrative. Section 3.2 highlights a set of rules defined to complement
the information extracted from pre-trained IE models. The end result of our
methodology is an annotation schema file, a formal abstract representation of
the narrative, that gives meaning to the stack of documents that form the story.
This will be presented in Sect. 3.3.

3.1 Identifying Narrative Elements and Relationships

We begin by defining an information extraction pipeline, consisting of 5 steps,
that set the ground for the narrative extraction process by identifying elements
and relationships between elements in the text. Details of each of the steps are
given below.
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1. Named Entity Recognition. Retrieve named entities from the text and
place them in pre-defined categories. For example, in the tweet “Tropical
Storm Grace forms in Eastern Atlantic”, the entity “Eastern Atlantic” fits
the category of “location”. This step takes advantage of a pre-trained model
for named entity recognition3, trained on blogs and comments;

2. Temporal Entity Extraction. Focuses solely on retrieving temporal infor-
mation and mapping it into a context-independent representation. For exam-
ple, the expression “last week” would be parsed as “07-02-2022”. To accom-
plish this task we make use of the HeidelTime [13] tool;

3. Co-reference Resolution. Aims to find co-references about actors in the
entire document and to group them into clusters. Co-references are usually
nouns or pronouns that refer to the same entity in a text. For example, in
the tweet “ts fred continues to weaken as it moves away from the cape verde
islands.”, both “ts fred” and “it” refer to the same entity and, therefore,
belong to the same cluster. To perform this task, we resort to the AllenNLP4

pre-trained model for co-reference resolution [8];
4. Event Extraction. Detects events in the text, typically through verbs and

modifiers. For example, in the tweet “Tropical Storm Grace forms in Eastern
Atlantic”, the event is expressed through the verb “forms”. This step also
uses a pre-trained model trained by AllenNLP, but for the task of semantic
role labelling [12];

5. Entity Relation Extraction. Using the semantic role classification of each
word/expression on a tweet, it extracts relations between entities (triples).
The relations are always between an actor and an event and fit into a given
category. For example, “Tropical Storm Grace forms in Eastern Atlantic”
produces the triple ’Tropical Storm Grace - forms - in Eastern Atlantic’, which
is categorized as a location triple, due to “Eastern Atlantic” being classified
as a “Location Modifier”. As in our previous step, this task is performed using
the AllenNLP semantic role labelling model [12].

3.2 Narrative Extraction Rules

In addition to the use of pre-trained models, we make use of a set of rules devised
to extract the narrative. In this section, we describe the most important ones.
First, we decided, as in Dutkiewicz’s work [5, p. 7], that verbs are most likely
the cause of events or relations between arguments. Therefore, in our work, all
events must contain a verb. Additionally, two different verbs that are linked by
one other argument are also considered part of the same event, as exemplified in
Table 1. In this table, tag represents the output of the Semantic Role Labelling
AllenNLP model for the triple “he–was meant to be–a surgeon”, extracted from
a tweet. While the ann. row represents the way Tweet2Story annotates it.

Secondly, the subject of the sentence (e.g., “he”) represents the person/thing
that is performing the event in it and is therefore the agent of the sentence. For

3 https://github.com/explosion/spacy-models/releases/tag/en core web md-3.1.0.
4 https://allennlp.org/.

https://github.com/explosion/spacy-models/releases/tag/en_core_web_md-3.1.0
https://allennlp.org/
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this reason, we define the “ARG0” tags (subjects) as “AGENT” relations. Other
arguments such as “ARG1” (e.g., “a surgeon”) and “ARG2” are also considered
to develop “theme” relations with the event, since they are more generic. A
“theme” relation occurs when the subject is describing its position. In this case,
the subject is describing that he was meant to have the position of surgeon.

Finally, we also map the modifier arguments (“ARGM”) into specific cate-
gories supported by our annotation system. For example, “direction” modifiers
(“The man throws the ball up”) are mapped as “path” relations (caused by
motion verbs, like “throw”).

Table 1. Semantic roles for the triple “he–was meant to be–a surgeon”

word he was meant to be a surgeon

tag B-ARG0 B-V B-V B-ARG1 B-V B-ARG1 I-ARG1

ann. T1 EVENT EVENT EVENT EVENT T2 T2

3.3 Annotation Schema

After the execution of each of the five tasks that constitute our pipeline, results
are automatically annotated using the brat format, thus giving the narrative a
formal schema. Figure 1 illustrates this process for our running example “he was
meant to be a surgeon”. In the figure, the word “he”, extracted as a person by
the named entity recognition task, is turned into an “ACTOR” annotation.

Fig. 1. Brat annotation example

Each row has an identifier (T42), the entity role (“ACTOR”), the character
span where the entity can be found in the text (840 842) and the actual entity
(“he”). The last two lines represent a relation between entities. In this case,
the entity “he” is connected to “was meant to be”, which is connected to “a
surgeon”. This annotation depicts the triple “he–was meant to be–a surgeon”
and categorizes the semantic relation as a thematic relation (a general semantic
role), while showing that “he” is the agent of the relation.

In conclusion, defining the rules allows the framework to fully extract a narra-
tive from a document, by annotating it using the brat format. The end product
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Table 2. CaRB benchmark–Results for the optimal threshold

System Precision Recall F1 AUC

Ollie 0.505 0.346 0.411 0.224

PropS 0.34 0.3 0.319 0.126

OpenIE4 0.553 0.437 0.488 0.272

OpenIE5 0.521 0.424 0.467 0.245

ClausIE 0.411 0.496 0.45 0.224

Tweet2Story 0.561 0.271 0.365 0.211

is a “.ann” file with a structure similar to the one in Fig. 1, but scaled for a
whole document (e.g. a set of tweets). The “.ann” file may then be used to pro-
duce visualizations through Knowledge Graphs (see Figs. 4 and 5, used here for
evaluation purposes).

4 Analysis of Results

4.1 As an OpenIE Tool

The evaluation as an OpenIE tool consisted on the evaluation of the task of
extracting entity relations (triples), against OpenIE state-of-the-art models using
CaRB [2]–a Crowdsourced Benchmark for OpenIE - that uses a standard OpenIE
task and a gold benchmark corpus of triples.

Figure 2 shows a precision-recall curve for each of the SOTA systems present
in CaRB (Ollie, PropS, OpenIE4, OpenIE5, ClausIE) plus Tweet2Story. The
results are complemented in Table 2. Both the figure and the table show that
Tweet2Story does fairly well against state-of-the-art OpenIE models, despite not
being designed for OpenIE specifically.

In particular, Table 2 shows that Tweet2Story has the best precision out of
all models, but dips on recall. According to the CaRB framework, this confirms
that the Tweet2Story framework is capable of extracting triples without noise
(high precision), at the expense of sometimes overlooking important information
(moderate recall).

These results were slightly surprising, since Tweet2Story was not optimized
to perform an OpenIE task. Its innovation is more related to the pipeline and
to the automatic annotation and visualization process rather than the steps
themselves. Our objective with this evaluation was showing that Tweet2Story
could extract fairly robust triples and these results prove that it can.

4.2 With Manually Annotated Data

In this section, we evaluate the appropriateness of our methodology on extracting
narratives from tweets and comparing them against reference news articles. To
this regard, we make use of the Signal1M-tweetir dataset [14], which links a set
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Fig. 2. CaRB framework–Tweet2Story vs. state-of-the-art

of tweets to a news article about the same topic. To cope with this, we asked a
linguistic expert to formally annotate 48 news articles narratives. Each article
has an average of 12 tweets linked to them. In total, we accounted for 564 tweets
linked to the news articles. A deeper description of the annotation process is
out of the scope of this work due to space limitations. However, we should call
attention to the fact that making these annotations available to the community
is the result of a considerable effort and an important step that should foster
the emergence of other proposals lacking reference datasets.

To conduct the evaluation, we make use of the ROUGE-1 metric [9] to com-
pare the triples extracted from the tweets (using Tweet2Story) with the triples
extracted from the news article (manually annotated by expert). We compare
the results of our framework against OpenIE state-of-the-art models (ClausIE,
StanfordIE, ReVerb) and a baseline (entitled “complete”), which limits itself
to extract one triple for each sentence, while disregarding any semantic rela-
tions that may occur between entities. By looking at Fig. 3, we conclude that
our methodology extracts the most similar narratives between tweets and news
articles out of all models, thus showing that it is able to extract the most impor-
tant parts of the tweets, while still performing a complete narrative extraction
pipeline. Overall, results are low due to the fact that the tweets only contain
certain parts of the news story. A preliminary study conducted on top of the
SignalMedia dataset shows that, on average, only 37% of the information in the
news article can be found on the tweets. This supports the fact that specifically
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curated datasets for this evaluation task are lacking and should be devised in
the future.

Fig. 3. ROUGE-1 results on Signal1M-tweetir data

4.3 Empirical Comparison of Visualizations

Lastly, we performed a qualitative analysis of our methodology over two knowl-
edge graphs obtained by a set of tweets about the Grace storm occurred in 2015
and its related news article. The first (see Fig. 4) was automatically obtained by
our methodology. The second (see Fig. 5) was manually annotated by a linguis-
tic expert, thus resembling the evaluation procedure previously described in the
course of Sect. 4.2. All in all, Fig. 4 shows that our methodology is capable of
extracting a narrative from a set of documents, namely a set of tweets. Here,
we can see the different topics that were discussed, such as the speed of the
storm, place it might or might not pass through and even predictions about its
dissipation.

If we compare Fig. 4 with Fig. 5, we can also see that the tweets only partially
reconstruct the news article. However, most parts of the tweets narrative is
complementary and adds something to the reference news text. Therefore a
journalist could use this visualization to gather new information or understand
the public opinion about the topic. Some more local stories not covered by
journalists, could also be automatically constructed and explored by knowledge-
graphs, timelines, or other tools (including plain text). This shows that, while
tweets may not be a replacement for a news article in its entirety, they are
certainly helpful to complement the story and to get new insights from it. This
answers our research question. It also makes an important point on the fact that
automatically devising a formal representation of a narrative is the first, and an
important step, to explore large-scale built stories.
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Fig. 4. Knowledge graph of a narrative from a set of tweets about the 2015 Grace
Storm. Extracted by Tweet2Story

Fig. 5. Knowledge graph of a narrative from a news article about the 2015 Grace
Storm. Manually annotated by an expert

5 Conclusion

In this paper, we took a step towards automating the process of narrative extrac-
tion from a document, such as a set of tweets. The results obtained show that
our methodology can extract triples similarly to what is done by state-of-the-
art models, while innovating by providing a complete pipeline that produces
annotations and visualizations of the narrative. Tweet2Story is a first step in
the direction of automatic narrative extraction, therefore it still has room for
improvements. One possible future direction would be to improve the entity
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relation extraction mechanism (Table 1), which sometimes overlooks important
parts of the narrative.
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Abstract. Argumentation Mining (AM) is a growing sub-field of Natu-
ral Language Processing (NLP) which aims at extracting argumentative
structures from text. In this work, neural learning and symbolic reasoning
are combined in a system named N-SAUR, that extracts the argumen-
tative structures present in a collection of texts, and then assesses each
argument’s strength. The extraction is based on Toulmin’s model and
the result quality surpasses previous approaches over an existing bench-
mark. Complementary scores are also extracted and combined with a
set of rules that produce the final calculation of argument strength. The
performance of the system was evaluated through human assessments.
Users can also interact with the system in various ways, allowing for the
strength calculation to change through user-cooperative reasoning.

Keywords: Natural language understanding · Machine learning ·
Neural-symbolic approaches · Argumentation mining

1 Introduction

Argumentation and debate constitute a vital part of human societies. Recent
developments in artificial intelligence are being applied to analyzing and simulat-
ing this human cognitive activity. In particular, Argumentation Mining (AM) is
a growing sub-field of Natural Language Processing (NLP) with many practical
applications in areas that include law, healthcare, and e-government [1], aim-
ing at the extraction of the argument structures present in text. This includes
perceiving the core idea of a document, and further distinguishing relevant from
irrelevant segments of text (i.e., the Argumentative Discourse Units (ADUs) [13])
with respect to that idea, together with the relations that may exist among them,
according to a chosen argumentation model.

Understanding whether a given piece of evidence supports a given claim, or
whether two claims attack each other, are complex problems that humans can
address thanks to their ability to exploit commonsense knowledge to perform
reasoning and inference. Despite the remarkable impact of deep neural networks

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. Moniz et al. (Eds.): EPIA 2023, LNAI 14115, pp. 389–401, 2023.
https://doi.org/10.1007/978-3-031-49008-8_31
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in NLP, these techniques alone will likely not suffice to address the complex issues
associated with AM, motivating the development of techniques that explicitly
consider knowledge expressed in the form of rules and constraints.

This paper presents a Neural-Symbolic Argumentation Mining system with
User-Cooperative Reasoning (N-SAUR), which uses neural technology to extract
and label ADUs from texts, based on the Toulmin argumentation model [15], fol-
lowed by a symbolic AI approach to reason about the previously collected infor-
mation. Reasoning is performed through a set of Problog rules, which attempt
to calculate how strong a given claim is, in regards to its argumentative power.

2 Related Work

We now present relevant sub-symbolic and neural-symbolic approaches, previ-
ously described in the literature.

Sub-Symbolic Methods to Argumentation Mining: In [16], two types
of Argumentation Mining (AM) are defined: close-domain discourse level and
information-seeking. The former refers to identifying the structure of the argu-
ments, and the latter to extracting the implicit meaning of the arguments, as
well as the claims they are defending. The authors defined an argument as an
atomic piece of text, thus not requiring any context. Using BERT and FLAIR
models to implement a slot-filling approach based on token-level annotations,
they were able to extract ADUs. Data supporting the experiments consisted of a
large amount of text on controversial topics, so that discussion was present and
arguments from different points of view would appear.

Open-domain AM was tackled in [11], searching in a pool of documents for
arguments on a given topic, both supporting and refuting the main topic. The
results emphasize the importance of (1) using contextualized word embeddings
(e.g., from BERT), and (2) the need for clustering similar arguments, to simplify
the argumentative structure before classification. An approach to AM across
different languages was described in [3], emphasizing the importance of training
on same-domain corpora, as the context and the theme of an argumentative text
are crucial for it to be understood.

Regarding argumentative models, in [16] the authors used a simple binary
PRO/CON classification scheme, in which ADUs are either for or against the
topic of the text at hand. In [9], the authors used a slightly more complex
structure, in which an ADU could either be a premise, a claim, or a major
claim. Premises support claims, which in turn either support or attack major
claims, of which a text can have just a few. Other authors have instead used
a modified Toulmin model [7], represented on the right-hand side of Fig. 1 and
based on the original model shown at the left-hand side. This model features
claims, that can be supported by either backing or grounds, and attacked by
rebuttals, which can, in turn, be attacked by refutations.

Neural-Symbolic Methods to Argumentation Mining: An extensive anal-
ysis on the combination of learning and reasoning is described in [6]. The former
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Fig. 1. Toulmin’s original model and the modified Toulmin model [7], respectively on
the left and right-hand sides. Both diagrams are adapted from [7].

is usually implemented with neural techniques and the latter with symbolic
approaches. The authors propose the combination of both approaches, naming
it neural-symbolic computing. On the other hand, the authors of [5] called for a
“leap forward” in Argumentation Mining (AM) by integrating both sub-symbolic
and symbolic approaches. They showed some examples of logical inference tools
(including defeasible inference and DeepProbLog [10]).

A new task, Argument Explicitation (AE), was proposed in [9]. Besides
detecting the arguments present in a text, AE also (a) tries to explain them
(i.e., enhancing them with knowledge that is retrieved on-the-fly), (b) tries to
make the missing premises (called enthymemes) explicit, and (c) assesses the
arguments’ validity, by either fact-checking or, in case of a subjective conclu-
sion, performing enthymeme reconstruction, making it evident for the user that
the argument that is being made assumes a given implicit premise, and making
it the user’s responsibility to assess its validity. In the same paper, a framework
for the task is proposed, combining different kinds of explicitation.

3 The N-SAUR System

We propose a Neural-Symbolic Argumentation Mining with User-Cooperative
Reasoning (N-SAUR) system, which receives as input a collection of argumen-
tative texts that fall into a single topic of discussion, and then calculates the
strength of each claim that is present in the documents, scoring them with a
value from 0 to 1 that can be read as the likelihood of each claim being a strong
one, with regard to its argumentative power.

N-SAUR is divided into three tasks (see left-hand side of Fig. 2), namely (a)
recognition of all the ADUs in the document collection, and (b) complementary
ADU scoring, which is itself composed of (b1) quality and natural language
inference scoring, and (b2) the final logical calculation.

ADU Recognition and Expression: After receiving the text collection as
input, the first task the system performs is individual to each text, and concerns
detecting and classifying all relevant spans of text for the argumentation that is
taking place in every single document. The encoded information includes each
ADU’s text content, as well as their classifications and relations, according to
the modified Toulmin model (right-hand side of Fig. 1).
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Fig. 2. The N-SAUR system architecture.

Neural Complementary Scoring: With all ADUs extracted and their clas-
sifications and relations encoded, the next components of the system aim at
perceiving how strong, with regard to its argumentative power, each claim is.
The local context of an argument, i.e. all the argumentative structure leading
to the final idea, i.e., the claim, is represented by the expressed classifications
and relations among the extracted ADUs. The more a claim is supported or
attacked, the stronger or weaker it is, respectively. Each extracted ADU will be
scored according to its inherent argumentative power, by the Quality Scoring
Unit. The stronger the quality of an ADU that is supporting or attacking a
claim, the stronger or weaker that claim should be, respectively.

Additionally, the system will assess the relations between all the ADUs from
documents about the same topic. For that, all possible pairs of ADUs are scored
by the Inter-Text Natural Language Inference Scoring Unit. This infor-
mation enables N-SAUR to derive additional support/attack relations, thus get-
ting more data to assess a claim’s strength. A claim will be supported or attacked
by an ADU if that ADU is entailed by another one that in turn supports or
attacks the claim, respectively.

Final Calculation: With all the previously gathered scores, the system is now
able to calculate the argumentative strength of each claim in the collection of
input documents, using a set of rules and probabilistic logic. Additionally, N-
SAUR enables users’ input for a claim’s strength calculation. We call this ability
user-cooperative reasoning.

Argument Segment Recognition Unit: The first component in the N-SAUR
pipeline aims at detecting the relevant spans for the argumentative structure
of each text, as well as the corresponding classifications. All word tokens are
classified using a BIO encoding (Beginning, Inside, Outside) for the classes claim,
grounds, backing, rebuttal, or refutation. Several deep learning BERT-based
models from the HuggingFace Transformers library were tested, fine-tuning them
to this task with the Argumentation in User-Generated Content Dataset [7]. The
best model, BERT Large Cased [2], was chosen.
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Post-Recognition Processing: With all tokens classified, the next module in
the pipeline aggregates the tokens into the spans of text with a classification,
expressing the ADUs. Afterwards, according to the modified Toulmin model,
the system encodes the relations that exist among all ADUs from the same text.
For a relation to occur, the distance between the given ADUs is not taken into
consideration, and if a backing and a claim are detected in the same text they
have a relation of support. If there is more than one possible relation, then all
of them are encoded with equal probability for each target (e.g., two claims and
one premise means that there is a 50% chance of the premise supporting either
of the claims). This is the first part of the pipeline that introduces probabilistic
logic, using Problog, which will then be propagated forward.

Natural Language Inference Scoring: All the extracted ADUs, as well as
their classifications and relations, are organized into all possible inter-text pairs,
in order to perform Natural Language Inference (NLI). This task takes two
sentences and determines if there is a relation of entailment, contradiction, or
neutrality between them. For that, a DeBERTa model [8] from the HuggingFace
Transformers library, which is already fine-tuned for the NLI task, was used. The
model produces, for each pair, a probability distribution for the three classes -
neutrality, entailment, or contradiction. From all these results, the pairs for which
neutrality has the highest probability are discarded. A sample of pairs is then
drawn according to the highest majority probability, balanced according to the
entailment and contradiction classes.

Quality Scoring Unit: In addition to the support it has, a claim’s strength
is also influenced by its own inherent quality. Besides that, it is also possible
to consider the inherent quality of its supporters and attackers. This way, any
given ADU that is a source of a relation to a given claim can have its quality
measured and used as a weight of that relation.

Given the aforementioned ideas, all extracted ADUs, and not only claims,
are scored for quality. Experiments were made with several other BERT-based
models from the HuggingFace Transformers library (including RoBERTa) and
BERT was chosen. This model was trained for quality scoring using the IBM-
Rank [14] dataset, which contains statements and their corresponding scores,
from 0 to 1. In order to perform the fine-tuning, a regression head was added to
the output of BERT, so that the neural model outputs a score between 0 and 1.
All ADUs already mined by the pipeline are scored in this way.

Claim Strength Probability Scoring: With all the previously gathered infor-
mation, N-SAUR can now calculate how strong each of the extracted claims is,
using Problog, which is used to encode all the information to be given as input
to probabilistic reasoning. There are three sources of data to be expressed in
Problog facts, namely the ADU extractions per se, and the results from the two
scoring units.

Both classifications and relations are extracted simultaneously, since the lat-
ter are implicit in the former, given the argumentation model being used. The
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following code snippet shows an example of the Problog encoding for a document
with two claims. The predicate support(XX, YY) means XX supports YY.

1 cla im ( c1 ) .
2 c la im ( c2 ) .
3 grounds ( g1 ) .
4 0 . 5 : : support ( g1 , c1 ) .
5 0 . 5 : : support ( g1 , c2 ) .

For the other sub-processes of data, Problog facts are also used. In the fol-
lowing code snippet, the probability of each fact is given by the quality score and
from the NLI result (i.e., the probability of the most likely label from the neural
model, given that it is not neutral), respectively. The predicates entail(XX, YY)
and contradict(WW, ZZ) mean XX entails YY and WW contradicts ZZ.

1 0 . 8 7 : : qua l i t y ( c1 ) .
2 0 . 7 8 : : qua l i t y ( c2 ) .
3 0 . 3 3 : : qua l i t y ( g1 ) .
4 0 . 8 5 : : qua l i t y ( g2 ) .
5 0 . 5 4 : : e n t a i l ( g1 , g2 ) .
6 0 . 3 8 : : c on t r ad i c t ( g2 , c2 ) .

The Problog facts are fed into the final calculation unit, which joins them with
the strength calculation program. The following set of rules makes it possible
to derive a support/attack relation from a combination of entailment and other
support/attack relations, to which we add the quality score of the newly created
relation’s source.

1 support (A,C) :− support (A,B) , e n t a i l (B,C) , qua l i t y (A) .
2 support (A,C) :− support (B,C) , e n t a i l (B,A) , qua l i t y (A) .

Given all facts from previous code snippets, we can derive a support relation
between g2 and c1, because of the entailment between g1 and g2.

The following code snippet shows the next abstraction level in the strength
calculation. It is possible to compute how much a given claim is opposed by
other ADUs, as given by how much it is attacked, and also according to whether
there is a contradiction in the ADUs that support it (Lines 1–2). This is then
used to calculate how much the claim is endorsed (Line 3). Furthermore, a claim
can also be supported by user input, under a support form, being expressed as
a different kind of endorsement (Line 4).

1 oppose (C) :− c la im (C) , at tack (A,C) , not ( attack ( ,A) ) .
2 oppose (C) :− c la im (C) , support (A,C) , c on t r ad i c t (A,C) .
3 endorse (C) :− c la im (C) , support ( ,C) , not ( oppose (C) ) .
4 u s e r endo r s e (C) :− c la im (C) , user (A) , support (A,C) .

Finally, the claim’s strength is given by combining the endorsement, the
quality of the claim itself, and, if there is any, the users’ inputs:

1 s t r ength (C) :− endorse (C) , qua l i t y (C) ; endorse (C) ,
qua l i t y (C) , u s e r endo r s e (C) .
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It is worth noting that although the previous rules are not assigned to any
probabilities, the probabilistic facts will propagate them, yielding very expressive
results. As such, each claim’s strength will be calculated with regard to several
probabilistic facts. Moreover, a user can change each fact’s probability in order
to check the results yielded by the change. It is also possible to vote directly on
how strong a claim is. With several votes, expressed as a number from 0 to 1,
N-SAUR will, arguably, get closer to the real strength of a given claim.

Fig. 3. The AUGC dataset distribu-
tion of ADU classes.

Fig. 4. Quality score distribution on
the IBMRank dataset [14].

4 Experimental Setup

This section provides a characterization of the data supporting our experiments,
together with the evaluation methodology and the corresponding results.

4.1 Data

N-SAUR has three neural units, two of which were fine-tuned before their usage:
the Argument Segment Recognition and the Quality Scoring units. The Argu-
mentation in User-Generated Content (AUGC) dataset [7] was used to fine-tune
the BERT Large model used for argument span recognition. The dataset is
divided into three parts: an unlabeled raw corpus, a version with annotations
regarding persuasiveness, and a version with annotations regarding argument
structures. For this work, only the last part was used. It contains 340 small
texts about six different controversial topics relating to education: homeschool-
ing, mainstreaming (including children with special needs into regular classes),
prayer in schools, public versus private schools, redshirting (postponing chil-
dren’s kindergarten entrance), and single-sex education. All these texts were
collected from internet users’ posts on blogs or forums, comments, or articles.
The distribution of the ADU classifications is represented in Fig. 3.

In turn, the IBMRank dataset [14] was used to train the model for quality
scoring. To create this dataset, human annotators were asked to label sentences
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as good or bad, as well as to decide what was the best one out of a random
pair. These results were then converted into a numerical label and the data was
cleansed according to factors such as the annotator agreement and the difference
in quality between arguments. The IBMRank dataset contains 5297 sentences
with lengths between 36 and 275 characters, which were split into training and
testing folds of 90% and 10% of sentences, respectively. The quality score distri-
bution across the data is shown in Fig. 4.

4.2 Evaluation Methodologies

N-SAUR can be evaluated both holistically and in terms of its specific underlying
components, namely the neural models that were fine-tuned.

Assessment of the Argument Segment Recognition Unit: Topic-wise
cross-validation was performed (see Sect. 4.1), and F1 scores were measured over
all possible token classifications. Macro-F1 scores, across all topics by class and
also across all classes by topic, were also calculated.

Assessment of the Quality Scoring Unit: We used the Mean Absolute Error
(MAE) for model assessment, given by:

MAE(r, p) =
1
n

n∑

i=1

|ri − pi|, (1)

where ri and pi refer to each n real and predicted values, respectively.

Holistic Assessment: To evaluate the final results, the performance of N-
SAUR was compared to real people’s assessments. To do that, the public vs
private schools topic was chosen, since it was thought to be a topic most people
have already an opinion about, and requires no further explanation. A sample
of 30 claims was drawn from the total set of claims collected by N-SAUR. The
participants were asked to compare pairs of claims and indicate which one was
the best. Many times, however, the claim text itself is not enough, so a context
was added, composed of all the ADUs that had a relation (attack or support)
with the claim. Given this information, the goal was to get the ranking of 30
claims with pairwise comparisons. A reasonable number of pairs to sample was
between 86 and 138, to have correct results with a probability of 2/3 [12]. Hence,
104 unique pairs were divided into 13 surveys of 8 questions each.

Two experiments were made with the gathered data. The first one aimed
at contrasting the performance of N-SAUR with the annotators in regard to
pairwise comparisons. For each pair of claims, the annotators’ and N-SAUR’s
picks as the stronger claim were compared. The annotators’ pick is determined
by a majority vote, and the system’s pick is the claim with the highest strength
score. To refine the results, the pairs are organized by how much consensus
there was among the annotators, namely from 50 to 66.7%, from 66.7 to 83.3%,
and from 83.3 to 100%. For each bin, an accuracy score can be calculated by
considering pairs in which both the annotators’ and the system’s picks for the
stronger claim are the same, as successful.
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The second experiment started by producing a ranking of all 30 claim
pairs. To do so, each of the pair’s majority stance was used for a Borda count
method [4], in order to score each claim. On the other hand, N-SAUR also pro-
duces a ranking, by means of its assigned strength scores. The two rankings were
compared with the Normalized Discounted Cumulative Gain (NDCG) [17], con-
sidering the result of the Borda count method as a relevance score. The NDCG
value for a list of results p is given by:

nDCGp =

∑p
i=1

2reli−1
log2(i+1)

∑|RELp|
i=1

2reli−1
log2(i+1)

, (2)

where reli is the relevance of the given item, and |RELp| is the ordered list of
relevant items.

Table 1. Fine-tuning results of BERT Large Cased using the AUGC dataset.

Tags MS RS HS PPS SSE PIS Macro-F1

O 0.957 0.999 0.994 0.988 0.993 0.999 0.988

B-Backing 0.872 0.966 0.898 0.922 0.967 0.947 0.929

I-Backing 0.941 0.997 0.994 0.983 0.988 0.95 0.976

B-Claim 0.788 0.857 0.949 0.841 0.929 0.903 0.878

I-Claim 0.853 0.918 0.986 0.933 0.939 0.927 0.926

B-Premise 0.886 0.932 0.934 0.959 0.919 0.942 0.929

I-Premise 0.957 0.996 0.986 0.984 0.985 0.989 0.983

B-Rebuttal 0.583 0.400 0.557 0.615 0.700 0.800 0.609

I-Rebuttal 0.929 0.847 0.841 0.869 0.952 0.729 0.861

B-Refutation 0.000 0.000 0.000 0.000 0.000 0.000 0.000

I-Refutation 0.000 0.442 0.806 0.879 0.065 0.000 0.365

Macro-F1 0.706 0.759 0.813 0.816 0.767 0.744 0.768

AUGC 0.188 0.257 0.197 0.203 0.194 0.166 0.201

4.3 Experimental Results

We now present and discuss the results obtained for each of the parts.

Assessment of the Argument Span Recognition Unit: The results of
the fine-tuning for argument span recognition are presented in Table 1, divided
into the 6 topics of the AUGC dataset, that constituted the folds for cross-
validation training of a BERT Large Cased model. It is worth pointing out
that our approach yielded better results than those presented for the original
benchmark, which used an SVM classifier [7] in the same cross-domain setting.
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The public vs private schools topic was chosen for subsequent analysis, and a
confusion matrix for its results is presented in Fig. 7.

It is also possible to draw a comparison between the number of examples
for each ADU class (see Fig. 3) and result quality. Even though state-of-the-art
neural models surpassed the previous benchmark, the argumentation model is
perhaps too complex to perform this kind of automated recognition, especially
regarding the refutation class, thus justifying the tendency for choosing simpler
models. On the other hand, the poor performance on some classes may be due
to a lack of enough data (e.g., for the neural models to distinguish premises and
refutations/rebuttals effectively).

Assessment of the Quality Scoring Unit: We measured an MAE of 0.173,
which represents a small difference between predictions and real scores, yield-
ing a good determinant of each ADU’s quality, and consequently an accurate
contribution to the pipeline.

Holistic Assessment: For the human vs N-SAUR performance comparison,
50 people responded to the aforementioned surveys. Almost all the participants
(94%) were between 18 and 29 years old, and only a small minority (8%) claimed
not to have previously watched nor participated in any debates. All pairs of
claims were evaluated at least three times.

Fig. 5. N-SAUR pairwise performance
by consensus.

Fig. 6. N-SAUR pairwise performance
without quality scoring.

Accuracy for the first experiment is presented in Fig. 5. It is possible to see
that for all bins, there was a majority of correctly classified pairs, which is then
reflected in the accuracy (curve in blue), being always above the 50% mark
(grey dashed line). This measure is higher on the first bin, perhaps because of
its small amount of pairs. On the other hand, with the remaining two bins, the
system’s performance goes up with the consensus of annotators’ votes, as can
be seen by the accuracy increase from the second to the third bin. In the second
experiment, the overall ranking of N-SAUR, contrasted with the one produced
by the annotations as the ground-truth, yielded an NDCG score of 0.830.
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In order to further validate the previous results, another experiment was car-
ried out, in which quality scoring was removed and the aforementioned assess-
ment metrics were calculated. Rankings by the system were in this case per-
formed according to rules without a quality predicate. The pairwise comparison
results are represented in Fig. 6, which shows that the results are worse than the
original N-SAUR. The NDCG experiment, however, measured a value of 0.853,
being slightly better. These results show that sometimes a single measure may
not be enough, and perhaps the NDCG is better because the sample size of
30 claims may have been too little. Nevertheless, further analysis with a larger
quantity of annotations is required.

Overall, the experiments suggest that N-SAUR was capable of perceiving
some of the same patterns humans use to make their judgments. The results
also open the door for further investigation, aiming at establishing benchmarks
considerably higher than 50% on the claim’s strength prediction task.

5 Conclusions and Future Work

We presented a Neural-Symbolic Argumentation Mining with User–Cooperative
Reasoning (N-SAUR) system, following the argument made in [5] for combining
both symbolic and sub-symbolic techniques (with the additional optional user
interaction) to perform Argumentation Mining (AM) and further reasoning with
the results. We used state-of-the-art neural methods for NLP to extract the argu-
mentative structures from text documents and classify them formally, followed
by the gathering of natural language inference relations and quality scores. All

Fig. 7. Confusion matrix for the public vs private schools topic.
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this information is encoded in Problog, and claim strength scores are calculated
through probabilistic reasoning, with the option of user participation.

N-SAUR is innovative in various ways: it combines two approaches of AI,
which are usually separate, applying them to an NLP sub-field of growing impor-
tance. It also used a complex argumentative model, surpassing existing bench-
marks. Moreover, it embodies a framework in which more models, complemen-
tary scores, and even user votes can be added, with the end goal of coming
increasingly closer to the real strength prediction of an argument clause.

Future work in neural-symbolic AM should consider tackling the problem
with a more complex set of rules, attempt to cluster similar claims [11], and
add more complementary neural scores (e.g., probabilities associated with ADU
recognition), so as to yield more fine-grained results. Future work should also
further investigate the calibration of the probability scores output by the neural
models and add the user-cooperative aspect to the experiments. Moreover, a
full integration of DeepProbLog [10], allowing for all the probabilities used in
Problog to be computed end-to-end by a neural network, should be attempted.
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Abstract. Event extraction is an Information Retrieval task that com-
monly consists of identifying the central word for the event (trigger)
and the event’s arguments. This task has been extensively studied for
English but lags behind for Portuguese, partly due to the lack of task-
specific annotated corpora. This paper proposes a framework in which
two separated BERT-based models were fine-tuned to identify and clas-
sify events in Portuguese documents. We decompose this task into two
sub-tasks. Firstly, we use a token classification model to detect event
triggers. To extract event arguments, we train a Question Answering
model that queries the triggers about their corresponding event argu-
ment roles. Given the lack of event annotated corpora in Portuguese, we
translated the original version of the ACE-2005 dataset (a reference in
the field) into Portuguese, producing a new corpus for Portuguese event
extraction. To accomplish this, we developed an automatic translation
pipeline. Our framework obtains F1 marks of 64.4 for trigger classifica-
tion and 46.7 for argument classification setting, thus a new state of the
art reference for these tasks in Portuguese.

Keywords: Event extraction · Question answer · Corpus translation

1 Introduction

Over the years, event extraction has been extensively studied and found to be
a difficult information extraction task [17]. It aims to extract structured data
regarding “something that happens” in a text, often understood as a specific
occurrence involving one or more participants. According to the Automatic Con-
tent Extraction (ACE) 2005 annotation guidelines [1], this involves an event
mention, trigger, type, argument and corresponding role:

– Event mention: a phrase or sentence in which an event occurs, including
one trigger and an arbitrary number of arguments.

– Event trigger: the word that expresses an event occurrence.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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– Event type: represents a high-level categorization of events based on their
general semantic meaning. It can be composed of sub-types that provide a
more specific categorization of events.

– Event argument: an entity mention, temporal expression or value that
serves as a participant or attribute with a specific role in an event mention.

– Argument role: indicates the semantic relationship of the argument within
the event, such as the agent that performs the action, the time or location of
the event, etc.

Typically, event mentions consist of an event trigger and their corresponding
event arguments. Consider the following sentence, which illustrates the process
of automatically identifying and classifying the event triggers and their corre-
sponding arguments found in the text.

“Elvis Presley morreu de ataque card́ıaco em 1977, Memphis, Tennessee.”
(Elvis Presley died of a heart attack in 1977, Memphis, Tennessee.)

In this example, the word “morreu” (died) is an event trigger of type Life.Die
and “Elvis Presley” is an event argument with role Victim.

While several English event extraction systems already exist [2,25,36], they
reveal poor portability to other languages due to dependencies on English anno-
tated textual resources. In this paper, we aim to tackle this problem in the
context of the Portuguese language.

In particular, we aim to develop a method that allows for the extraction of
event mentions by leveraging the power of Transformers-based models [34]. To
address this problem, we divided the event extraction task into two sub-tasks:
Trigger extraction and Argument Extraction.

We approach trigger identification and classification as a Token Classifica-
tion task. Then for the Argument extraction, we use a Question Answering
(QA) model (inspired by Du et al. [9]) where we question the event trigger
about its corresponding event argument roles. To perform these tasks, we used
BERTimbau [33], a BERT [6] model pre-trained on Portuguese textual data.
We fine-tuned this model with event annotations from a Portuguese translated
version of ACE-2005 [7], containing textual data annotated with event triggers
and corresponding arguments. For the QA task, we also experimented with the
SQuAD [30] dataset in order to train our model to perform extractive QA.

Since ACE-2005 was not available in Portuguese, and the Portuguese anno-
tated corpora we found [4,10] did not contain explicit annotations for both event
triggers and arguments, we decided to automatically translate the ACE-2005 cor-
pus from English to Portuguese. For this purpose, we developed a translation
pipeline that enabled us to automate the translation and alignment tasks. This
translated dataset is an important contribution to this current work.

The main contributions of this work are listed below:

– A pipeline for dataset translation and annotation alignment that allows the
translation of annotated datasets to the Portuguese language.
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– Based on this pipeline, we produced a new dataset by translating ACE 2005
for Portuguese, which is already in the process of being accepted at the Lin-
guistic Data Consortium (LDC) repository.

– Using the Portuguese version of ACE-2005 corpus, we produced and deployed
event extraction models. These models correspond to a baseline for Por-
tuguese event extraction.

– Based on the produced models, we developed and made available on Hug-
gingface Hub, an event extraction framework for the Portuguese language.

2 Related Work

Event extraction is a fundamental task in Natural Language Processing (NLP)
that has been widely researched in recent years mainly for English and with
less attention to other languages. Over the years, several approaches have been
proposed to tackle this task, ranging from traditional rule-based methods to
more advanced machine learning and deep learning techniques [14,18].

Recent works Du et al. [9] have demonstrated promising results using QA
models in event extraction. The authors leveraged BERT [6] models fine-tuned
on the ACE-2005 corpus, to identify event triggers and corresponding arguments.

Huang et al. [13] addressed event extraction by using Zero-Shot Learning
to handle the scarcity of annotated data and the limited range of event types,
which constrains the applicability of this task to certain domains. They drew
inspiration from Pustejovsky et al. [26], who proposed that the semantics of an
event structure can be generalized to different event mentions. Following this
idea, they used an event ontology that defines structures for each event type.
The authors used Abstract Meaning Representations (AMR) [3] to identify the
event triggers and argument candidates, constructing a structure for each event.

Although event argument extraction has been primarily approached as a
sentence-level task, it should be noted that in real-world scenarios, the arguments
of an event can be dispersed across multiple sentences. To address this problem,
Li et al. [19] propose a document-level approach for argument extraction. They
use a generative model (BART [16], T5 [28]) that is conditioned by the input
sequence and unfilled templates created from an event ontology. The model is
responsible for filling those templates with a limited vocabulary in order to
prevent it from “hallucinating”.

Despite the advances in this particular area, little has been done for the Por-
tuguese language. Quaresma et al. [27] implemented an Event Extraction frame-
work for the Portuguese language, focused on the crime investigation domain.
Their framework relied on Semantic Role Labeling to extract event arguments
and was validated on PropBank [10] corpus. The authors did not classify events
by type and instead focused on the roles provided by the SRL schema, such as
Actor, Place, Time, and Object. Consequently, it would be difficult to compare
their work with ours as ACE-2005 contains 33 different event types.

The same applies to the work developed by Costa and Branco [5]. They used
feature engineering combined with a decision tree trained on the TimeBankPT
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corpus to extract events from Portuguese texts. However, the TimeBankPT cor-
pus event annotations only contain the following event types: REPORTING,
OCCURRENCE, STATE, I STATE, and I ACTION. These annotations lack
detail on event structure compared to ACE-2005, specifically the event argu-
ments and roles.

3 Methodology

This section will discuss the methodologies used to extract event triggers
(Sect. 3.1) and event arguments (Sect. 3.2). To achieve this, we fine-tune a Por-
tuguese BERT model [33] with a Portuguese-translated version of the ACE-2005
corpus (more details in Sect. 4.1). We fine-tined the model for token classifica-
tion and Question Answer tasks to extract event triggers and event arguments,
respectively.

3.1 Trigger Extraction

For the first task, we train a model that identifies and classifies event triggers.
The task is formulated as a token classification one. Given a sequence of N1

tokens W = [w1, w2, ..., wN1] and a fixed set of event types (None type included)
of length N2 A = [a1, a2, ..., aN2] our model assigns each token from W to their
corresponding label from A.

To perform this task we used BERTimbau [33], a BERT-based model that was
pre-trained on Portuguese texts. We fine-tuned this model on token classification
using the Portuguese-translated version of the ACE-2005 corpus. For that, we
converted the translated corpus to the IOB scheme [31] (Beginning, Inside and
Outside) where a label is assigned to each token of the text sequence. We consider
the 9 event types and 33 event sub-types contained in ACE-2005 as labels for
token classification task.

3.2 Argument Extraction

To extract arguments from the text, we used extractive QA, where we formulated
questions about the event to obtain the argument roles. These questions are
influenced by each specific trigger word. Given a sentence S and a question Q,
this task aims to find the token span offsets where the corresponding answer a
lies in S. In order to accomplish this objective, we fine-tuned the BERTimbau
model in a QA task.

The input sequence format is described below:

[CLS] question(Q) [SEP] sentence (S)[SEP]

In this format, we have the BERT classification token CLS and the SEP token
that separates the S and Q input text sequences. The model outputs logits for
the start (astart) and end (aend) positions of the answer to each token of the input
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sequence. Before selecting the most probable answer offsets, several validations
must be performed to ensure that the answer span is valid. For instance, the
answer a should be fully contained within the sentence S and not part of the
question Q; The start offset astart cannot be greater than the end offset aend,
etc. These validations are common procedures in the QA task.

Questions Generation In the following, we outline how we generated the
actual questions for fine-tuning the model. We adopted a template-based app-
roach, similar to Du et al. [9] and Lyu et al. [22]. Based on the event type,
we can determine the appropriate questions to ask in order to extract specific
arguments. In ACE-2005, each event type has a predetermined set of argument
roles. We generated a question template for each event type by creating a set of
questions (in Portuguese) based on the event type’s corresponding roles. Each
question of the template expects to obtain as an answer the argument associated
with each role. We referred to the argument roles description provided in the
ACE-2005 annotation guidelines to generate these questions.

Table 1 contains the questions used to extract the arguments of an event
type LIFE.DIE. Following the guidelines [1], we know that this event type can
have five different argument roles: Agent, Victim, Instrument, Time and Place.

Table 1. Question templates for the event type LIFE.DIE.

Role Question (Portuguese) Question (English)

Agent Quem é o assassino? Who is the assassin?

Victim Quem morre? Who died?

Instrument Qual é o instrumento utilizado? What is the used instrument?

Time Quando ocorre a morte? When is the death?

Place Onde ocorre a morte? Where is the death?

Then, to contextualize the question within the event mention, we concatenate
it with the event trigger word, a method that has shown to improve the model
results [9]. We use the following question format: {question} + in {trigger}?.
For instance, in our example of Sect. 1, we have an event of type LIFE.DIE. In
order to extract the argument role Time, the following question is generated:

Quando ocorre a morte + em morreu?
(When is the death + in died?)

Given this prompt, the model should output the answer span corresponding to
“em 1977” (in 1997). The model uses the generated questions to extract each
argument role from the text. Given an event mention and an event trigger, we
replicate this procedure for all the event arguments.
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Impossible Answer It’s important for the model to be able to identify ques-
tions that do not have a correct answer. In fact, not all event argument roles
can be found in every event mention. For instance, in the example provided,
the Agent argument role cannot be found in the text, which implies that the
question “Who is the assassin?” should not have a correct answer.

To address this problem, we trained the model to predict the “impossible”
answer. During the training phase, we gave the model several questions without
any answer. In these cases, the answer span offsets are assigned to the index 0 of
the input sequence corresponding to the BERT CLS token. By doing so, during
inference, our model is able to filter out the roles that may not be present in
the text by giving the highest probability to the CLS token. In that case, we
consider that the argument role is not present in the current event mention.

4 Data

When it comes to the event extraction task, ACE-2005 is considered the stan-
dard corpus in this field. While other corpora such as PropBank focus on the
annotation of predicate-argument structure, ACE-2005 goes beyond this by pro-
viding information on the overall event structure, including the event type and
its corresponding argument roles. It is available in English, Chinese, and Arabic,
however, there is no version of this dataset in Portuguese. We decided to take
the effort of translating the dataset, thus being able to work with this valuable
resource for Portuguese. In this work, we used a translated version of ACE-2005
in Portuguese, which contains 5 526 event mentions consisting of 5 526 event
triggers and 9 649 corresponding event arguments.

We have also used the well known SQuAD corpus [30] for training an extrac-
tive question answering model. It consists of articles obtained from Wikipedia
and a set of corresponding questions and answers about each article. In this
work, we used two versions of this dataset: SQuAD1.1, which contains 100 000
questions and respective answers; SQuAD2.0 [29], which contains 150 000 ques-
tions and answers. The latter version contains all the questions from version 1.0,
however, it contains 50 000 additional questions that have no correct answers.
In version 2.0, one must consider the impossible answer scenario when finding
the correct answer, creating a more challenging QA task. A Portuguese version
of SQuAD 1.0 was already available from the Deep Learning Brasil Group1,
however, we took the effort of translating version 2.0.

4.1 ACE-2005 Translation

In this section, we provide an overview of the ACE-2005 corpus translation pro-
cess. Although we use automatic translation, translating an annotated dataset
can become particularly challenging when it comes to aligning its annotations.
In fact, mismatches can occur between the annotations and their occurrences in

1 http://www.deeplearningbrasil.com.br/.

http://www.deeplearningbrasil.com.br/
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the corresponding sentence. For instance, in sentence “The troops land on the
shore”, ACE-2005 states that the trigger “land” should be extracted. However,
the word “land” is translated to “terra” (land as a noun) in isolation and to
“desembarcam” (land as a verb) in context.

In the pre-processing2 of ACE-2005, each event annotation was assigned to its
corresponding text sentence. Then, we automatically translated each sentence,
its corresponding triggers and arguments. These translations resulted in anno-
tations’ miss-alignments i.e., translated annotations that were not contained in
the translated sentences. In order to align these cases, we developed an align-
ment pipeline that is composed of four components: lemmatization, multiple
translations, a BERT-based world aligner and fuzzy string similarity.

Regarding lemmatization, instead of directly matching the annotations to
their respective sentence, we calculated lemma tokens from both the translated
sentence and the corresponding translated annotations. Then, we performed the
matching process using these lemma tokens. If that method was not able to
find a match, we proceed to the next element of the pipeline. In particular, we
used Microsoft Dictionary Lookup API to retrieve alternative translations of the
event annotations and tried to match them in their sentences.

The third component of our pipeline involved aligning the annotations with a
parallel corpus word aligner, proposed in Dou et al. [8]. In practice, we used the
embeddings retrieved from the BERT-Multilingual model [6] in order to compute
the correspondence between each token of the source sentences (English) and the
translated sentences (Portuguese). Then by looking at the English annotations
words, we calculated the corresponding Portuguese annotations.

Finally, if the previous approaches could not solve the miss-alignment, we
used character-level similarity algorithms such as Levenshtein distance [15] and
Gestalt pattern matching [32]. This approach allowed us to identify the substring
within the sentence that was most similar to the annotations.

4.2 SQuAD Translation

In this work, we used a version of SQuAD1.1 that had been previously trans-
lated into Portuguese. To create a Portuguese version of the SQuAD2.0 dataset,
we automatically translated the additional 50,000 impossible questions. Since
these questions do not have a valid answer within the article’s text, performing
annotation alignments to this dataset was unnecessary.

5 Modeling

To validate our approach we use the translated ACE-2005 corpus for training
and testing, as well as the translated SQuAD datasets for modeling question-
answering. We aim to assess the following: (1) the success of the trigger iden-
tification and classification approach; (2) the success of the question answering

2 https://github.com/nlpcl-lab/ace2005-preprocessing.

https://github.com/nlpcl-lab/ace2005-preprocessing
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approach for argument classification; (3) the impact of training the model to
detect the absence of event arguments. Given the lack of other works in Por-
tuguese, we compare our work with the results obtained by state of the art
approaches for the same tasks on the original ACE-2005 corpus.

Our first setup was to fine-tune the BERTimbau model [33] with the train
split from our translated version of ACE-2005 (BERT-PT-ACE05). We used
the event trigger annotations to train the token classification model and the
argument annotations to train the QA model.

Then, for the argument extraction task, we used an existing Portuguese QA
model [12] (pre-trained on SQuAD1.1 dataset ) and fine-tune it with the ACE-
2005 data (BERT-PT-SQuAD1.1-ACE05). The motivation of this approach con-
sisted of teaching the model to answer general questions first and then using that
knowledge to answer our event-driven questions to extract the event arguments.
Due to the nature of the SQuAD1.1 dataset, the Portuguese QA model [12] is
not able to output impossible answers.

Next, we tested a similar approach, but instead of using a QA model based
on SQuAD1.1, we fine-tuned the BERTimbau model with SQuAD2.0 so the
model could learn how to identify impossible answers. Subsequently, we used
ACE-2005 data so the model learns how to extract the event arguments (BERT-
PT-SQuAD2.0-ACE05). As stated before, dealing with impossible answers is
important because not all event argument roles are present in every event.

6 Results

Our models were validated on the test split of ACE-2005 containing 422 event
triggers and 892 arguments. We ensured a fairer comparison with state-of-the-art
in English by using the same data splits and evaluation criteria as previous works
[9,17]. A correct identification and classification of an event trigger requires
matching its offsets and event type with the gold-standard. An event argument’s
correct identification and classification demands matching its offsets with the
ACE-2005 annotations and ensuring its semantic role is accurate. In other words,
matching between extracted elements and ground truth must be exact.

On Table 2 is presented a comparison of our results using the ACE in Por-
tuguese against SOTA event extraction methods using the original ACE 2005.
The evaluation metrics are Precision (P), Recall (R) and F1 scores. Looking at
the trigger extraction task, our F1 for Portuguese is about 10% below F1 for
English. This superiority, also observable for argument extraction (nearly 15%),
is probably due to the translation effects and language specifics. As for the argu-
ments, one can observe a slightly positive impact of using question-answering
and a clearer impact of allowing non-answers (more details in Sect. 7).

Finally, for direct qualitative evaluation, we developed and deployed a Web
application3 that functions as an interface for the proposed event extraction
framework making our models accessible and usable.

3 https://hf.co/spaces/lfcc/Event-Extractor.

https://hf.co/spaces/lfcc/Event-Extractor
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Table 2. Event Extraction results on ACE-2005 dataset.

Model Trigger classification Argument classification

P R F1 P R F1

English ACE-2005

JRNN 2016 [25] 73.0 66.0 69.3 56.7 54.2 55.4

JointEntityEvent 2016 [36] 75.1 63.3 68.7 70.6 36.9 48.4

GAIL-ELMo 2019 [37] 74.8 69.4 72.0 61.6 45.7 52.4

BERT QA Arg 2020 [9] 71.1 73.7 72.4 56.8 50.2 53.3

OneIE 2020 [20] – – 74.7 – – 56.8

Text2Event 2021 [21] 69.6 74.4 71.9 52.5 55.2 53.8

FourIE 2021 [23] – – 75.4 – – 58.0

GraphIE 2022 [24] – – 75.7 – – 59.4

Portuguese ACE-2005

BERT-PT-ACE05 63.6 65.3 64.4 46.3 45.1 45.7

BERT-PT-SQuAD1.1-ACE05 – – – 45.7 46.3 46.0

BERT-PT-SQuAD2.0-ACE05 – – – 46.8 46.6 46.7

7 Discussion

Our models for Portuguese were trained using automatically translated data.
However, the automatic translation still faces many challenges, including accu-
rately capturing the nuances of language, handling idiomatic expressions, and
dealing with cultural language differences. Therefore, it is important to be aware
of these limitations and expect some noise in the translated data.

Another limitation we found was the annotation alignment. In fact, we used
several techniques to improve our results in the alignment of the trigger and argu-
ment span annotations. Despite that, we know there are still alignment errors,
causing triggers and arguments to be wrongly annotated. Consider the following
sentence “We discussed the Middle East peace process” and the corresponding
translation “Discutimos o processo de paz no Médio Oriente”. In this sentence,
the word “discussed” is an event trigger of type Contact.Meet while the word
“We” corresponds to an event argument playing the role Entity. However, in the
Portuguese translation, the sequence “We discussed” was translated into “Dis-
cutimos” (the verb was conjugated in the first person plural). The argument
“We” became implicit, making the annotation hard to align.

Furthermore, in addition to the translation noise, we believe that the event
extraction difficulty for English and Portuguese languages is not the same. For
instance, the Portuguese language has a greater diversity of words. This is the
case of the conjugation of verbs. Looking at the trigger words, the ACE-2005
corpus has about 1237 different trigger words in total, while the Portuguese
translated version has 1900 trigger words. Although we show comparative results
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of our work against SOTA English models, it is not entirely fair to make a direct
comparison given the differences in language and cultural context.

As for the results, our validation data was translated in the exact same
manner as our training data, which means that it also contains the translation
and alignment noise we mentioned above. It would be interesting to validate our
models against data revised by humans, ensuring a higher data quality.

In fact, we employed identical metrics as previous works to compare our
outcomes. Nonetheless, the strict evaluation metrics hide many near misses.
Consider the following example:

Gold Argument: ex-banqueiro sênior Callum McCarthy
Predicted Argument: O ex-banqueiro sênior Callum McCarthy

(The former senior banker Callum McCarthy)

In this case, our model prediction closely matches the ground truth but receives
no credit for it because it fails to identify the determinant “O” (the).

Finally, another limitation of our method is that ACE-2005 annotations are
sentence-level, causing our models to have difficulties extracting cross-sentence
event arguments. In order to attenuate this problem, our deployed framework
uses a context window that works as a hyperparameter allowing us to consider
more than one sentence as context for the QA task.

8 Conclusion

This work proposes a novel method for extracting events from Portuguese text.
Our approach involves two tasks: first, we classify and identify event triggers
using token classification; Then, we extract event arguments using extractive QA.
To train models capable of performing those tasks, we fine-tune the BERTim-
bau model with SQuAD and ACE-2005 datasets, the latter being a reference
in the event extraction field. Since these datasets were not available in Por-
tuguese, we developed a translation pipeline to automatically translate them.
We present a new event extraction baseline for Portuguese using the ACE-2005
dataset translated into Portuguese. As we could not find any comparable works
in Portuguese, we used existing English event extraction works as a benchmark.
While our models achieved lower results compared to the English models, we
believe the comparison cannot be made directly due to language differences.

For future work, considering the lack of extensive research on this task for
Portuguese, there are numerous suitable approaches that could improve our
results. For example, expanding our data domain by incorporating other event-
driven datasets, such as TAC KBP 2015 [11] and MINION [35]. We could also
leverage Semantic Role Labeling for Portuguese in order to enhance the perfor-
mance of event argument extraction.
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Abstract. Deep learning approaches have become popular in many dif-
ferent areas, including sentiment analysis (SA), because of their compet-
itive performance. However, the downside of this approach is that they
do not provide understandable explanations on how the sentiment values
are calculated. In contrast, previous approaches that used sentiment lexi-
cons can do that, but their performance is normally not high. To leverage
the strengths of both approaches, we present a neuro-symbolic approach
that combines deep learning (DL) and symbolic methods for SA tasks.
The DL approach uses a pre-trained language model (PLM) to construct
sentiment lexicon. The symbolic approach exploits the constructed sen-
timent lexicon and manually constructed shifter patterns to determine
the sentiment of a sentence. Our experimental results show that the
proposed approach leads to promising results with the additional advan-
tage that sentiment predictions can be accompanied by understandable
explanations.

Keywords: Sentiment analysis · Shifter patterns · Neuro-symbolic
approach

1 Introduction

Sentiment analysis is an important task in Natural Language Processing that
computationally determines the sentiment expressed in a text. Approaches to
sentiment analysis include lexicon-based, machine learning-based, and recently
deep learning (DL) approaches that achieve state-of-the-art performance [24].
However, DL has the limitation of not providing satisfactory explanations for
how sentiment values are derived. In contrast, lexicon-based sentiment analysis
systems can do that, but generally perform poorly compared to DL approaches.
Therefore, it is worth exploring whether these two approaches can be combined
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to leverage their respective strengths [2,4,16], following the recent trend in neuro-
symbolic research [3,15]. Symbolic approaches refer to methods that rely on high-
level symbolic (human-readable) representations of problems and their solutions,
using, for instance, rules or similar constructs.

Neuro-symbolic approaches to sentiment analysis can be divided into two
main groups. The first and most widely used approach involves works that aim
to improve the performance of the deep learning approach by providing external
additional information in a symbolic form, such as sentiment lexicons. The other,
group involves works whose focus is to provide explanations regarding how the
sentiment predictions are obtained while leveraging deep learning approaches to
attain better performance. Our approach falls into the latter group.

We propose a combined approach that leverages symbolic and deep learning
(DL) approaches to enhance the performance of symbolic approaches to senti-
ment analysis (SA) tasks. To be competitive, the symbolic system uses, besides
the sentiment lexicon, also shifter patterns. Shifters are specific terms that change
the polarity of associated words or phrases and so capture certain contextual
information, leading to enhanced performance. The experimental results show
that the proposed approach leads to promising results, substantially better than
the results of a pure lexicon-based approach.

2 Related Work

There are many approaches to sentiment analysis, including lexicon-, machine
learning-, and in particular, deep learning-based approaches.

Lexicon-based approaches to sentiment analysis can be divided into dif-
ferent groups based on the lexicon construction approach used. It can be manual,
semi-automated, or automatic [11,20]. The disadvantage of manual approaches
is that the preparation of the lexicon requires a considerable effort. On the other
hand, Semi-automatic approaches to lexicon enhancement start with a rela-
tively small lexicon that contains certain important seed words provided manu-
ally. The process of label propagation is used to transfer the values from the seed
words to other terms with similar meaning [14,21]. Automatic approaches
construct sentiment lexicon automatically from annotated texts [1,4,23].

It is well known that the same word may convey different sentiment values
in different domains. For example, the word grow in the share has grown has a
positive orientation, as is the case in the financial domain. On the other hand,
the same word that appears in a sentence like the tumour has grown, from the
medical domain, has a negative semantic orientation. Therefore, there is a need
to consider a specific context. One way to achieve this is by employing so-called
sentiment shifters, discussed further on.

Deep learning (DL) approaches use neural network architectures to auto-
matically learn features and provide state-of-the-art performance [4,9,19,22,31].
State-of-the-art DL approaches use the transformer architecture and exploit the
idea of self-attention and positional encoding [30]. Transformers have the ability
to use as input longer word sequences and so can learn from larger contexts.
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Transformer-based pre-trained models, such as BERT [8] and RoBERTa [18],
are used in many NLP tasks, including, e.g., text classification and machine
translation. The multilingual variants of these models, such as, mBERT [8],
can adapt to other languages that were not included in pre-training [13,22].
Recently, some research has focused on combining symbolic and deep learning-
based approaches—a neuro-symbolic approach.

The aim of some neuro-symbolic approaches approaches that exploit DL
is to enhance its performance by providing additional information in a sym-
bolic form, such as Concept Net [12,17]. Ghosal et al. [12] addressed the prob-
lem of cross-domain sentiment analysis, by exploring ConceptNet to enrich the
given text. This was done by providing both information about domain-general
and domain-specific concepts. Kocoń et al. [16] used information from different
knowledge bases to feed into their DL models.

Various authors compared different approaches to SA. Atteweldt et al. [2]
compared different approaches for SA on a Dutch corpus in economic domain.
The study showed that a given off-the-shelf sentiment lexicons did not per-
form well, when compared to machine learning (ML) methods, particularly DL
methods (CNN). Tavares et al. [28] explored the classification of sentiment from
economic news headlines in Portuguese newspapers. Among the ML approaches,
the best results were obtained by SVM but these were surpassed by a rule-based
approach that was developed manually. The work discussed in [4] compared a
lexicon-based approach enhanced with shifters with the DL approach (BERT-
based). This paper continues with this work and extends it, for instance, by
extending the types of shifters used. Catelli et al. [6] also compared lexicon-based
and deep learning-based approaches. They used a network of local grammars to
compute the sentiment values of words surrounded by contexts. Although the
results of DL approach were better, the difference from the symbolic approach
was not very high. The fact that the enhanced lexicon-based approach provided
competitive performance to deep learning encouraged us to seek further improve-
ments, which are discussed in the next section.

3 Combining Symbolic and Deep Learning for SA

The design of the proposed approach reflected the following objectives: (1) pro-
vide good performance in SA tasks, and (2) provide explainable solutions. To
achieve the second objective, we exploit a symbolic system at the top level. As
DL systems often achieve better performance, a DL system was used to gen-
erate a sentiment lexicon. The general architecture of the proposed system is
illustrated in Fig. 1. We note that we exploit two alternative ways of generating
the sentiment lexicon. One uses labelled sentence fractions supplied to a learn-
ing system to create a lexicon (Ecolex), following [4]. The second one uses the
same input to fine-tune a pre-trained language model and is subsequently used
to construct a sentiment lexicon (DeepLex).

The performance of the chosen sentiment lexicon is further enhanced by
exploiting shifter patterns that capture some interrelationships between individ-
ual words in the target text. Currently, they were designed manually, but as
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Fig. 1. Architecture of the proposed neuro-symbolic approach to sentiment analysis

Schulder et al. [25] have shown, automatic methods could be used to extend a
relatively small set of given seed shifters further. The application of shifter pat-
terns requires that the given target text is preprocessed by a chosen dependency
parser. Our proposed approach offers a good performance in the chosen specific
domain of economics and finance. The methodology can, however, be reused
for other languages and domains. In the following subsections, we provide more
details on different aspects of the proposed approach.

3.1 Corpus Used and its Annotation

We used the same corpus as in [4], that includes nearly 400 sentences from
different articles in online Portuguese newspapers discussing issues from the
areas of finance and economics. Each sentence was labelled manually with a
sentiment value on a scale of −3 to 3. Table 1 shows examples of some sentences
in this corpus.

Table 1. Examples of some sentences and ratings

Sentence Translation Val.

Portugal não pode estar a gov-
ernar só para os mercados, ou
seja, para tentar demonstrar que o
défice está melhor.

Portugal cannot govern only for the
markets, that is, try to demonstrate
that the deficit is better.

−1

O saldo positivo das nossas tro-
cas compensa largamente o financia-
mento das atividades do páıs.

The positive balance of our exchanges
largely compensates for the financing of
the country’s activities.

2

We notice that many sentences include both positive and negative segments.
This was one of the reasons why we decided to split the given sentences into
shorter sentence fractions, following [4]. The sentence fractions were used as
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training data for the construction of the sentiment lexicon. Having shorter sen-
tence fractions that are labelled facilitates this process. Parts of the sentences
that appeared to be irrelevant were dropped. To illustrate the process of generat-
ing sentence fractions, let us consider the first sentence in Table 1. This sentence
was divided into several fractions, such as the ones shown below. Each fraction
was attributed a rating that seemed appropriate:

– governar só para os mercados (govern only for the markets)/ −1,
– défice (deficit)/−2,
– o défice está melhor (the deficit is better)/1.

This process was manual and gave rise to about 1700 sentence fractions. The
division of the given sentences and the corresponding fractions into train and test
subsets was similar to the scheme of N-fold (N = 6) cross validation (CV). The
existing data was separated into N partitions, while the data of one partition was
used as test data. The data of the other partitions was used as training data.1

As there are N different ways of selection a partition for testing, we obtain N
(here N = 6) different setups, i.e., pairs of training and testing datasets, and
hence also, N separate results.

3.2 Generation of Sentiment Lexicons

As we have pointed out, in this work we consider two different ways of gen-
erating sentiment lexicon in an automatic manner. Both use the training data
in the form of labelled sentence fractions as input. One approach follows the
approach discussed in [4], which constructs, for each possible sentiment-bearing
word encountered in the training data, a distribution of ratings. This process
takes into account the length of each sentence fraction. The resulting lexicon is
referred to as EcoLex. This lexicon can be regarded as a domain-specific lexicon
that in our case is oriented towards economics and finance.

Previous work has shown that it is advantageous to combine a given domain-
specific lexicon with a general-purpose lexicon. We have therefore followed this
strategy also here. For this, we have chosen SentiLex’, which was obtained from
SentiLex-PT [5,26], an off-the-shelf general purpose lexicon for Portuguese, by
eliminating all entries with the neutral class and idiomatic expressions. A com-
bination of the two lexicons mentioned above, referred to as EcoSentiLex. It
includes all entries in the domain-specific lexicon and a subset of entries in the
general-purpose lexicon SentiLex’ that do not appear in the domain-specific lex-
icon.

The second approach uses the labelled training data (sentence fractions) to
fine-tune a pre-trained Portuguese language model—BERTimbau [27]. The fine-
tuned model was used to create a sentiment lexicon called DeepLex by predicting
the sentiment of words.

1 The method used here is similar to, but not the same as N-fold CV. The main
difference is that we do not start with a single pool of data, but rather N (6) different
sets of sentences and the corresponding sentence fractions.
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Table 2 shows some sentiment values in the sentiment lexicons discussed. We
note that some of the words shown in the columns EcoLex and DeepLex are
specific to economics and finance, which is the specific domain considered here
(e.g., competitivo/Adj (competitive), consolidação/N (consolidation), etc.). The
average lexicon sizes across all setups are shown in the last line of the table. The
size of DeepLex is shown as undefined, as it is not a real lexicon, but a “virtual”
one. The trained DL system can be queried and returns, for any set of words,
the sentiment values.

Table 2. Examples of some sentiment values in different lexicons

Word Class EcoLex SentiLex’ EcoSentiLex DeepLex

Competitivo (competitive) Adj 1.33 – 1.33 1.86

Adequado (adequate) Adj 0.40 1 0.40 1.84

Consolidação (consolidation) N 0.58 – 0.58 1.54

Absurdo (absurd) Adj – –1 –1 –1.53

Agressivo (agressive) Adj –0.93 –1 –0.93 −2.05

No. entries 1236 5497 6504 undef.

3.3 Shifter Patterns

Lexicon-based approaches that include only single words (unigrams) have one
major shortcoming—they do not capture contextual information. For example,
the sentiment conveyed by inverte o crescimento de economia (inverts the growth
of the economy) is negative, even if the sentiment value of some of the words
in this phrase is positive. One way to resolve this is employing the so-called
sentiment shifters, sometimes called also valence shifters. A shifter is a word or
expression that changes the polarity of another word or expression [4,25,29].

In our example above, the word inverte (inverts) is a shifter that changes the
polarity of the sentence o crescimento de economia (growth of the economy). The
word or phrase affected by the shifter is referred to here as the focal element. The
focal element may include other shifters. The word crescimento (growth) that
appears in the above phrase is an example. It can be considered as an intensifier
of its focal element economia (economy). In earlier works, the sentiment shifters
were normally identified manually [4,29], although some authors explored auto-
matic ways to extend a given set of seed shifters [25]. In this work, we manually
construct shifters.

We have considered the following shifter types: reversal/inversion, intensifi-
cation, attenuation/downtoning and ignore/omit. More details on each are given
further on, including the ignore type, which - to the best of our knowledge -
has not yet been used in SA. For each particular shifter category (e.g. rever-
sal/inversion), we define several patterns, depending on the syntactic class of
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the focal element (e.g., V, Adj, N) and its role in dependency relationships, i.e.,
whether the shifter is the head token or a dependent one. Table 3 shows some
shifter patterns for reversal/inversion.

Table 3. Some shifter patterns that include reversal/inversion

Id Shifter pat. Token 1 Token 2 |S|
RAV+ SR → F+

V S=não (not) (F=crescer (grow)) 12

RAV- SR → F−
V S=não (not) (F=prejudicar (harm)) 12

RAJ+ SR → F+
ADJ S=não (not) (F=satisfatório (satisfactory)) 6

RAJ- SR → F−
ADJ S=não (not) (F=mau (bad)) 6

RAN+ SR → F+
N S= não (no) (F=crescimento (growth)) 7

RAN- SR → F−
N S= não (no) (F=crise (crisis)) 7

RV’N+ SR ← F+
N S=inverter (reverse) (F=crescimento (growth)) 22

RV’N- SR ← F−
N S=inverter (reverse) (F=crise (crisis)) 13

RVN+ F+
N ← SR (F=crescimento (growth)) S=invertido (reversed) 22

RVN- F−
N ← SR (F=crise (crisis)) S=reduzida (reduced) 13

RN’N+ SR ← F+
N S=inversão (reversal) (F=crescimento (growth)) 21

RN’N- SR ← F+
N S=redução (reduction) (F=despesa (expenditure)) 12

RNN+ F+
N ← SI (S=crescimento (growth)) F=reduzido (reduced) 5

RNN- F−
N ← SI (S=d́ıvida (debt)) F=reduzido (reduced) 5

RVV+ SR ← F−
V S=faltar (fail to) (F=crescer (grow)) 1

The first shifter pattern in this table is identified as RAV+. The shifter
pattern can be described using the expression SR → F+

V , showing that the
shifter SR is a reversal shifter. Besides, the pattern stipulates that the focal
element F+

V should be a verb (V) with positive polarity. As the arrow points to
this focal element, this signifies that it should be the head token. The column |S|
in Table 3 identifies the number of shifters associated with each rule, which are
stored in an auxiliary table. The pattern RAV+ includes various shifters, some
of which are: não (not), demais (too much), demasiado (too much), incapacidade
(inability), insuficientemente (insufficiently), mal (badly), nada (not at all), nem
(neither), nunca (never) and sem (without).

As the name suggests, intensifiers augment the sentiment value of the focal
element and attenuators decrease it. For instance, the intensifier muito (very) in
the phrase muito bom (very good), augments the positive sentiment value of bom
(good). Intensifiers may intensify also negative sentiment value, as in muito mal
(very bad). For each of these types is accompanied by a set of shifter patterns,
similar to the ones in Table 3. They are not shown here due to space limitations.
However, interested readers can consult [4] for more details.

As for the ignore/omit type, this category includes the shifters apesar
(despite), embora (although). These appear in constructions of the form ape-
sar p1 p2 (despite p1 p2 ), where p1 and p2 are phrases (e.g., p1=aumento de
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produção (increased production), p2=os salários não aumentaram (the salaries
did not increase)). We notice that the phrases p1 and p2 have usually opposite
polarity. In our example, p1 has a positive polarity and p2 a negative one. How-
ever, the overall polarity of the composite phrase is determined by the phrase
p2. The sentiment value of the phrase p1 is ignored.

System SASP that Derives Sentiment Values

System SASP uses the given shifter patterns together with the given sentiment
lexicon to derive the sentiment values of given target texts. The rules are some-
what different for each shifter category, as Table 4 shows.

Table 4. Calculation of the sentiment value for different shifter types

Shifter type Rule Setting of C

Reversal/Inversion of F+ SV (F+, SR) = CR+ ∗ SV (F+) CR+ = −0.8

Reversal/Inversion of F− SV (F−, SR) = CR− ∗ SV (F−) CR− = −0.2

Intensification SV (F+, SI) = CI ∗ SV (F ) CI = 2

Attenuation SV (F+, SA) = CA ∗ SV (F ) CA = 0.5

Ignore/Omit SV (F+, SO) = CO ∗ SV (F ) CO = 0

The symbol SX represents a shifter of certain type (e.g., SR=
reversal/inversion) and F the focal element. Each rules shows how to calcu-
late the final sentiment value of the focal element. This is done by multiplying
the value of the focal element retrieved from the lexicon (e.g., SV (F+)) by an
appropriate constant (e.g., CR+ = −0.8). In case of inversion, the result depends
on whether the focal element has positive or negative sentiment value. In the pos-
itive case, the constant CR+ is set to -0.8 which reverses the polarity of the focal
element. For the negative case, the constant CR− is set to -0.2, which reverses
the negative value to a value near 0. This seems to work well with examples,
such as não é mau (it is not bad), which is not really equivalent to bom (good).2

Let us use the text inverte o crescimento de economia (inverts the growth of
economy) as an example to explain how the shifter rules and patterns are invoked
when trying to determine the sentiment value of some given target text. The
SASP system goes through the list of shifters that appear in different patterns
with the objective of determining which ones appear in the target text. We note
that the shifter inverter (to invert) appears, for instance, in pattern RV’N+. The
system uses the dependency links provided by the dependency parser to identify
the focal element. Considering our example, the focal element is crescimento
de economia (the growth of economy). So, the next aim is to verify whether
2 The authors of [4] have experimented with different values for CR, etc. (all except
CO which is new). The values shown were selected by taking into account previous
work [28] and tests on a given validation set.
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all the conditions specified by the pattern SR ← F+
N are verified in the target

text. For instance, the focal element must be a noun or a noun phrase with the
positive polarity (F+

N ). Besides, it must figure as the dependent token (the arrow
originates in the dependent token and points to the head token).

Some phrases include more than one shifter. Our previous example is an
example of this phenomenon. The focal element crescimento de economia (the
growth of economy) includes the word crescimento (the growth), which is also a
shifter, namely an intensifier. The system SASP processes the syntactic elements
bottom-up, starting with the rightmost element in the dependency tree. This
strategy guarantees that the shifter crescimento (the growth) is processed before
the shifter inverter (to invert).

Providing explanations showing how the sentiment value was obtained is
important for users [10]. Our approach retrieved explanations from the symbolic
part of the system. The format of the explanations adopted lists all words in the
given text and accompanies them by other information. Consider, for instance,
the explanation for two different phrases, crescer muito (grow very much) and
não funciona mal (does not work badly).

crescer/*0.642/1.285/D muito/IAV+
não/*−0.401/0.001/RAV- funciona/0.625/D mal/−0.286/D/RAV+

The explanation of the first example includes the following elements: sentiment
value(s) retrieved from the sentiment lexicon identified by “*” (“*0.642”); the
sentiment values that were derived using the shifter patterns and the values in
its scope (“1.285”); identifier of the shifter pattern(s) invoked (“IAV+”); symbol
“D” that accompanies all dependent tokens in the scope of the shifter.

The explanation of the second example shows that two shifters have been
applied here. First the shifter mal (badly) is identified as inversion/reversal
shifter and hence the corresponding pattern RAV+ is applied. The final value
of this phrase is then reversed again thanks to the shifter não which invokes
the patterns RAV-. The final sentiment value of this phrase is slightly positive
(0.001), which seems correct. This type of explanation appears to be richer than
that the ones provided by model-agnostic approaches, which capture the degree
of influence between inputs and outputs [7,10].

3.4 Experimental Setup and Results

The setup used here includes the following systems used to predict the sentiment
values on the test set:

– SASP-EcoSentiLex - Symbolic system SASP that uses symbolic shifter rules
in conjunction with the sentiment lexicon EcoSentiLex.

– SASP-DeepLex - Symbolic system that uses symbolic shifter patterns in con-
junction with the sentiment lexicon DeepLex.

– DeepLearn - Deep learning system obtained by fine-tuning a pre-trained DL
system (BERTimbau), as discussed in Sect. 3.2).
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Table 5. Weighted F1-score results on sentence fractions (Frac) long sentences (Sents)
and an ablation study relative to different shifter types.

Setup Fracts Sents Sents−R Sents−I Sents−A Sents−O

SASP-EcoSentiLex 71.8 64.3 –2.7 1.0 –0.8 –1.0

SASP-DeepLex 78.3 55.4 – – – –

DeepLearn 91.0 66.8 – – – –

Previous results reported in [4] have shown that it is advantageous to use shifter
patterns together with the sentiment lexicon, so the results that include just the
sentiment lexicons are not shown. Also, the values for the individual setups are
not shown due to space limitations. The values shown represent mean weighted
F1 value across six different setups.

The results are presented in Table 5. Column Fracts shows the results on
sentence fractions. The symbolic system SASP-EcoSentiLex achieves 71.8%. The
system SASP-DeepLex that uses both symbolic shifter patterns and DeepLearn
lexicon achieves a still higher performance of 78.3%. The performance of the DL
system (DeepLearn) is the highest of all the alternatives (91.0%).

The results of different systems on long sentences are shown in column Sents.
We note that all the results are substantially lower than those obtained on sen-
tence fractions. The system that degraded least is SASP-EcoSentiLex. The good
results of SASP-DeepLex and DeepLearn on sentence fractions are not main-
tained on long sentences. It is likely that the amount of training fractions is
not sufficient to capture the intricate relationships among the different parts of
the sentences used in the tests. We are planning to investigate this issue in the
future.

Table 5 includes also the results of ablation study carried out in conjunction
with SASP-EcoSentiLex system. For instance, the column Sents−R shows the
effect of omitting all reverse shifters on performance. As we can see, the per-
formance drops by 2.7%. The columns Sents−I , Sents−A and Sents−O show
the effect of omitting the intensification, attenuation and ignore/omit shifters
respectively on performance.

There are some cases where the prediction of SASP-EcoSentiLex does not
have the right polarity and hence results in an error. First, some errors are
caused by the dependency parser used. It indicates wrongly the words within the
scope of the head token. These errors could be avoided by using a more reliable
dependency parser. Other errors arise because the entries in sentiment lexicon
are missing or incorrect. Then, when the shifter is applied, this does not lead
to the expected outcome. For example, when the shifter não is detected in não
desfavorecido (not underprivileged), no impact may be observed if the sentiment
value of desfavorecido were absent in the sentiment lexicon and hence the system
would assume that its value of 0. Inverting 0 produces again 0. Another class
of errors is caused by the fact that the existing shifter patterns do not cover
the current case. This happens, for instance, with the phrase impostos sobre
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rendimentos (taxes on income). As rendimentos (income) is normally attributed
a positive value, the whole phrase could be attributed wrongly a positive value.

4 Conclusions

We show that it is beneficial to exploit the so-called neuro-symbolic approach
to achieve both explanation and performance in sentiment analysis tasks. The
proposed system SASP-EcoSentiLex uses the symbolic part for overall control,
and for providing explanations accompanying the predictions of sentiment val-
ues. The DL system is used for various subtasks, such as, construction of the
sentiment lexicon.

The DL system involved BERTimbau pre-trained on Portuguese texts which
was further fine-tuned on our training data, namely the sentence fractions
obtained from texts in Portuguese. The predictive power of the sentiment lexicon
was enhanced by additional shifter patterns and rules. Both of these were used
by the symbolic system (SASP) to generate the predictions.

The results indicate that the proposed neuro-symbolic system SASP-DeepLex
achieves good performance on data consisting of sentence fractions. The perfor-
mance of this system is lower than the performance of the pure DL system
(DeepLearn). However, considering that it could still be improved, it is an inter-
esting alternative.

The results of all systems considered here were much lower on long sentences.
The advantage of using a DL system over the SASP system is not really very
large. As we have pointed out, it is likely that the amount of training fractions
was not sufficient to capture the intricate relationships among the different parts
of the sentences used in the test set. We are planning to investigate this issue in
the future. It would also be interesting to examine when the symbolic and DL
approach fail and how this knowledge could be used to improve the system(s).

The great advantage of the proposed approach is that it provides under-
standable explanations about how the predictions are obtained. More work is,
however, needed to evaluate whether the format of explanations is understand-
able to different users and whether this could be improved.

The results also confirm that the use of shifter patterns, in conjunction with
the given sentiment lexicon, normally leads to better results than the use of the
lexicon alone. This probably happens because the shifter patterns capture some
context information, similarly as DL systems do.
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Abstract. The recent success of Large Language Models (LLMs) has
sparked concerns about their potential to spread misinformation. As a
result, there is a pressing need for tools to identify “fake arguments”
generated by such models. To create these tools, examples of texts gen-
erated by LLMs are needed. This paper introduces a methodology to
obtain good, bad and ugly arguments from argumentative essays pro-
duced by ChatGPT, OpenAI’s LLM. We then describe a novel dataset
containing a set of diverse arguments, ArGPT. We assess the effectiveness
of our dataset and establish baselines for several argumentation-related
tasks. Finally, we show that the artificially generated data relates well
to human argumentation and thus is useful as a tool to train and test
systems for the defined tasks.

Keywords: Argument classification · Argument mining ·
Argumentation mining · ChatGPT · Automatic essay scoring · NLP

1 Introduction

Recently we have witnessed the popularization of large language models (LLMs).
OpenAI’s ChatGPT,1 for instance, has garnered considerable media attention
and public interest due to its impressive linguistic abilities and wide range of
knowledge. This has led many people to use it as an alternative to traditional
search engines for gathering information. However, LLMs are not at this point
reliable tools for knowledge-related tasks. In particular, given that their main
1 https://openai.com/blog/chatgpt.
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goal is to model the joint probability distribution of tokens, they tend to produce
grammatically sound and realistic texts that can be problematic in a number
of ways, such as producing convincing arguments to justify false claims. This
is particularly worrisome considering that even hand-made datasets are getting
more and more contaminated by the use of LLMs [20].

It is that unintended aspect of LLMs that we investigate in this work. We
focus on ChatGPT, even though we expect our conclusions to be representative
of any similar LLM. To the best of our knowledge, this is the first study in the
literature with this specific aim.

Given the complexity of LLMs, such a study must be based on empirical
investigation, by extracting and analyzing a diverse set of arguments. To this
end, our first contribution is a methodology to generate arguments that are rep-
resentative of ChatGPT’s skills. Our second contribution is the dataset itself,
ArGPT, a curated set of argumentative essays that have been annotated by
human experts with carefully selected labels. We expect this dataset to be a
useful resource in our quest to understand the behavior of LLMs as regards to
argumentation. To validate this effort and to indicate how the dataset can be
employed in practice, our third contribution is a well defined set of tasks and
corresponding baselines; namely, Argument Quality Classification, Span Identi-
fication, Component Classification, Relation Classification, and Essay Scoring.
Finally, we show that our LLM argumentation dataset is sufficiently similar
to human-made datasets, suggesting that our method is scalable for argument
mining in general, enabling faster and lower-cost generation of data.

The paper is divided as follows. Section 2 summarizes the needed background.
Section 3 presents the methodology used to create the dataset. Section 4 intro-
duces the annotation process and statistics for ArGPT. Section 5 defines the
tasks proposed for our dataset and presents their respective baselines. In Sect. 6,
we show that the arguments generated with our methodology are similar to tra-
ditional, human-made Argument Mining datasets. Finally, Sect. 7 concludes and
presents ideas for future work.2

2 Background

Our investigation about the quality of arguments provided by LLMs is informed
by two proxy tasks: Argument(ation) Mining (AM) and Automatic Essay Scoring
(AES), topics that we now briefly review.

2.1 Argument(ation) Mining

Argument Mining (AM) is interested in extracting arguments, their relations
and structures from natural language texts [10]. It is usually divided into three
different subtasks: span detection, component classification and relation classifi-
cation. The first task finds the parts of an input text that are argumentative; the
2 All code, data, and experiments for this paper are available at: https://github.com/

C4AI/ArGPT.

https://github.com/C4AI/ArGPT
https://github.com/C4AI/ArGPT
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second classifies those components into argumentative entities (such as premises,
claims, etc.); and the third task classifies the relations among components (sup-
port, attack, etc.) [10,14]. Earlier methods in AM adopted algorithms based
on hand-crafted features and rules, but recently the use of contextual language
models, such as transformers, has gained prominence [7,13].

One of the major problems in AM is the heterogeneity of the existing datasets.
Each corpus is based on a particular methodology and takes a different termi-
nology to label arguments. On top of that, the size of the existing datasets tend
to be limited when compared to datasets found in other NLP tasks, possibly
due to the difficulty in generating and annotating arguments [1]. Despite this,
important efforts have been undertaken to create AM datasets. We can mention
a solid corpus about the medical field [13]; another one that tries to solve the
lack of annotated data in the scientific domain [1]; a corpus that contains user
comments about policy proposals [15]; a smaller corpus that is based on stu-
dent argumentation [16]; and the dataset constructed by the Project Debater by
the IBM Corporation.3 A particularly valuable resource is a corpus consisting
of 402 annotated student essays about controversial themes [17], where argu-
mentative parts are associated with one of the labels “MajorClaim”, “Claim”
and “Premise”, and each “Premise” is related to other components through an
“Attack” or “Support” relation.

One significant feature that seems to be lacking in existing AM corpora is
the annotation of texts containing flawed arguments. Arguments in datasets are
commonly written by well-educated people and in contexts that have no correct
answer (e.g., “Life in a city is much better than life in the countryside” [17]). This
tends to result in argumentations that are almost always adequate. A dataset
with flawed arguments is a key step in building detectors for such arguments.

2.2 Automatic Essay Scoring

Automatic Essay Scoring (AES) aims to automatically assign a grade to an
essay [9]. Argumentative essays are found in student exams worldwide, such as
in TOEFL,4 and play a significant role in education as they require students to
engage with a subject matter; analyze different perspectives; construct logical
arguments; and support their viewpoints with evidence. AES is a valuable tool to
understand the quality of arguments. Essays with high scores are those that meet
basic requirements, such as presenting a clear and concise claim, and providing
strong and logical premises to support it. On the other hand, essays that receive
low scores may indicate that the argumentative structure is flawed or incomplete.

AES datasets are mostly based on exams. The standard dataset, ASAP,5

comprises eight different prompts answered by 7th to 10th grade students, with
two of them being argumentative [12]. The TOEFL dataset [3] is made of essays
written by non-native English speakers and is sadly not publicly available. One

3 https://research.ibm.com/interactive/project-debater/.
4 https://www.ets.org/toefl/test-takers/ibt/about/content/writing.html.
5 https://www.kaggle.com/c/asap-aes.

https://research.ibm.com/interactive/project-debater/
https://www.ets.org/toefl/test-takers/ibt/about/content/writing.html
https://www.kaggle.com/c/asap-aes
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Fig. 1. Generating ArGPT. We selected several themes for argumentative essays based
on false or self-contradictory ideas. We gave ChatGPT a first prompt (the student
prompt), instructing it to create an argumentative essay about a selected theme. In
the following round, we provided a second prompt (the professor prompt) instructing
it to write an essay correcting the student’s argumentation. If the produced essays did
not follow our requirements, we repeated the process.

final dataset is ArgRewrite V.2 [8]. Its smaller size is compensated by having
different levels of annotation, which are useful for a wide range of NLP tasks.

3 Generating Argumentative Essays with ChatGPT

As with any other empirical investigation, our study about the validity and
quality of argumentations produced by LLMs starts with the acquisition of data.
This data must properly represent all the scenarios we may be interested in,
with examples of both good and bad argumentation containing both real and
fake claims.

In order to collect such data, we established some main guidelines for our
interaction with ChatGPT. To start, we decided that the texts should be argu-
mentative essays, as those usually involve a straightforward argumentation struc-
ture and are common both in AM and AES [12,16,17]. To induce contradictions
or other forms of bad argumentation, we selected only fake or contradictory
claims as themes for the essays. We make use of ChatGPT’s propensity to pro-
duce justifications, even when facing clearly wrong propositions [4]. This way,
we led ChatGPT to produce several contradictory arguments. Finally, to speed
up the process, we framed the interaction with ChatGPT as an academic setting
where a student must write an essay about a topic and a professor must correct
it with a second essay. The dataset acquisition methodology is summarized in
Fig. 1 and consists of the following three steps:

1. Themes. The themes for the essays were chosen as to induce flawed argu-
mentation by presenting contradictory or false ideas. We selected themes from
several areas, including art, history, philosophy and science. All themes were
expressed in English and are available with the dataset.

2. Student Essay. In order to induce the writing of the first argumentative
essay, we fed ChatGPT the prompt: Suppose you’re a student taking an exam
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and you’re faced with the following question: “Explain [THEME]”. Can you
write a text using the argumentative essay structure to answer this question
as if you were the student and without mentioning yourself?.

3. Professor Essay. In a second round of the same dialogue section, we asked
ChatGPT to correct the first essay playing the role of a professor. The goal of
this second interaction was to get one of two outcomes: (i) if the student had
created a flawed argument, the professor would write an essay with the correct
argumentation; or (ii) if the student’s argument was reasonable, the professor
would produce a flawed argument. The professor prompt was: Suppose you
are a professor correcting a test and you come across the wrong answer above.
Can you write a text in third person using the argumentative essay structure
to respond to the wrong argument of the answer as if you were the professor,
without mentioning yourself, the test or the answer itself?.

After collecting the essays, we checked whether they followed our require-
ments; i.e., whether the texts attended to an essay structure and tackled the
proposed theme. When that was not the case, we re-prompted the themes in a
new dialogue section until we got a pair of adequate argumentative essays. No
theme required more than a single re-promting. We note that prompts had to
be finely engineered through a relatively long trial and error process to produce
the desired results.

4 ArGPT: Dataset Annotation and Statistics

To produce a dataset that can in fact be used to study how ChatGPT argues,
all generated arguments must be annotated in meaningful ways. To check the
essays argumentative structure, we first annotated them for the three standard
AM tasks (span identification, component classification, relation classification).
Next, as we wanted to assess the overall quality of the written material, we also
annotated texts for AES.

To guide the AM annotations, we mostly followed the methodology by Stab
and Gurevych [17].6 However, our approach to classifying argumentative compo-
nents and relations was more minimalist. While they differentiated three types
of argumentative components (premises, claims, and major claims), we only dis-
tinguished between major claims—the central viewpoints argued in the essays—
and premises, which supported or attacked other components, whether major
claims or premises. We adopted this approach due to several reasons. Firstly,
most of premises in our essays were related to major claims. Secondly, it was
more important to establish the components’ relations than to categorize them.
Finally, we wanted to simplify the annotation process so as to annotate many
arguments. The types of relations between arguments are two: attack, when the
source component contradicted or weakened the target component, and support,
when the source strengthened or justified the target.

6 For the sake of space, we discuss only the differences of our methodology in respect
to theirs.
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Table 1. List of criteria for Automatic Essay Scoring and the corresponding scores.
“Interm.” gives the score for each minor criteria, whereas “Final” gives the score for
the major criteria. The AES score is an average of the four major criteria.

Major criteria Minor criteria Interm. Final

Structure Clearly states a major claim 2.5 10

Introduces the theme 2.5

Develops the arguments throughout the text 2.5

Recapitulates the arguments in the conclusion 2.5

Writing Adherence to standard language norms 5 10

Correct use of argumentative connectives 5

Coherence Adherence to the theme 2.5 10

No repetition of arguments 2.5

No contradictions 2.5

No beating around the bush 2.5

Truthfulness States true or plausible arguments 10 10

We also had to accommodate for the idiosyncrasies of texts produced by
ChatGPT. In argumentative essays, it is a common practice to repeat the main
claim several times. ChatGPT’s texts also followed this pattern; however, since
we fed it with claims that likely went against its knowledge base, it occasionally
contained contradictory major claims in the same text. Therefore, we estab-
lished that all occurrences of a major claim in an essay should be annotated
separately and that the annotator should establish the relation (attack or sup-
port) among them. We also pointed to annotators that some premises might
not be linked (directly or indirectly) to one of the major claims, as ChatGPT
sometimes presents irrelevant information or is unable to connect some of the
premises to the rest of the argumentative graph.

As for the AES annotation, ArGPT’s argumentative essays were evaluated
with respect to quality and correctness. To ensure consistency in our assessment,
we developed a comprehensive list of criteria, modeled after evaluations from
standard exams. Our list is organized into four main criteria: structure, writing,
coherence, and truthfulness. Structure measures whether the essay attends to
the necessary structure of an argumentative essay; Writing evaluates linguis-
tic correctness; Coherence evaluates the essay’s argumentative structure; and
Truthfulness evaluates the veracity of the presented information. Each of these
criteria is further divided into one or more subcriteria. As a final score, we take
the arithmetic mean between these four criteria. Table 1 displays the full set of
criteria and the points associated with them.

Based on our methodology, 84 themes were selected, resulting in 168 argu-
mentative essays. Each essay was generated in about 8 minutes (16 minutes
per theme). As a matter of comparison, according to testing services such as
TOEFL, a person takes between 30 and 50 minutes to write an essay. Hence we
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can see that a state-of-art conversational agent indeed operates quickly for the
purposes of dataset generation. The full annotation process was carried out by
an experienced annotator specifically hired for this (not an author of this paper),
who spent around 20 minutes in each essay. ArGPT is split into training (80%),
validation (10%) and test (10%) sets.7

Table 2. Statistics for ArGPT and similar AM and AES datasets. Statistics for ArGPT
are for the full dataset. “Average Number of Words” is not reported for the AM datasets
that do not provide the full text. Information on “Structure Type”, “Number of Com-
ponents”, and “Number of Relations” are not available for AES datasets.

ArGPT [17] [16] [15] [13] [1] [12] [3] [8]

Corpus type AM+AES AM AM AM AM AM AES AES AES

Structure type graph tree tree graph graph tree – – –

Num. texts 168 402 112 731 659 60 3600 12000 258

Num. components 2730 6089 576 4779 4198 353 – – –

Num. relations 2713 3832 464 1353 2601 293 – – –

Avg. Num. Words 380 366 – – 337 134 350 348 582

Statistics for ArGPT are shown in Table 2, as well as for similar AM and
AES datasets (see Sect. 2). The average word count per essay in ArGPT (380)
is in line with the other datasets. The statistics also show that our dataset has a
higher rate of relations per component; a side effect of annotating the relations
between the multiple major claims. Regarding the essay scores, they ranged from
5.25 to 9.75, with an average of 7.76 and standard deviation of 0.96.

Given annotations for AM and AES, ChatGPT produced mostly high-quality
essays, with well-distributed scores and which seem to follow an argumentative
structure. Based on that, particularly the third8 and fourth criteria from Table
1, we defined a typology for the argumentation quality of the essays. Essays
with a solid argumentation (high coherence) and which argued in support of a
true claim were labeled “Good”. Essays that exhibited a flawed argumentation
were labeled “Bad”, regardless of whether they defended something that was
true or not. Finally, texts that did a quite good job in defending false claims
were labeled “Ugly”. We consider this to be a particularly dangerous class of
arguments, since it has the potential to successfully convince people to accept
a false claim. Out of the 168 essays, 81 were categorized as “Bad”, 50 were
labeled as “Good”, and 37 were marked as “Ugly” (the training, validation and

7 ChatGPT has emerged as a valuable annotation tool, often outperforming manual
annotations. (e.g., [6,19]). Nonetheless, despite our best efforts, we could not teach
ChatGPT to generate annotations adhering to our methodology. This limitation is
reasonable, considering that even human annotators require training to perform such
tasks effectively.

8 We excluded “Adherence to the theme” from this account.
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test sets all closely follow that proportion of labels). These numbers show that
our methodology, which involved simulating a student-teacher interaction and
prompting false claims, was successful in producing diverse arguments.

5 Using ArGPT: Supported Tasks and Their Baselines

The purpose of building a LLM-based argumentation dataset was to obtain
a resource for detecting and evaluating arguments produced by these models.
These processes range from identifying the individual components in an argu-
ment up to assessing its global structure. For this reason, we defined five tasks
that together account for the whole process of argument identification and clas-
sification. The first is a novel task of argument quality evaluation, the next three
are typical within AM [14], and the last is simply AES:

1. Argumentation Quality Evaluation: In this task, a model receives an essay as
input and has to predict the quality of the argumentation. There are three
possible labels: Good, Bad, and Ugly.

2. Span Identification: Given an essay, a model has to predict the correct BIO
tag (Beginning, Inside, Outside) for each token in the text.

3. Component Classification: In this task, components are classified as Premise
or Major Claim. The input is a concatenation of the component and the text
(“component + [SEP] + text”), and the output is one of the two labels.
We provide the full text together with the component because the role of an
argumentative component depends on the context.

4. Relation Classification: Given two argument components, a model needs to
determine their relation, using one of three possible labels: Attack, Support,
and None. The input for this task is a concatenation of the two components
(“source-component + [SEP] + target-component”).

5. Essay Scoring : This is modeled as a regression task. A model receives an
argumentative essay as an input and must predict its score.

For each of these tasks, we establish a couple of baselines, based on two stan-
dard transformer-based architectures: BERT [5] and RoBERTa [11] base. After
some initial tests, all the models were trained using the same hyperparameter
configurations: 15 epochs, batch size of 8 and learning rate of 2e-5. This deci-
sion, along with the one to model the tasks as described above, was taken for
simplicity’s sake, since our goal in this paper is to study our dataset, with the
construction of a more complex model being the subject of future work.

5.1 Evaluation Metrics

To evaluate the first four tasks, we utilize F1-score micro and macro as our
metrics. To make their utilization in AM tasks clear, we follow the definitions
by Morio et al. [14]. The first task (Span Identification) predicts a set of spans,
defined as a pair (s, e), where s represents the span’s start token and e the end
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token. The second task (Component Classification) predicts a set of components
(s, e, c), where s and e have the same meaning as before and c is the component’s
label. Lastly, the third task (Relation Classification) predicts a set of relations,
with each one defined as (ssrc, esrc, stgt, etgt, r), where ssrc and esrc represent the
source component’s span, stgt and etgt the target’s span and r the relation label.
Given this, the evaluation metrics for the AM tasks can be defined. Consider
Gtask the set of gold outputs of a certain AM task and Stask the set of system
outputs for the same task. The precision metric is defined as P = |Gtask ∩
Stask|/|Stask|, the recall metric is R = |Gtask ∩ Stask|/|Gtask| and, finally, the
F1-score is F = 2PR/P + R.

Table 3. Baseline results for ArGPT’s test set. The first two rows report the values for
models trained in individual tasks (no error propagation). The last row shows the result
achieved in each step of an end-to-end AM pipeline allowing the error to propagate
and using the RoBERTa models trained for each individual task.

BERT Arg. Qual. Span Component Relation AES

F1 (%) Macro (%) F1 (%) F1 (%) Macro (%) F1 (%) Macro (%) MSE QWK

56.25 40.40 50.56 90.87 78.74 93.91 36.81 0.58 0.53

RoBERTa 56.25 54.97 77.35 92.34 81.67 92.36 44.18 0.44 0.65

Pipeline – – 77.35 71.07 71.46 52.89 37.58 – –

For the AES task, we utilize two metrics. The first is the Quadratic Weighted
Kappa (QWK), which measures the degree of agreement between two graders.
The QWK score ranges from −1 to 1, where 0 indicates random agreement, 1
indicates perfect agreement, and −1 indicates perfect disagreement. Although
the effectiveness of QWK is debated [21], it is widely used in the AES field due
to the influence of the ASAP dataset. The second metric employed in this task
is the Mean Squared Error (MSE), usually used for regression tasks.

5.2 Results and Discussion

Table 3 illustrates the results achieved in the different tasks for ArGPT’s test
set. The first two lines report the values for BERT and RoBERTa models in the
individual tasks, with RoBERTa performing better in all tasks.

The RoBERTa model achieved an F1-macro score of 54.97% in the Argument
Quality task. This is evidence that, to some extent, our models were able to
differentiate the good, bad and ugly arguments produced by ChatGPT. It should
be noted however that while our models do contain some form of knowledge in
their parametrization, their ability to fact-check claims is limited, since they do
not have access to up-to-date knowledge databases. This shortcoming is part of
the reason why the results were not better in certain cases.

For AM, in addition to the individual tasks, we simulated an end-to-end
pipeline, i.e. from raw texts to the argumentation graphs, in which errors are
able to propagate between tasks. For each part of the pipeline, we took the
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model that performed better in the standalone task (shown in bold in Table
3), which was RoBERTa in all cases. The pipeline starts with the trained span
identification model. The output from this model (the identified components),
instead of the gold-standard spans, are then separately passed to the component
classifier and to the relation classifier. The “Pipeline” row in Table 3 reports
the values achieved by the simulation. As expected, the performances for both
the component and relation classifiers were worse when the error was allowed
to propagate. Nonetheless, the results were comparable to those found in the
literature for similar datasets, both with and without error propagation [7,14].
We also note that the results obtained by our models in AES were similar to
others in the literature [12].

Table 4. The first three rows bring the results for the Stab & Gurevych’s dataset [17],
for three models: (i) a pretrained model (no fine-tuning); (ii) a model fine-tuned on
this dataset [14]; (iii) and the best models trained on ArGPT. The last row presents
the results of a model trained on Stab & Gurevych’s dataset and tested on ArGPT.

Span Component Relation

F1 (%) F1 (%) Macro (%) F1 (%) Macro (%)

Pretrained Model 0 12.09 10.78 0.02 0.03

Recent result [14] 85.20 87.68 80.37 66.91 55.84

Our best model 53.48 91.63 76.31 92.98 34.11

Model trained in [17] 48.51 87.23 55.84 86.85 34.26

6 The Connection with Human Argumentation

The arguments generated by ChatGPT resemble those found in human argumen-
tation. Yet, one might wonder whether ArGPT dataset is useful for performing
AM for human-generated texts.

To verify that hypothesis we designed two experiments. In the first, we tested
whether models trained on ArGPT generalize to the dataset by Stab & Gurevych
[17]. The rationale is that if a model trained in ArGPT performs well in human-
generated essays, then we can leverage ChatGPT for cheaper training of AM
systems. For consistency, we modified the target dataset annotations by changing
“Claim” labels to “Premise”, and applying our changes to “Major Claims”. The
results, in Table 4, are compared to both a pretrained model (RoBERTa with
no fine-tuning) and the results by Morio et al. [14] (even if this comparison is
limited due to methodological changes). Compared to a pretrained model, our
model did learn to solve tasks related to human argumentation and very decently
performed them. And, although the results achieved by our model were far from
state of the art approaches, we must remember that it was not fine-tuned in the
target dataset and still got some decent F1-metrics.
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For the second experiment, we took the opposite route. We trained a model
(RoBERTa with the same hyperparameters as before) in Stab & Gurevych’s
dataset and tested it on ArGPT’s test set. The results, shown in the last row of
Table 4, were similar.

Together, the two experiments strongly suggest that ArGPT (and our
methodology in general) can be effectively used to learn AM models that emulate
human datasets, with two clear advantages. First, text generation by ChatGPT
is significantly faster and cheaper than by (paid) humans. Secondly, one can
produce texts containing features that are difficult for non-expert human anno-
tators to intentionally produce, such as contradictions, defenses of false claims
and so on. Those advantages can mitigate the current poverty of annotated data
in AM.

7 Conclusions and Future Work

We have developed a number of techniques to assess the ability of LLMs to
argue, in particular looking at OpenAI’s ChatGPT; we thus introduced a new
dataset, ArGPT, consisting of essays that argue over false claims following a
teacher-professor dialogue simulation. The dataset is annotated in a number of
structural and qualitative ways, following a purposefully-developed methodol-
ogy. We also defined five tasks related to argumentation and provided baselines
for them. Our results indicate that it is possible to differentiate, at least to some
extent, between good, bad and ugly arguments produced by ChatGPT. Addi-
tionally, we have shown that our method is also useful to support AM and AES
applications. Indeed, ArGPT and its associated methodology can be used to
(i) develop systems capable of identifying problematic argumentation generated
by LLMs, (ii) train and evaluate AM and AES systems, and (iii) speed up the
generation of data for these and related tasks.

As our methods should be applicable to any LLM, it is still necessary to
actually investigate how the arguments produced by other LLMs differ from the
ones created by ChatGPT. This is particularly important as new open-source
LLMs are now released almost every day [2,18]. Contrary to ChatGPT, not all
LLMs have carefully curated data or enforce content barriers; thus, our methods
can be even more valuable in those cases.

In future work we will increase the size of ArGPT and improve baseline mod-
els for all tasks. We plan to create a larger ArGPT by an improved annotation
process, where two annotators will combine their annotations into a consen-
sus. To create more robust baselines, we intend to explore models that can deal
with structured knowledge or that can incorporate the argumentation structures
extracted by the AM tasks. We also plan to deal with pieces other than essays,
to make our dataset more diverse and applicable to a broader range of research.
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Abstract. To advance the neural encoding of Portuguese (PT), and
a fortiori the technological preparation of this language for the digital
age, we developed a Transformer-based foundation model that sets a
new state of the art in this respect for two of its variants, namely Euro-
pean Portuguese from Portugal (PT-PT) and American Portuguese from
Brazil (PT-BR). To develop this encoder, which we named Albertina
PT-*, a strong model was used as a starting point, DeBERTa, and its
pre-training was done over data sets of Portuguese, namely over a data
set we gathered for PT-PT and over the brWaC corpus for PT-BR.
The performance of Albertina and competing models was assessed by
evaluating them on prominent downstream language processing tasks
adapted for Portuguese. Both Albertina versions are distributed free of
charge and under a most permissive license possible and can be run on
consumer-grade hardware, thus seeking to contribute to the advancement
of research and innovation in language technology for Portuguese.

Keywords: Portuguese · Large language model · Foundation model ·
Encoder · Albertina · DeBERTa · BERT · Transformer · Deep learning

1 Introduction

In recent years, the field of Artificial Intelligence has come to successfully exploit
the paradigm of deep learning, a machine learning approach based on large arti-
ficial neural networks [17]. Applied to Natural Language Processing (NLP), deep
learning gained outstanding traction with notable breakthroughs under the dis-
tributional semantics approach, namely with word embedding techniques [19]
and the Transformer neural architecture [28]. These neural models acquire
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. Moniz et al. (Eds.): EPIA 2023, LNAI 14115, pp. 441–453, 2023.
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semantic representations from massive amounts of data in a self-supervised learn-
ing process that ultimately results in the so-called Foundation Models [4].

Self-supervision is accomplished in NLP through language modeling [3] and
was initially adopted in shallow neural models such as Word2Vec [19] for word
embeddings. Over time, this approach was scaled beyond the single-token level to
sequence transduction with encoding-decoding models based on recurrent [27] or
convolution networks and occasionally supported by attention mechanisms [2].

A particular neural network architecture, the Transformer, has stood out
among all others, showing superior performance by a large margin, sometimes
even surpassing human-level performance [30,31], and became mainstream in
virtually every NLP task and application [4]. Several variants have spun out from
the base Transformer architecture (encoder-decoder), including the landmark
encoder BERT [7] and the outstanding decoder GPT [5], which have been most
successfully adapted to downstream tasks, complemented with techniques such
as transfer learning [21], fine-tuning [22] or few-shot prompting [5].

The large scale of foundation models is crucial to their strength and successful
deployment. Adding to the difficulty of accessing sufficiently large computational
resources, most NLP research is focused on the English language, which is just
one of the around 7,000 idioms on the planet. Consequently, there is a lack of
competitive and openly available foundation models specifically developed for
the vast majority of languages other than English, which happens to be also the
case for Portuguese. This restrains the scientific progress and the innovative pace
related to those languages, as well as curtailing other societal benefits, further
enlarging the digital divide between English and other languages.

To the best of our knowledge, there are a couple of publicly published models
that were developed specifically for Portuguese, namely for its European variant
from Portugal (PT-PT) and for its American variant from Brazil (PT-BR). How-
ever, they present considerable drawbacks, namely in what concerns their sub-
optimal performance level and the non-existent public distribution of encoders
for the PT-PT variant.

Accordingly, there is important motivation and considerable room for
improvement in creating new and better encoders for Portuguese, which we
developed and present in this paper—and named as Albertina PT-*.1 On a
par with an encoder for PT-BR that sets a new state of the art for this language
variant, its twin PT-PT version is an original contribution to the state-of-the-art
concerning Portuguese: a freely available neural encoder specifically developed
for its European variant with highly competitive performance, whose reporting
publication is publicly available and which is openly distributed.

The remainder of this paper is organized as follows. Section 2 provides an
overview of existing models with support for Portuguese, with a particular focus
on the pre-existing BERTimbau, for PT-BR. The data sets used in pre-training
and evaluating our model are presented in Sect. 3. Section 4 describes Albertina

1 The models can be obtained here: The Albertina-PT-PT model can be obtained
at https://huggingface.co/PORTULAN/albertina-ptpt and the Albertina-PT-BR
model can be obtained at https://huggingface.co/PORTULAN/albertina-ptbr.

https://huggingface.co/PORTULAN/albertina-ptpt
https://huggingface.co/PORTULAN/albertina-ptbr
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PT-* and its pre-training and fine-tuning procedures. The evaluation results of
its versions on downstream tasks are discussed in Sect. 5. Section 6 closes the
paper with concluding remarks.

2 Related Work

Regarding related work, we consider Transformer-based encoder models that, to
the best of our knowledge, are concerned with the Portuguese language. Accord-
ingly, besides searching the literature, we also screened the Hugging Face [13]
model repository, as it has become the main source of NLP models.

Multiple studies [6,7,18,25] have shown that language-specific foundation
models perform better than multilingual ones. This realization has thus led to
a few initiatives that created language-specific encoders, trained from scratch
for a single language, such as ERNIE for Chinese [26], BERTje for Dutch [6],
CamemBERT for French [18], and MarIA for Spanish [10], among others.

Nevertheless, given it is not always viable to create a model specifically for
a given language due to a lack of available data or computing resources, multi-
lingual models have been resorted to as a temporary yet common mitigation for
this problem for many languages. These are models that are pre-trained on data
that include a mix of languages—albeit English is typically present in a greater
amount—and are thus capable of modeling multiple languages.

2.1 Encoders Whose Multilingual Data Set Included Portuguese

Taking the number of Hugging Face downloads as a proxy for popularity and
user base size, the stand-out models that support Portuguese are multilingual,
namely XML-Roberta, available in Base and Large sizes, Multilingual BERT
(mBERT) Base Cased, and DistilBERT Base.

Several task-specific or domain-specific models have been built upon these
multilingual foundations. For instance, BioBERTpt (Portuguese Clinical and
Biomedical BERT) [24] was created by fine-tuning mBERT on clinical notes
and biomedical literature in Portuguese.

2.2 Encoders Specifically Concerned with Portuguese

To the best of our knowledge, for PT-PT there is the encoder presented in [20],
but it is not possible to find therein clear evaluation results against downstream
tasks and, most importantly, the distribution of that model is not announced.

As for PT-BR, there are a couple of encoders publicly distributed. That is
the case of BERTabaporu,2 which is of limited interest though, given its quite
narrow domain, as it is a BERT-based encoder trained on Twitter data. The most
popular of these two encoder models for PT-BR, by far, is BERTimbau [25].

BERTimbau is available in two model sizes, Base, with 110 million param-
eters, and Large, with 330 million parameters. In both cases, the authors took
2 https://huggingface.co/pablocosta/bertabaporu-base-uncased.

https://huggingface.co/pablocosta/bertabaporu-base-uncased
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an existing BERT-based model as starting point and, after discarding the word
embeddings and the masked language modeling head layers, performed a hefty
1 million steps of additional pre-training on the brWaC corpus (see Sect. 3.1).

– BERTimbau Base took multilingual mBERT Base [7] as its starting point. It
was pre-trained with a batch size of 128 and sequences of 512 tokens during
4 days on a TPU v3-8, performing about 8 epochs on the corpus [25, §5.1].

– BERTimbau Large took the monolingual English BERT Large [7] as the start-
ing point, given there was no multilingual mBERT available in Large size. It
was pre-trained with sequences of 128 tokens in batches of size 256 for the
first 900,000 steps and sequences of 512 tokens in batches of size 128 for the
final 100,000 steps. Its pre-training took 7 days on a TPU v3-8 instance and
performed about 6 epochs on the corpus [25, §5.1].

Both the Base and Large variants of BERTimbau outperform mBERT in a
couple of downstream tasks in Portuguese, with the Large variant being bet-
ter [25]. Given this was an inaugural general-domain encoder for Portuguese, it
set the state of the art for those tasks in Portuguese.3

Since the creation of BERTimbau, improved Transformer-based architec-
tures have been developed that, together with more efficient training techniques,
should allow better-performing models to be developed. This strengthens the
motivation to develop alternative, state-of-the-art encoders also for PT-BR.

3 Data Sets

We proceed now with presenting the data sets used to pre-train Albertina PT-*
and the data sets used to fine-tune it for the downstream tasks where it was
extrinsically evaluated, for both PT-PT and PT-BR variants.

3.1 Data Sets for the Pre-training Stage

To secure conditions for comparability with BERTimbau, for the pre-training of
Albertina PT-BR we resorted to the same data set, the brWaC corpus (Brazilian
Portuguese Web as Corpus) [29]. It contains 2.7 billion tokens in 3.5 million doc-
uments and was obtained from crawling many different sites to ensure diversity.
The authors report that some effort was made to remove duplicated content.

As for the pre-training of the Albertina PT-PT, we resorted to a data set that
resulted from gathering some openly available corpora of European Portuguese
from the following sources:

3 As such, BERTimbau has come to serve as the basis for several other task-specific
models available in Hugging Face. These task-specific models, however, appear to
be unpublished, unnamed, or provide no information on their Hugging Face page;
as such, they will not be covered in the present paper.
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– OSCAR [1]: the OSCAR data set includes documents in more than one hun-
dred languages, including Portuguese, and it is widely used in the literature.
It is the result of a selection performed over the Common Crawl4 data set,
crawled from the Web, that retains only pages whose metadata indicates per-
mission to be crawled, that performs deduplication, and that removes some
boilerplate, among other filters. Given that it does not discriminate between
the Portuguese variants, we performed extra filtering by retaining only docu-
ments whose meta-data indicate the Internet country code top-level domain
of Portugal. We used the January 2023 version of OSCAR, which is based on
the November/December 2022 version of Common Crawl.

– DCEP [11]: the Digital Corpus of the European Parliament is a multilingual
corpus including documents in all official EU languages published on the
European Parliament’s website. We retained its Portuguese portion.

– Europarl [14]: the European Parliament Proceedings Parallel Corpus is
extracted from the proceedings of the European Parliament from 1996 to
2011. We retained its Portuguese portion.

– ParlamentoPT: the ParlamentoPT is a data set we obtained by gathering
the publicly available documents with the transcription of the debates in the
Portuguese Parliament.

We filtered these data using best practice in the literature, resorting to
BLOOM [16] pre-processing pipeline,5 resulting in a data set of 8 million docu-
ments, containing around 2.2 billion tokens.

The number of documents from each source—Europarl, DCEP, Parlamen-
toPT, and OSCAR data—corresponds approximately to 15%, 20%, 31%, and
34% of the entire data set for PT-PT, respectively. All these data sets are pub-
licly available, including ParlamentoPT.6

3.2 Data Sets for the Fine-tuning Concerning Downstream Tasks

We organized the data sets used for downstream tasks into two groups. In one
group, we have the two data sets from the ASSIN 2 benchmark, namely STS
and RTE, that were used to evaluate BERTimbau [25].

In the other group of data sets, we have the translations into PT-BR and
PT-PT of the English data sets used for a few of the tasks in the widely-used
GLUE benchmark [31], which allowed to test both Albertina variants on a wider
variety of downstream tasks.

4 https://commoncrawl.org/.
5 We skipped the default filtering of stopwords since it would disrupt the syntactic

structure, and also the filtering for language identification given the corpus was
pre-selected as Portuguese.

6 ParlamentoPT was collected from the Portuguese Parliament portal in accor-
dance with its open data policy (https://www.parlamento.pt/Cidadania/Paginas/
DadosAbertos.aspx, and can be obtained here: https://huggingface.co/datasets/
PORTULAN/parlamento-pt.

https://commoncrawl.org/
https://www.parlamento.pt/Cidadania/Paginas/DadosAbertos.aspx
https://www.parlamento.pt/Cidadania/Paginas/DadosAbertos.aspx
https://huggingface.co/datasets/PORTULAN/parlamento-pt
https://huggingface.co/datasets/PORTULAN/parlamento-pt
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ASSIN 2

ASSIN 2 [23] is a PT-BR data set of approximately 10,000 sentence pairs, split
into 6,500 for training, 500 for validation, and 2,448 for testing, annotated with
semantic relatedness scores (range 1 to 5) and with binary entailment judgments.
This data set supports the task of semantic text similarity (STS), which consists
of assigning a score of how semantically related two sentences are, and the task of
recognizing textual entailment (RTE), which given a pair of sentences, consists
of determining whether the first entails the second.

We did not create a PT-PT version of ASSIN 2. That would require transpos-
ing the data set, which is PT-BR, into PT-PT; however, to the best of our knowl-
edge, there is no automatic translation system for direct translation between
those variants. One solution would be to translate through an intermediate lan-
guage, say English or Spanish, and then translate the result into PT-PT, but
doing this would likely highly degrade the quality of the resulting benchmark by
a factor that would not be possible to determine.

GLUE Tasks Translated

GLUE [31] has become a standard benchmark for model evaluation on down-
stream tasks. As the original GLUE is in English, we resort to PLUE [8] (Por-
tuguese Language Understanding Evaluation), a data set that was obtained by
automatically translating GLUE [31] into PT-BR. We address four tasks from
those in PLUE, namely:

– two similarity tasks: MRPC, for detecting whether two sentences are para-
phrases of each other, and STS-B, for semantic textual similarity;

– and two inference tasks: RTE, for recognizing textual entailment,7 and WNLI,
for coreference and natural language inference.

To obtain the PT-PT version of this benchmark, we automatically translated
the same four tasks from GLUE using DeepL Translate,8 which specifically pro-
vides translation from English to PT-PT as an option.9

4 Albertina PT-* Model

We describe the pre-training of the Albertina language model for Portuguese,
in its two PT-PT and PT-BR versions, as a continuation of the pre-training of
DeBERTa with our data sets. We also address its fine-tuning for the downstream
tasks considered for its extrinsic evaluation.

7 This is the same task as the ASSIN 2 RTE, but on different source data.
8 https://www.deepl.com/.
9 This is distributed at https://huggingface.co/datasets/PORTULAN/glue-ptpt.

https://www.deepl.com/
https://huggingface.co/datasets/PORTULAN/glue-ptpt
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4.1 The Starting Encoder

We take DeBERTa [12] as our starting encoder since it is reported to improve on
multiple strong encoders and surpass human performance on the SuperGLUE
benchmark. The main novelty in DeBERTa comes from two techniques, namely
disentangled attention and enhanced mask decoder, which are related to how
information about the relative and the absolute positions of tokens is encoded
and handled by the model.

In other BERT-like encoders and Transformers in general, information about
the position of tokens is represented as a vector, such as, for instance, a sinusoidal
embedding, that is added to the content embedding of the token. The disentan-
gled attention mechanism in DeBERTa uses separate content (H) and relative
position (P ) embeddings, and the attention mechanism attends separately to
these embeddings. So, when calculating the cross attention Ai,j between tokens
i and j, the disentangled attention mechanism incorporates not only the usual
content-to-content attention HiH

T
j but also content-to-position HiP

T
j|i attention

and position-to-content Pi|jHT
j attention.

The second specific mechanism in DeBERTa, the enhanced mask decoder,
incorporates information about the absolute position of tokens right before the
softmax layer to predict the masked tokens. Usually, all three inputs (Query,
Key, and Value) to the self-attention calculation come from the hidden states in
the preceding layer, but in the enhanced mask decoder of DeBERTa the Query
input is based on the absolute position of the token.

As codebase, we resorted to the DeBERTa V2 XLarge, for English, that
is available from Hugging Face.10 We use the Transformers [32] library with
Accelerate [9]. The model has 24 layers with a hidden size of 1536, and a total
of 900 million parameters. This version brings some changes to the original
DeBERTa paper [12]. In particular: (i) it uses a vocabulary size of 128,000 and
the sentencepiece tokenizer [15], (ii) it adds an additional convolution layer to
the first Transformer layer, and (iii) it shares the position projection and content
projection matrices in the attention layer.

4.2 Pre-training Albertina PT-BR

For the training of Albertina PT-BR, the brWaC data set was tokenized with the
original DeBERTa tokenizer with a 128-token sequence truncation and dynamic
padding. The model was trained using the maximum available memory capac-
ity11 resulting in a batch size of 896 samples (56 samples per GPU without
gradient accumulation steps). We chose a learning rate of 1e-5 with linear decay
and 10k warm-up steps based on the exploratory experiments. In total, around
200k training steps were taken across 50 epochs. Additionally, we used the stan-
dard BERT masking procedure with a 15% masking probability.

10 https://huggingface.co/microsoft/deberta-v2-xlarge.
11 The PT-BR model was trained for 1 day and 11 hours on a2-megagpu-16gb Google

Cloud A2 VMs with 16 GPUs, 96 vCPUs and 1.360 GB of RAM.

https://huggingface.co/microsoft/deberta-v2-xlarge
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4.3 Pre-training Albertina PT-PT

To train Albertina PT-PT, the data set was tokenized with the original
DeBERTa tokenizer. The sequences were truncated to 128 tokens and dynamic
padding was used during the training. The model was trained using the maxi-
mum available memory capacity12 resulting in a batch size of 832 samples (52
samples per GPU and applying gradient accumulation in order to approximate
the batch size of the PT-BR model). Similarly to the PT-BR variant above,
we opted for a learning rate of 1e-5 with linear decay and 10k warm-up steps.
However, since the number of training examples is approximately twice of that
in the PT-BR variant, we reduced the number of training epochs to half and
completed only 25 epochs, which resulted in approximately 245k steps.

4.4 Fine-tuning Albertina and BERTimbau

Albertina PT-BR and BERTimbau Large were fine-tuned for each of the 6 tasks
described above (4 from GLUE and 2 from ASSIN 2), while Albertina PT-PT
was fine-tuned on the 4 GLUE tasks only (as ASSIN-2 is for PT-BR). Each
of these model-task combinations was fine-tuned for a range of sets of hyper-
parameter values, with the purpose of selecting the best-performing set of hyper-
parameters for each combination. Specifically, we experimented with dropout 0
and 0.1, learning rate 1e-6, 5e-6 and 1e-5, 32bit and 16bit floating point precision,
and random seeds 41, 42, and 43. When combined, these ranges resulted in a
considerable experimental space, with 36 experiments for each model-task pair.
In every such experiment, the whole model was fine-tuned (not just its output
head), for 5 epochs with batches of 16 examples.

5 Experimental Results

The experimental results obtained are reported in this section. Every score
reported is the average of three runs with different seeds. The set of hyper-
parameters that produced the highest score on the development data for a given
model/task was selected to subsequently evaluate it. It is the corresponding score
over the test data that is reported.

Table 1. Performance on the ASSIN 2 tasks RTE (Accuracy) and STS (Pearson).
Higher values indicate better performance, with the best results in bold.

RTE STS

Albertina PT-BR 0.9130 0.8676

BERTimbau Large 0.8913 0.8531

12 The PT-PT model was trained for 3 days on a2-highgpu-8gb Google Cloud A2 VMs
with 8 GPUs, 96 vCPUs and 680 GB of RAM.
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5.1 Improving the State of the Art on ASSIN 2 Tasks

The performance scores of Albertina PT-BR and BERTimbau Large on the RTE
task and STS task of ASSIN 2 are displayed in Table 1. Our model improves the
state of the art for PT-BR on these two tasks by a quite competitive margin.

5.2 Setting the State of the Art on Portuguese GLUE Tasks

The performance of Albertina and BERTimbau Large are compared again, this
time on the four tasks from PLUE, in PT-BR. As displayed in Table 2, our
model continues to show superior performance, in three of these four tasks.

Table 2. Performance on the PLUE tasks, for PT-BR, namely RTE and WNLI (Accu-
racy), MRPC (F1) and STS-B (Pearson)

RTE WNLI MRPC STS-B

Albertina PT-BR 0.7545 0.4601 0.9071 0.8910

BERTimbau Large 0.6546 0.5634 0.8873 0.8842

Albertina PT-PT 0.7960 0.4507 0.9151 0.8799

Table 3 shows the performance of Albertina on the same four tasks from
GLUE as before, but now automatically translated to PT-PT.

Table 3. Performance on the GLUE tasks translated into PT-PT, namely RTE and
WNLI (Accuracy), MRPC (F1) and STS-B (Pearson)

RTE WNLI MRPC STS-B

Albertina PT-PT 0.8339 0.4225 0.9171 0.8801

Albertina PT-BR 0.7942 0.4085 0.9048 0.8847

5.3 Discussion

In this study, we present a Transformer-based foundation model that estab-
lishes a new state-of-the-art performance for multiple benchmark data sets in
Portuguese. It is worth noting that the better efficacy of our model, compared
to the pre-existing BERTimbau, goes on par with its better efficiency, as effi-
cacy is achieved with significantly reduced computational requirements com-
pared to pre-existing models. In particular, while the BERTimbau model was
trained over one million steps, our model required less than a quarter of a mil-
lion steps. Our model’s ability to achieve superior performance with less training
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time/computation likely results from resorting to all pre-trained layers, includ-
ing the first layer, concerning word embeddings, and the last layer, concerning
masked token prediction (the masked language modeling head), in contrast to
the common practice in the literature of resetting these two layers to random
weights to continue the pre-training.

With the cross-evaluation, the motivation for the creation of separated ver-
sions for the two language variants PT-PT and PT-BR is somewhat empiri-
cally justified: when evaluated on PT-PT tasks, Albertina PT-PT outperforms
Albertina PT-BR in all tasks except one, where it is only marginally inferior,
cf. Table 3; conversely, when evaluated on PT-BR data, Albertina PT-BR out-
performs Albertina PT-PT in half of the tasks, cf. Table 2.

Although not directly comparable, the state-of-the-art English models using
the original GLUE data sets13 show performance results that are slightly supe-
rior to the results with Albertina. We hypothesized that this is due mainly to the
fact that the English models were evaluated on the respective GLUE test sets
(by being submitted to the automatic GLUE benchmark online), while Albertina
was not. The reason was that the GLUE online service for testing was not avail-
able when we needed it and provided no notice about whether it would reopen.
We had thus to evaluate our model offline, and thus on a different split of the
data. We used the original development set for evaluation, and from the original
training set, we used 10% for development and the rest for actual training. More-
over, we consider that the WNLI task was particularly affected by this difference
in data partition given its limited sample size.

6 Concluding Remarks

In this paper, we presented Albertina PT-*, a state-of-the-art foundation model
for Portuguese with 900 million parameters, of the encoder class, available in two
versions, one for the European Portuguese variant from Portugal (PT-PT), and
one for the American Portuguese variant from Brazil (PT-BR). To the best of our
knowledge, there is no pre-existing encoder specifically developed for PT-PT that
has been made publicly available and distributed for reuse. Hence, our Albertina
PT-PT is a contribution in that direction and thus sets the state of the art for
this variant of Portuguese. As for PT-BR, our Albertina encoder improves the
state of the art, taking into account the previous level that was set by the pre-
existing encoder BERTimbau, with 330 million parameters, showing superior
performance in five out of six downstream tasks used for extrinsic evaluation.

As future work, we will be seeking to progress along a number of directions
that may help to secure improvements in the performance of Albertina PT-*. We
will experiment with training our encoder versions from scratch on Portuguese
data only. It will be important to keep searching for and using better data in
terms of quality (boilerplate cleaning, etc.), coverage of different genres, domains
and registers, and coverage of additional Portuguese variants. And last but not
least, we will be trying to obtain better encoders for Portuguese by virtue of
13 https://gluebenchmark.com/leaderboard.

https://gluebenchmark.com/leaderboard
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improved design, increasing their size, experimenting with more architectures,
or finding better hyper-parameters.
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Abstract. We describe OSPT, a new linguistic resource for European
Portuguese that comprises more than 1.5 million Portuguese-Portuguese
sentential paraphrase pairs. We generated the pairs automatically by
using neural machine translation to translate the non-Portuguese side
of a large parallel corpus. We hope this new corpus can be a valu-
able resource for paraphrase generation and provide a rich semantic
knowledge source to improve downstream natural language understand-
ing tasks. To show the quality and utility of such a dataset, we use
it to train paraphrastic sentence embeddings and evaluate them in the
ASSIN2 semantic textual similarity (STS) competition. We found that
semantic embeddings trained on a small subset of OSPT can produce
better semantic embeddings than the ones trained in the finely curated
ASSIN2’s training data. Additionally, we show OSPT can be used for
paraphrase generation with the potential to produce good data aug-
mentation systems that pseudo-translate from Brazilian Portuguese to
European Portuguese.

Keywords: Paraphrastic dataset · Semantic embeddings · Paraphrase
generation · European portuguese

1 Introduction

Paraphrase generation1 transforms a natural language text into a new text with
the same semantic meaning but a different syntactic or lexical surface form [7].
This is a challenging problem commonly approached using supervised learning
[2,17].

While this task has been extensively explored for English, few works have
been developed for other languages, namely Portuguese. We are aware of one
work exploring paraphrase generation for (Brazilian) Portuguese [28]. There is
no existing work targeting paraphrase generation for European Portuguese, and

1 The code and data are available at https://github.com/afonso-sousa/pt para gen.
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only two small phrasal datasets of aligned paraphrases are available [4,5], which
are not publicly accessible. For English, however, approaches have been devel-
oped for generating freely-available datasets with millions of sentential para-
phrase pairs [12,37].

In this paper, we describe the creation of a dataset containing more than
1.5 million sentential paraphrase pairs. We use neural machine translation
(NMT) to translate the English side of a large English-Portuguese parallel cor-
pus, namely OpenSubtitles [23]. We pair the Portuguese translations with the
European Portuguese references to form paraphrase pairs. We call this dataset
OSPT, as an abbreviation of OpenSubtitles for Portuguese. This dataset covers
a broad range of paraphrase phenomena (we cover this analysis in more detail
in Sect. 3).

We show the utility of the dataset by using it to train paraphrastic sentence
embeddings. We primarily evaluate our sentence embeddings on the ASSIN2 [29]
semantic textual similarity (STS) competition. Despite being built for Brazilian
Portuguese, for a lack of a better alternative, we deem this competition a good
option to evaluate the quality of our data intrinsically. We compare sentence
embeddings trained on the official training set from the competition against sen-
tence embeddings trained with a small subset of OSPT. We found the embed-
dings trained with our dataset outperform those trained from a curated training
split.

Lastly, we show that our dataset can be used in paraphrase generation. Hav-
ing the European Portuguese sentences as targets in fine-tuning a multilingual
pre-trained language model produces a pseudo-translation effect. The genera-
tions are much more European Portuguese-like than the sources, which exhibited
Brazilian-like features.

We release our dataset, trained sentence embeddings, paraphrase generators,
and all the code to do so. As far as we know, OSPT is the most extensive
collection of Portuguese sentential paraphrases released to date. We hope it can
motivate new research directions in Portuguese and be used to create powerful
Natural Language Processing models while adding robustness to existing ones
by incorporating paraphrastic knowledge.

2 Related Work

We discuss work in automatically building paraphrase corpora using parallel
text for learning sentence embeddings and similarity functions, and paraphrase
generation in Portuguese.

Paraphrase Discovery and Generation
Many methods have been developed for generating or finding paraphrases,
including using multiple translations of the same source material [6], using com-
parable articles from multiple news sources [10], crowdsourcing [18], using diverse
machine translation systems to translate a single source sentence [34], and using
tweets with matching URLs [21].
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Besides all these techniques, the most influential prior work uses bilingual cor-
pora. Bannard, and Callison-Burch [3] used methods from statistical machine
translation to find lexical and phrasal paraphrases in parallel text. Ganitke-
vitch et al. [13] scaled up these techniques to produce the Paraphrase Database
(PPDB), which has then been extended for many languages [12] since it only
needs parallel text. Wieting et al. [38] used NMT to translate the non-English
side of sentential parallel texts to get English-English paraphrase pairs and
claimed their data quality to be on par with manually-written English para-
phrase pairs. The same authors then scale up the method to produce a larger
dataset [37]. We intend to do the same but produce Portuguese-Portuguese para-
phrase pairs.

Sentence Embeddings
As in Wieting and Gimbel’s work [37,38], we train sentence embeddings to
demonstrate the quality of the dataset. These works trained models on noisy
paraphrase pairs and evaluated them primarily on semantic textual similar-
ity (STS) tasks. Prior work in learning general sentence embeddings has used
autoencoders [16], encoder-decoder architectures [11], and other learning frame-
works [1,9,27]. More recently, there are approaches leveraging the embeddings of
pretrained language models, like SimCSE [14] or Sentence-BERT (SBERT) [30].
We use the latter for our STS task.

Parallel Text for Learning Embeddings
Prior work has shown that parallel text, and resources built from parallel text like
NMT systems and PPDB, can be used to learn word and sentence embeddings.
Some works have used PPDB as a knowledge resource for training or improving
embeddings [26,36]. Others have used NMT architectures and training settings
to obtain better embeddings, like Mallinson et al. [25] that adapted trained NMT
models to produce sentence similarity scores in semantic evaluations, or Wieting
and Gimpel [37] that proposed mega-batches to expand the search space for
selecting negative examples for each paraphrase pair to then compute a margin
triple loss [30]. In this work, we opt to use a multiple negative loss [15] because
we do not have negative examples. This loss assumes that every other target
sentence (aside from the target sentence from the pair being evaluated) in the
batch is a negative example.

3 The Dataset

To create our dataset, we used back-translation [38]. We used an English-
Portuguese NMT system to translate English sentences from the train-
ing data into Portuguese. We paired the translations with the European
Portuguese references to form Portuguese-Portuguese paraphrase pairs (i.e.,
〈MixedPortuguese,EuropeanPortuguese〉 pairs).

Throughout the document, we refer to Portuguese as a mixture of European
and Brazilian Portuguese, as most pre-trained multilingual models do not dis-
tinguish between the two variants. To refer to a specific variant, we explicitly
say so.
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Table 1. Examples from source dataset machine-translated sentences that build into
paraphrase pairs for our dataset. Each entry consists of the original English sentence
(“en-XX”), its Portuguese machine translation (“MT pt-XX”) and the European Por-
tuguese reference (“pt-PT”). These pairs have varying lexical diversity.

en-XX MT pt-XX pt-PT

That’s for someone else
to judge

É para outra pessoa julgar. Não é a nós que cabe jul-
gar isso

What are you doing with
those people, I wondered

O que estão a fazer com essas
pessoas, perguntei-me

O que fazes com estas
pessoas, perguntei-me eu

You wouldn’t want me to
pretend

Vocês não querem que eu fin-
gue.

Vais querer que eu finja?

But I was able to find out
that her area of expertise
was gerontology

Mas pude descobrir que a sua
área de especialidade era a
geronologia.

Mas eu consegui desco-
brir que a sua área profis-
sional era a gerontologia

You all right? Está bem? Estás bem?

Guys, it was like a circus
out there

Rapaces, era como um circo lá
fora

Rapazes, estava muita
confusão

Because pivot translation can potentially diminish the fidelity of the informa-
tion forwarded into the target language, we chose parallel data containing text in
European Portuguese, from which we can translate the side which is not Euro-
pean Portuguese. This is the approach from [37]. Additionally, in [38], the authors
found little difference among Czech, German, and French as source languages
for back-translation from English. As for Portuguese, we did not find prior work
focusing on the best source language to translate from. As such, to maximize
performance, we chose English as our language to translate from and an English-
centric multilingual pre-trained language model, such as mBART-50 [35]. This
model extends the original mBART [24] to encompass more languages, including
Portuguese.

3.1 Choosing a Data Source

As far as we know, the two primary publicly available datasets with European
Portuguese bitext are Europarl [20] and OpenSubtitles [23]. As per the study
conducted in [37], Europarl exhibits low diversity in terms of rare word usage,
vocabulary entropy, and parse entropy, mainly due to the formulaic and repet-
itive nature of speech in a Parliament. In [37], the authors chose the CzEng
dataset [8], of which a significant portion is movie subtitles which tend to use
a vast vocabulary and have a diversity of sentence structures. This serves as a
strong motivation for conducting our experiments using OpenSubtitles.

The OpenSubtitles dataset has over 33 million English-European Portuguese
bitext pairs. Because of the computational expense of translating such an exten-
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sive dataset, we sample 3 million entries. When translating the English sen-
tences to Portuguese, we used beam search with a beam size of 5 and selected
the highest-scoring translation. We show illustrative examples in Table 1. Note
the matching is not always perfect, mainly because the original bitext pairs not
being perfect translations (there are instances where the meaning is significantly
different). The translations are of very high quality, with sporadic errors like
gender-mismatch due to English having no gendered nouns, or translations fail-
ing to discern whether a second person pronoun (“you”) is singular or plural.

3.2 Automatic Quality Assessment, Cleaning, and Filtering

As manually evaluating such an extensive dataset is very expensive and time-
consuming, we resort to automatic mechanisms to assess the dataset’s quality
and clean and filter uninteresting information.

We found recurring problems on manual inspection, like close captions, start
hyphenation, and sentence misalignment. For example, “(vomita) Tu queres
saber o que é de loucos?” has a close caption that should be removed. Simi-
larly, in “- Deem-me dois minutos.”, the hyphen should be removed to match
the target sentence. An example of the misalignment is ‘E Dra. Lin, tente não
me chamar.” → “Sim.”, where the two sentences do not share the same meaning.
To find these pairs, we search for big differences in token size between source
and target. We use the following equation to prune heavily uneven word counts
while normalizing for text sizes:

|n tokenssrc − n tokenstgt|/max(n tokenssrc, n tokenstgt) > 0.5

We arbitrate the threshold value to be 0.5 based on a few empirical experiments.
For a random sample of 100 000 entries, we find around 3 500 entries that do not
match the above equation (are deemed unfit to keep). The mean SBERT score
for this sample is 81.69, a low value for SBERT, indicating that these pairs with
heavily uneven word counts have a low semantic similarity.

Finally, we remove sentence pairs that are exactly the same. This behavior
occurs most prominently for very small sentences (<4 tokens).

3.3 Data Analysis

We further analyze the relevance of the data. As per Li et al. [22], relevance
regards how semantically close the paraphrase text is to the original text. We
study the semantic similarity resorting to Sentence BERT [30] (SBERT). Specifi-
cally, we conduct preliminary testing with multilingual SBERT (mSBERT) [31],
and a Brazilian Portuguese SBERT2 trained on ASSIN2 [29]. Despite being
more general-purpose, we found mSBERT performs better than the latter. Using

2 This model can be found on the HuggingFace as “ricardo-filho/bert-base-portuguese-
cased-nli-assin-2”.
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mSBERT and normalizing the scores in the range of [0, 1], we get an average
value of 87.724, which suggests the majority of the pairs have high semantic simi-
larity between them. Nonetheless, we prune pairs with semantic scores lower than
80. From empirical assessment, from this threshold on, most sentence pairs are
misaligned.

We do not conduct any particular study regarding fluency (the syntactic and
grammar correctness of the paraphrased text [22]), relying on the assumption
that pre-trained language models are inherently good grammar inductors [19].

OSPT has 1 519554 pairs. For reference, two widely used English sentential
parallel paraphrase datasets, QQP3 and PAWS [39] have respectively 1 49263
and 2 8904 paraphrase pairs. TaPaCo [32], a corpus of sentential paraphrases
for various languages, has 3 6451 Brazilian Portuguese paraphrase pairs. The
OSPT averages 8 words for both source and target sentences, as subtitles are
rarely long. QQP averages around 11 words per sentence, PAWS around 21, and
TaPaCo around 7.

4 Learning Sentence Embeddings

We assess the quality of the dataset intrinsically, using it to train sentence embed-
dings.

4.1 Experimental Setup

We fine-tune a mSBERT [31] model. We train the model for 10 epochs with a
batch size of 64, a learning rate of 2e-5, AdamW optimizer and a linear scheduler
with 100 warmup steps. As referred to in Sect. 2, the training loss we use allows
for training good quality sentence embeddings without negative examples. The
training data for the loss consists of sentence pairs [(a1, b1), . . . , (an, bn)] where
we assume that (ai, bi) are similar sentences and (ai, bj) are dissimilar sentences
for i �= j. It minimizes the distance (cosine similarity) between ai and bi while
maximizing the distance between ai and bj for all i �= j.

We evaluate sentence embeddings using the ASSIN2 semantic textual sim-
ilarity (STS) tasks [29]. Given two sentences, the aim of the STS tasks is to
predict their similarity on a 0-5 scale, where 0 indicates the sentences are on dif-
ferent topics and 5 means they are entirely equivalent. To fairly compare OSPT
with ASSIN2’s official training data (with 6 500 pairs), we randomly sampled
a subset of 6.5K pairs from our dataset. We further compare with a 6500-pair
subset of the TaPaCo dataset.

3 https://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs.

https://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs
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4.2 Results

In Table 2, we report the scores for the official task’s evaluation metrics.

Table 2. Results for STS on the ASSIN2 test set. We compare three fine-tuned SBERT
models, one using the ASSIN2 training data (has 6 500 pairs), other using a random
subset of 6 500 samples from TaPaCo [32], and the other using a random subset of
6 500 samples from OSPT. We report the official metrics from the STS tasks of the
ASSIN2 competition. The best results are in bold.

Pearson’s r MSE

SBERT-ASSIN2 0.711 0.03

SBERT-TaPaCo 0.763 0.02

SBERT-OSPT 0.780 0.02

The results reported compare the same model trained under the same con-
ditions, and with the same amount of data, only changing the data source. The
mSBERT trained with a subset of OSPT performed the best for the task, achiev-
ing the highest Pearson’s r and MSE values. Assuming the randomly sampled
subsets to be good representations of the data as a whole (which is hard to assess
if this is true for sentences), we can conclude the data to be of good quality, or
at least, to be good enough to produce good quality sentence embeddings.

5 Paraphrase Generation

Besides creating state-of-the-art paraphrastic sentence embeddings, we show our
dataset can help produce interesting paraphrase generators for data augmenta-
tion.

5.1 Experimental Setup

We fine-tune three mBART [24] models, two on subsets of OSPT and another on
the TaPaCo dataset. Since our dataset is so large, it is computationally demand-
ing to train paraphrase generation models in its entirety. As such, we filter the
data to create a training set of 240K samples, 30K samples for validation, and
30K for testing. Additionally, we build a subset of OSPT of 36451 training pairs
(the same size as TaPaCo) for fair comparison. We train both models for four
epochs, with a batch size of 64, a learning rate of 1e-4, AdamW optimizer, and
a linear scheduler with 100 warmup steps.

Following recent work [17], we use as our primary evaluation metric the
iBLEU [33] score:

iBLEU = α · BLEU(outputs, references)
− (1 − α) · BLEU(outputs, inputs)
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iBLEU measures the fidelity of generated outputs to reference paraphrases as
well as the level of diversity introduced. We set α as 0.7 per the original
paper [33]. Additionally, to probe the semantic retention of the generations,
we measure the semantic similarity using mSBERT [30]. We chose this metric
because it was found to have the lowest coupling between semantic similarity
and linguistic diversity [2].

5.2 Results

We evaluate paraphrase generation using the ASSIN2 competition’s test set.

Table 3. Top-1 results for automatic evaluation on the ASSIN2 test set. The Source
as prediction baseline serves as a dataset quality indicator. The naming convention
matches the number of pairs used to train the models. The best results are in bold.

iBLEU↑ SBERT↑
Source as prediction −9.9 74.876

mBart-OSPT-240k −2.5 70.476

mBart-OSPT-36k −2.3 69.324

mBart-TaPaCo −3.6 71.048

Table 3 shows the performance of the two mBART-based models we fine-
tuned. The results are bound to the basic statistics of the data, hence why we
report the source as prediction, that is, using the source sentences as predictions.
The ASSIN2 pairs have high word overlap, expressed as a low iBLEU score in
the source as prediction baseline. Consequently, models trained on that data
will produce sentences similar to the sources. That is why the iBLEU scores are
low across the board. These iBLEU values could be made higher by increasing
the α hyper-parameter, but we would be reducing the contribution of lexicon
diversity for the results. Nevertheless, we can see that we can improve diversity
by having more diverse generations (expressed as a higher iBLEU score) with
a drop in the semantics (even though the metric is not fully decoupled from
the vocabulary used). The model trained on OSPT-36k achieves the highest
diversity but at the cost of some semantic preservation. Ramping up the number
of training examples to 240k has a minimal decrease in diversity with increased
semantic fidelity, much closer to the model trained on TaPaCo. Note that we
did not fiddle with hyper-parameters, and four epochs may not be sufficient
for achieving optimal performance considering the complexity and size of our
model, hence why the larger model is not clearly better than the smaller one.
Notice that TaPaCo is a Brazilian Portuguese dataset, such as ASSIN2, making
it likely to perform better in this specific context, as we are trying to produce
European Portuguese text. Moreover, this ASSIN2 test set contains texts with
low syntactic diversity and many uses of the gerund form of the verbs, a pattern
most prevalent in Brazilian Portuguese.
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Table 4. Example generations from the mBART-OSPT-240k model on the ASSIN2
test set illustrating the pseudo-translation.

Original Generation

Alguém está tocando um piano Está alguém a tocar piano

O homem está falando ao telefone O homem está a falar ao telefone

Um homem negro está andando no pavimento Está um negro a caminhar no chão

Duas mulheres estão dançando Duas mulheres dançam

Table 4 shows some examples of these sentences and the respective genera-
tions from the mBart-OSPT-240k model. We can produce European Portuguese
paraphrases by building the training pairs with the European Portuguese as tar-
gets, even when paraphrasing from Brazilian Portuguese. Our model performs a
pseudo-translation from Brazilian Portuguese to European Portuguese.

Future work could use the properties mentioned above of the paraphrase
generator to further denoise the dataset we present in this paper. We could use
the generations of this paraphrase generator to convert the source sentences of
our dataset into European-like Portuguese. We can also consider generalizing
the approach and employing this technique to convert any Brazilian Portuguese
text into European Portuguese.

6 Conclusion

We described the creation of a dataset of more than 1.5M Portuguese senten-
tial paraphrase pairs. We showed how to use this dataset to train paraphrastic
sentence embeddings that outperform systems trained with other data on STS
tasks, as well as how it can be used for generating paraphrases for purposes of
data augmentation and pseudo-translate from Brazilian Portuguese to European
Portuguese.

The key advantage of our approach is that it only requires parallel text and
a translation system. There are hundreds of millions of parallel sentence pairs,
and more are being generated continually. Our procedure immediately applies
to the wide range of languages for which we have parallel text. Additionally, the
quality of the datasets generated using this approach will increase in parallel
with improvements in Machine Translation.

We release our dataset, code, and pre-trained sentence embeddings.4

This work is supported by LIACC, funded by national funds through
FCT/MCTES (PIDDAC), with reference UIDB/00027/2020.

Acknowledgments. The first author is supported by a PhD studentship with refer-
ence 2022.13409.BD from Fundação para a Ciência e a Tecnologia (FCT).

4 We will release code and embeddings under the permissive MIT license.
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Abstract. Dialogue systems need to deal with the unpredictability of
user intents to track dialogue state and the heterogeneity of slots to
understand user preferences. In this paper we investigate the hypoth-
esis that solving these challenges as one unified model will allow the
transfer of parameter support data across the different tasks. The pro-
posed principled model is based on a Transformer encoder, trained on
multiple tasks, and leveraged by a rich input that conditions the model
on the target inferences. Conditioning the Transformer encoder on mul-
tiple target inferences over the same corpus, i.e., intent and multiple
slot types, allows learning richer language interactions than a single-task
model would be able to. In fact, experimental results demonstrate that
conditioning the model on an increasing number of dialogue inference
tasks leads to improved results: on the MultiWOZ dataset, the joint
intent and slot detection can be improved by 3.2% by conditioning on
intent, 10.8% by conditioning on slot and 14.4% by conditioning on both
intent and slots. Moreover, on real conversations with Farfetch costumers,
the proposed conditioned BERT can achieve high joint-goal and intent
detection performance throughout a dialogue.

Keywords: Dialogue state tracking · Intent detection · Slot filling ·
BERT

1 Introduction

Conversational assistants need to explicitly maintain information about user
goals by tracking the user intent and storing a set of slot-value pairs. This is
critical to ensure the smoothness of user-agent interaction leading to frustration-
free outcomes. Both dialogue state and slot values can be used as a way to pro-
vide a general initial product suggestion [13], before more fine-grained attributes
are requested by the system. Hence, keeping the dialogue agent up-to-date
with user’s perception of the current conversation is a critical, yet, non-trivial
task [12].

Algorithms that support more natural conversations need to tackle com-
plex phrasal constructions [3] and dialogue contextual information [11]. Each
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. Moniz et al. (Eds.): EPIA 2023, LNAI 14115, pp. 467–480, 2023.
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user utterance conveys multiple and intertwined hints leading to very rich
language structures and possible co-references to the dialogue history. Recent
approaches [3,11,12,25], explored the Transformer model in this context and
leveraged the attention mechanisms to tackle the above challenges. A common
practice is to use the control token to detect intent [4,20,22] or presence of a slot
span [3,17,23]. Recent works extend the Transformer with new heads [4,20,22],
tackling both intent detection and slot filling in a multi-task setting. While these
works capture the dependencies between intent detection and slot-filling, all the
inferences are solely conditioned on the dialogue utterances, without accounting
for each target inference task.

Our research hypothesis is that jointly learning dialogue inference tasks while
conditioning the Transformer on the aforementioned dialogue state-tracking
(DST) tasks, will lead to more precise joint-inferences of user intent and slot
filling, i.e., more accurate dialogue state inferences. This hypothesis is supported
by the way BERT [7] attends to different tokens [5]—the [CLS] token, retaining
a global sequence embedding, can leverage a number of language tasks [7], by
functioning as an attention hub, contextualizing the whole input sequence. Extra
special attention hub tokens can then be added and learned through fine-tuning.
Hence, we argue that introducing new task-specific tokens, acting as task-specific
attention hubs, alongside Transformer heads, could allow for the introduction of
additional domain-specific operations. We argue that these empirical observa-
tions are all rooted on the same principle: when the Transformer encoder is
conditioned on the target task, the self-attention mechanism across all layers
becomes aware of the target inference operation. Thus, the conditioning input
can steer the inferences across all layers. This forms the base assumption of our
work.

In the following section we discuss the related work. In Sects. 3 and 3.1 we
describe the proposed approach. Section 4 presents and discuss experimental
results.

2 Related Work

Dialogue State Tracking (DST) refers to the act of maintaining a set of user
goals or preferred attributes by performing slot-filling in task-oriented dialogues,
which can be either single or multi-domain. Span-based slot-filling approaches
have been widely explored with promising results, as seen in [23], [3], [17],
with the first employing RNN encoding and the latter two using a BERT-based
encoder. Extracting spans may sometimes be sufficient to attain good perfor-
mance, but, in open-ended dialogues, may prove insufficient when facing values
implicitly mentioned by the user or values which refer to previously filled slots.
To remedy this, work towards introducing other types of information has been
developed, maintaining the same BERT encoder setup. [11] proposed to directly
refer the previously made slot assignments or system suggestions, depending on
the output of the slot-gate, which is extended so as to perform a more fine-grained
classification. Other approaches, such as [26], make use of predefined ontologies
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when slots are considered categorical. While non-categorical slots are classified
by detecting relevant spans in the dialogue, categorical slots use a fixed BERT
model to encode all possible slot key-value combinations in the ontology, and use
cosine similarity matching with the [CLS] token output of both BERT instances.
While this work is similar in spirit to ours, we directly adapt BERT-DST [3] to
develop our models, as was previously attempted by [11].

BERT-DST [3] classifies each slot independently from one another in two
steps: first, using BERT’s [CLS] token embeddings, it classifies whether a slot
is or is not present in the utterances, or whether the user expressed no interest
in its value; referred to as a slot-gate. Second, for each slot where the slot-gate
output is positive, using the embedding of each token, attempts to extract the
dialogue span in which its value is mentioned.

Intent Detection requires analyzing a user utterance and classifying it, as a
whole, given a set of possible user intents. Transformer encoder-based approaches
are especially adept at this task, performing the classification step using sentence
embeddings. Intent detection data is limited in task-oriented datasets, and most
approaches [4,14,16] focus on single-utterance queries for voice assistants [6,9],
forgoing multi-turn interactions.

Recently developed DST datasets, such as [17,24], have attempted to
account for the fact that real-world systems will contain categorical and non-
categorical slots. Alongside this notion, they also push the relevance of intent
detection, with [17] supplying intent annotations and [24], an update to Multi-
WOZ [2], updating the annotation set with user intent annotations.

3 Proposed Model

Slot-filling and intent detection are natural language processing tasks associated
to the understanding of a sequence D = {(u1, a1), ..., (uT , aT )}, of T dialogue
turns, where each turn i is represented by a tuple (ui, ai) composed of user and
system utterances, respectively. First, given the user utterance uT+1 and a set of
M possible intents I = {I1, ..., IM}, our goal is to infer the correct intent Im of
the user utterance. Second, given all dialogue utterances up to turn T and a set of
N slot-keys S = {s1, ..., sN}, the goal is to assign a slot-value v ∈ {v1, . . . , vi, . . .}
to every slot-key sk which was, explicitly or otherwise, accepted or suggested
by the user in the turns present in D. A slot-value can be anything from a
hotel location to the number of people in a restaurant reservation. The act of
maintaining all relevant slot key-value pairs in a dialogue D is referred to as
Dialogue State Tracking (DST).

3.1 Dialogue Task Conditioned Encoder

Conditioning the Transformer encoder on dialogue data can be achieved
by considering the entire sequence of dialogue utterances. We can consider
the independent probabilities of user intent p(Im|uT ,Hc) and slot key-value
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p(sk = vi|uT ,Hc) where uT stands for the current user utterance, and Hc =
{uT−c, . . . , uT−1} is the set of past dialogue utterances. Alternatively to the
independent modes, the joint-inferences of intent and slot filling is an explic-
itly dependency-based model, p(Im, sk = vi|uT ,Hc) where the joint inference is,
again, conditioned on the dialogue history Hc. We extend these variables and
investigate how different conditioning assumptions affect the Transformer infer-
ence performance for joint slot-filling and intent detection. In practice, we enrich
the conditional probability with dialogue task information DT ,

p(Im, sk = vi|uT ,Hc,DT ), (1)

which brings a series of advantages to Transformer-based implementations of the
above model.

Fig. 1. The dialogue target task is explicitly passed to the encoder to condition its
inferences.

3.2 Dialogue Task Conditioning

Large Transformer models [12,20] are able to singlehandedly model complex
tasks within dialogues, such as next sentence prediction, intent detection, and
ontology-based slot-filling. Even though intent detection in TOD-BERT [20]
is performed by leveraging the [CLS] token, both SimpleTOD [12] and TOD-
BERT prepend user and assistant utterances with special tokens that denote
the speaker. In DST, user and assistant turns should be attended differently: in
order to perform slot-filling on a slot key, the user must either state it (explicitly
or otherwise) or agree with an assistant suggestion. The aforementioned tokens
can condition the Transformer into performing slot-filling appropriately in each
situation. SimpleTOD [12] further makes use of tokens to delineate the start and
end of each dialogue subtask, such as slot-filling and response generation.

Hence, in light of what we know [20] regarding special token usage on vanilla
BERT ([CLS], [SEP]) and pre-trained TOD systems (utterance source tokens,
subtask delineation), we pass dialogue specific tokens to the encoder to condition
its inference operations (Fig. 1). Each one of these dialogue specific tokens is
then fine-tuned on the corresponding target inference tasks. This is extremely
important since now, all encoder layers will have explicit information regarding
the required output task.
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3.3 BERT-DST: Span Slots

First, we build on the BERT-DST [3] model and leverage the fact that BERT
overly attends to special tokens [5]. This baseline model uses the standard input
formatting [7] (first row of Fig. 1), where each input token is mapped to an h
dimensional internal representation. The output O ∈ R

L×h comprises contextu-
alized embedding representations of the input tokens.

As previously described, the [CLS] token feeds the slot-gate softmax layer,
and the slot values are extracted using a span-based approach over D. The span
detection is implemented as two classification layers, one for the span-start and
one for the span-end, see Fig. 2. All these layers are trained under a common
loss function

Lslot =α · Lslot gate +
1 − α

2
· (Lspan start + Lspan end), (2)

a convex combination parameterized by α.

Fig. 2. The BDST-J architecture explicitly conditions the dialogue state inference
operations in an end-to-end fashion over the intent and domain-slots.

3.4 BDST-I: Intent Detection

Our first take towards conditioning the Transformer encoder in the target infer-
ence task is to introduce an [INTENT] token to the sequence input. This new
token embedding is used by a linear classification layer head to detect the intent.

Introducing the aforementioned token is feasible as both tasks are inherently
related—in fact, recent DST approaches [17] attempt to consolidate intent detec-
tion and slot-filling within the same model. We also argue that slot classification
is inherently coupled with the current user intent. When users intend to, for
instance, request hotel information, it is more likely that they would mention
the number of people than also request a restaurant location in the same turn.
This is also shown by a strong Cramer’s V correlation [1] between utterances
of a specific intent and mentioned slots, on all considered datasets (discussed
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in Sect. 4.1). Specifically, the MultiWOZ and Farfetch-Costumers datasets both
exhibit a 0.62, Farfetch-Sim 0.53, and Sim-R with 1.

We fine-tune BDST-I to both slot-filling and intent detection, adding β ·
Lintent to the BERT-DST loss function (Eq. 2), with Lintent as the cross entropy
loss for the intent prediction target, and β is a convex combination constants:

LBDST−I = β · Lintent + (1 − β) · Lslot (3)

The embedding weights of the [INTENT] token are initialized with the [CLS]
weights and are then fine-tuned to the intent detection task. β was determined
experimentally on the validation set.

3.5 BDST-C: Categorical Slots

The search for the presence of slots is usually focused on the ones that make
sense for the current dialogue stage—in real world scenarios, it is not plausible
to search for all slots in all dialogue stages. Thus, for each categorical slot that
we wish to detect, we introduce a slot-specific input token, each initialized with
random embeddings, signaling we need to perform inference on each mentioned
slot. The BERT model input is shown in Fig. 1: assuming hotel-stars and hotel-
price as the categorical slots in the domain. In such cases, given a categorical slot
[cs], whose possible values are in V[cs], and the corresponding token BERTcs,
the slot value is determined by a classifier head,

arg max
Vcs

Wcs · BERTcs + bcs (4)

where Vcs is the set of all possible values for slot key [cs] in the domain ontology.
Note that in domains without categorical slots, the model input is the same as
vanilla BERT-DST.

BDST-C uses a different classification strategy depending on the slot type,
so special considerations must be taken. We use a weighted sum for the loss, as
follows:

LBDST−C = β · Lcat + (1 − β) · Lslot (5)

Following the assumption that each slot is of equal importance to the final
result, we fix β to (#categorical slots)/(#total slots).

3.6 BDST-J: Joint Intent and Multiple-Slots

As previously mentioned, both extensions attempt to exploit BERT being capa-
ble of assigning operations to special tokens. Similarly to how [CLS] is known
to contain an aggregate sequence representation for NSP, it is easy to see how
an [INTENT] token could also contain an aggregate representation based on all
the possible intents. The same rationale applies to the extra categorical tokens,
potentially containing sentence-level representations weighted on the semantic
classification of specific slot-keys. Hence, we generalize the above approaches and
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introduce a fully flexible input sequence for the joint task, BDST-J, Fig. 1. It
follows that, when training BDST-J, the loss function is:

LBDST−J = α · LBDST−I + (1 − α) · LBDST−C (6)

All parameters are determined on the validation set.

4 Evaluation

In this section we evaluate the vanilla BERT-DST model, BDST-I, BDST-C,
and BDST-J on Sim-M, Sim-R, MultiWOZ 2.2 benchmarks, and on the Far-
fetch dataset, with real testers. All the baselines we tested are encoder-only
architectures and have a similar number of parameters for a fair comparison,
with the exception of the low-parameter TRADE-DST [21]. Other architectures
require more training time and are more complex to deploy.

4.1 Datasets

M2M (Sim-M + Sim-R). Sim-R and Sim-M [18], respectively focusing on the
restaurant and movie ticket domains, use crowdsourced paraphrasing of template
utterances to simulate both user and agent. All slots are non-categorical, which
biases the dialogue towards simple and direct conversations where slot values
are always explicit in utterances. Dialogues are also noiseless, which may not
reflect some of the challenges of an in production, robust DST system. Both
datasets have a high proportion of out of vocabulary values, meaning that sev-
eral test set slot values are absent during training. These values are contained
in the restaurant name and movie slots. Sim-R contains coarse-grained intent
detection, with two possible intent values: find and reserve restaurant. Com-
pared to other datasets used in this work, the amount of dialogues is relatively
low—to perform well on M2M, models must develop a robust understanding of
the semantics of slot-filling with sparse data.

MultiWOZ 2.2 (MW) MultiWOZ [2] is a widely used DST dataset which
follows a standard human-to-human Wizard of Oz approach, spanning several
domains. This allows for significantly higher language variety and more complex
dialogues, as there are little to no restrictions put on the users when creating
data. The lack of language restrictions and the explicit usage of categorical slots
requires inferring values in turns, alongside extractively collecting slot values
from utterances. An extra challenge is entity bias and misannotations, which
have been approached by multiple works [8,10,15,24]. For training and evalua-
tion, we use the 2.2 variant [24] supported by the original MW authors.1 MW 2.2
extends the 2.1 version by cleaning some annotations and, not only introducing
categorical slot annotations, but also introducing a set of active user intents per
user turn. We follow the assumption that the current user intent is the next to
1 https://github.com/budzianowski/multiwoz.

https://github.com/budzianowski/multiwoz
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be fulfilled in the active user intent set (i.e. when an intent is removed from the
active intent set, the user had been working towards fulfilling it). We use this
assumption to retrieve a single intent per user utterance.

Farfetch Simulated Dialogues (Farfetch-Sim). This dataset comprises dia-
logues that simulate a fashion concierge [19] that understands customer needs
and provides the correct answers. These were created in a way that reflects
past real user experiences on the Farfetch platform, with a massive number of
users. The simulated dialogues cover the complete customer journey: greeting,
product search and exploration, to checkout. Throughout the different conversa-
tional journeys, users engage in product-grounded conversations, across different
scenarios. We defined a range of scenarios and flows that reproduce real-world
client-assistant interactions and introduce novel fashion-specific sub-dialogues
that combine language and product metadata. From a total of 39,956 simulated
dialogues, we extract 236,072 annotated utterances (slot-filling and intent) for
training, 48,427 for validation and 48,097 testing.

Farfetch User Dialogues (Farfetch-Costumers). This set of real and
authentic dialogues was obtained during a user testing session of a Farfetch’s
in-house conversational shopping assistant prototype. Users (actual costumers)
were sampled based on device (desktop or mobile chat), and clothing gender
(men or women), and had no prior experience using a conversational agent for
product discovery. A total of 85 complete dialogues were annotated with slot-
filling and intent detection information, and used for testing.

Table 1. Results on the M2M datasets.

Sim-M Sim-R

Model JG Int. Acc. JG Int. Acc.

BERT-DST [3] 81.9 – 88.6 –

BDST-C 82.6 – 86.1 –

BDST-I 83.3 100.0 91.3 99.9

TripPy [11] 83.5 – 90.0 – Fig. 3. Slot key distribution on the
Sim-R train split, by intent

4.2 Training

Similarly to vanilla BERT-DST, we train the models using randomly sampled
batches of size 32. Unless otherwise stated, we used the [BERT base, Uncased]
architecture and weights and train for 100 epochs—except for the Farfetch dia-
logues, which we train for 20 epochs, due to their large amount. We set the
learning rate to 2e−6 and use ADAM optimizer.
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4.3 Metrics and Evaluation Methodology

We evaluate slot-filling using the standard joint-goal accuracy (JG) met-
ric. Joint-goal accuracy is calculated as follows: in dialogue turn T , update a
set of active slots S (initialized as ∅ when the dialogue begins) by adding all
(slot key, slot value) pairs present in T so that S contains at most one of each
slot keys, replacing ones that were previously present. The joint-goal score for
turn T is 1 if S is equal to the ground truth, which is updated in a similar
manner. (i.e. active slots for all current and previous turns have been correctly
classified), and 0 otherwise. The final value is the average of the joint-goal scores
of every dialogue turn. The joint-goal score tends to accumulate errors from ear-
lier dialogue turns, unless the system is able to reclassify. We evaluate single-turn
dialogues using the slot F1 score, as per JointBERT [4].

To evaluate in the M2M dataset, we use the provided BERT-DST [3] eval-
uation script. In the MultiWOZ dataset, we use the recommended TRADE-
DST [21] pre-processing and evaluation scripts (we refrain from using the spe-
cial pre-processing considerations for plural nouns). We use different evaluation
scripts to ensure that comparisons with other works are adequate. We adapt the
TRADE-DST evaluation scripts for the Farfetch dialogues.

4.4 General Results

In this section we analyze the performance of the proposed approach under
different conditions: no overlap of slots per intent and multi-slot per intent.

No Overlap of Slots Per Intent: M2M Table 1 displays the evaluation
metrics on the M2M datasets of our two proposals alongside vanilla BERT-DST
performance. To generate an ontology for categorical slots, we use a similar
heuristic to the one used for the SGD dataset [17]: slots which refer to a range
of values or a small amount of discrete elements which can easily be listed are
categorical, while slots with continuous, uncountable or several values are non-
categorical. In Sim-M, we consider the slot num tickets as categorical—in Sim-R,
we consider the num people, price range, meal and rating slots.

The BDST-C performance on Sim-M is quite close to the vanilla model,
as expected. This is due to only one slot being considered categorical. It is also
important to note that the data was not created with categorical slots in mind—
since all slots are explicitly present in dialogue spans, moving away from them
may not be ideal for performance; especially relevant in SIM-R. On the other
hand, the joint-goal score of BDST-I was higher than anticipated, showing itself
to be competitive with the state-of-the-art [11]. By analyzing the coarse-grained
intent information contained in the data (none, BUY MOVIE TICKETS in
Sim-M; none, FIND RESTAURANT, RESERVE RESTAURANT in Sim-R).
We find that, in M2M, the user intent directly correlates with the slots that are
being mentioned, containing no overlap of mentioned slots, per intent (Fig. 3).
The general performance improvement when introducing intent information sup-
ports our claim that jointly training a model on both slot-filling and intent detec-
tion tasks can improve performance.
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Table 2. Joint-goal and intent detec-
tion accuracy scores on MultiWOZ 2.2
dataset. Values with * are reported
by [24]. It should be noted that the DS-
DST model uses two BERT models.

Model MW 2.2

JG Int. Acc.

BERT-DST [3] 33.0 –

BERT-DST (w/ dialogue history) 37.6 –

BDST-I 40.8 88.4

BDST-C 48.4 –

BDST-J 49.0 87.9

BDST-CLARGE 48.6 –

BDST-JLARGE 49.8 87.7

Systems

SGD Baseline [17] 42.0* –

TRADE-DST [21] 45.4* –

DS-DST [26] 51.7* –

Fig. 4. Cross-domain slot mentions on
the MultiWOZ 2.2 in the hotel versus
restaurant domains

Multi-slot Per Intent: MultiWOZ Leveraged by the insights from the previ-
ous experiments and the results on the MultiWOZ dataset (Table 2), we reached
several conclusions. First, we observed that training a model for both intent
detection and slot-filling improves slot-filling performance. MultiWOZ 2.2, sim-
ilarly to Sim-R, displays a high correlation between the active intent and the
slots that are being mentioned. Second, the proposed conditioning architecture,
i.e. tokens and corresponding heads, enabled our models to approach state-of-
the-art performance. When compared with TRADE-DST, our model performs
significantly better, proving to be a solid alternative for real-world systems where
probabilistic outputs are preferred. Third, introducing more domain information
improves overall performance. The joint-goal score largely increases by simply
introducing categorical slot tokens. This can be seen when evaluating BERT-DST
instances versus their BDST-C counterparts. A similar result can be seen when
introducing intent information—in MultiWOZ, the result of the intent detec-
tion task can inform slot-filling modules of the domain relevant to the current
utterance. Then, we show how the domain of the classified user intent is directly
related to the frequency of mentioned slots (Fig. 4). When the current domain is
restaurant, the slot-gate for hotel related slots is more likely to be correct when
outputting none, while slot-gates related to restaurant slots are likely to output
span. Finally, we also observed that increasing the model size slightly improves
performance. In our tests using BERT-large, which contains about 3 times more
trainable parameters than BERT-base (345 million vs. 110 million), shows a
limited, but consistent, performance gain of less than 1% in all situations.
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Table 3. Joint-goal and intent detection accuracy scores on Farfetch dialogues.

Model Farfetch-Sim Farfetch-Costumers

Slot F1 Int. Acc. Slot F1 Int. Acc. JG

JointBERT [4] 93.5 96.7 83.2 93.8 54.9

BDST [3] 94.2 – 85.0 – 65.1

BDST-I 94.6 98.1 87.3 95.4 71.0

Farfetch Dialogues Finally, we evaluated the proposed model in an online
shopping assistant with both simulated and real costumer dialogues. For this
experiment, models are trained solely on simulated dialogues. Table 3 reports
the obtained results. First, in the simulated dialogues (Farfetch-Sim), we observe
that BDST-I can successfully detect both intents and slot-values, with significant
improvements in slot F1 and intent accuracy. When we consider dialogues with
real costumers, the robustness of BDST-I becomes more evident: the gap in
slot-F1, intent accuracy and, more importantly, the joint-goal accuracy between
BDST-I and the other two baselines increase considerably. In particular, joint-
goal accuracy is 71.0% and intent accuracy reaches 95.4%, which confirms that
performing both tasks simultaneously and conditionally inferring slot values and
intents provides the model with more information to improve its performance.

5 Conclusion

In the context of this work, we explicitly assumed that there are strong depen-
dencies among language tokens, and that these dependencies become even more
salient when the Transformer is conditioned on the dialogue data and on the
dialogue state. We proposed an extension to a well-established model, which
takes advantage of introducing extra dialogue information and multi-task learn-
ing, significantly increasing performance in all cases. Our contributions are as
follows:

– DST inference task conditioning architecture: The multi-head archi-
tecture and the corresponding tokens elegantly extends the Transformer
encoder architecture to facilitate joint slot-filling and intent detection. We
also observed that training on the different tasks also improved results, thus
leveraging the multi-task parameter sharing nature.

– Multiple slot-filling across domains: The proposed architecture nicely
supports the MultiWOZ 2.2 scenarios where multiple heterogeneous slots co-
occur in data, e.g. restaurant span-based slots with hotel categorical slots.

– State of the art competitive results across heterogeneous domains:
Our models which perform intent detection and slot-filling outperform strong
baselines [21] of equivalent complexity, by learning the intrinsic correlations
between the user intent and the slots which are currently being mentioned.
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– Generalization to realistic domain-specific dialogues: Experiments
show that BDST-I effectively generalizes in state-tracking for domain-specific
and real scenarios, outperforming the compared approaches.

To sum up, we proposed a principled and theoretically well grounded approach
to dialogue state tracking that significantly improves performance. The model
is flexible enough be augmented with external heuristics [11], and generalizes to
multiple domains.
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Abstract. We tackle a single-machine scheduling problem where each
job is characterized by weight, duration, due date, and deadline, while
the objective is to minimize the weighted number of tardy jobs. The
problem is strongly NP-hard and has practical applications in various
domains, such as customer service and production planning. The best
known exact approach uses a branch-and-bound structure, but its effi-
ciency varies depending on the distribution of job parameters. To address
this, we propose a new data-driven heuristic algorithm that considers the
parameter distribution and uses machine learning and integer linear pro-
gramming to improve the optimality gap. The algorithm also guarantees
to obtain a feasible solution if it exists. Experimental results show that
the proposed approach outperforms the current state-of-the-art heuristic.

Keywords: Data-driven · Heuristic · Machine learning · Scheduling

1 Introduction

We address an optimization problem with a number of practical applications
in everyday life, including parcel delivery, crop harvesting, and customer ser-
vice [6]. To illustrate the problem’s essence, imagine a production line that pro-
duces various orders or batches, which we call jobs. Assume that the technical
process imposes limitations that only one item can be produced at a time, and no
interruptions are allowed until a product is completed. The production of every
particular good is assigned with two deadlines: soft (also known as due date)
and hard. Missing the due date is allowed but results in a loss or a penalty.
However, failing to meet the hard deadline is strictly unacceptable and may
result in catastrophic failures on other production lines or even bring the entire
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production to a halt. The goal is to manufacture all products before their hard
deadline while minimizing the total penalty incurred. In scheduling theory, the
problem is known as 1|d̃i|

∑
wiUi in Graham’s notation [5].

The problem is typically addressed in the literature using two common meth-
ods. The first involves creating an integer linear programming (ILP) model and
handling it with a general solver. Another option is to use the state-of-the-art
exact branch-and-bound algorithm by Baptiste et al. [1], developed specifically
for this problem. Since both approaches have their limitations, heuristics can be
a suitable alternative. Indeed, solving the ILP model may have volatile running
times, while a heuristic works quickly and reliably. An efficient heuristic can also
improve the branch-and-bound technique by providing tighter bounds for quicker
solutions. Although the state-of-the-art approach can handle up to 30,000 jobs
within an hour, we observed that the algorithm struggles with smaller instances
of 1000–5000 jobs, exceeding a one-hour time limit. The literature also reports
specific instances of 250 jobs that the algorithm was unable to solve within the
same time limit [7]. This paradox is primarily due to the heuristic algorithm
inside the branch-and-bound, which may not provide a tight enough bound on
the objective. The fact that a heuristic method can be efficient for some instances
but not others inspired us to create an algorithm that will benefit from the dis-
tribution of job parameters.

Problem Formulation. Let us have a machine (system) capable of doing some
work divided into pieces, which we call jobs. The machine follows three basic
assumptions: it handles a single job at a time, never interrupts a started job
and does not idle, i.e., after processing a job, it immediately moves to the next
one until all the assigned jobs are completed. We are given a set of jobs N =
{1, 2, ..., n} with durations pi, due dates di and deadlines d̃i for all i ∈ N . We
assume that pi, di, d̃i are positive integers and pi ≤ di ≤ d̃i for all i ∈ N .
In addition, each job has a weight (or cost), which is a positive integer wi,
i ∈ N that represents how valuable a particular job is. All the jobs are available
from the very beginning (time moment 0). Let the jobs be processed according
to the permutation π of N and completed at time moments Cπ

i , i ∈ N . In
scheduling terminology, π is called a schedule. We define the set of early jobs
Eπ = {i ∈ N | Cπ

i ≤ di} completed before the due date, and the set of tardy
jobs Tπ = {i ∈ N | di < Cπ

i ≤ d̃i} completed after the due date, but before the
deadline. A schedule π is called feasible, if Cπ

i ≤ d̃i for every job i ∈ N , and
in terms of introduced sets that is equivalent to Eπ ∪ Tπ = N . Following [1],
we assume an equivalent maximization problem instead of minimization. Our
goal is to maximize the weighted number of early jobs while every job must
meet its deadline. That means we want to find a schedule π∗ maximizing f(π) =∑

i∈Eπ
wi, so that Eπ ∪ Tπ = N .

Literature Review. The problem is known to be strongly NP-hard [13]. The
state-of-the-art exact method for solving the problem is the algorithm proposed
by Baptiste et al.[1]. As it is mentioned above, the efficiency of this algorithm
varies for different types of instances; for example, for one class of specific
instances, it faces difficulties solving instances with 250 jobs. This class was
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studied in [7], where the authors improved the algorithm from [1] such that it
can solve 5000 jobs within the same time limit.

The state-of-the-art heuristic for the studied problem is also proposed by
Baptiste et al. [1]. Essentially, it is a part of the exact algorithm presented
there. It starts by solving a max-profit flow relaxation of the original problem
and then determines if a job is early or tardy using ILP and variable fixing
techniques. A common rule-based heuristics for solving 1|d̃i|

∑
wiUi are EDF

(Earliest Deadline First), EDD (Earliest Due Date first) and ATC (Apparent
Tardiness Cost) [12]. Although they are fast and easy to implement, they show
a large optimality gap in practice, and only EDF can guarantee meeting all job
deadlines if a solution exists. According to [1], exact algorithms and relaxation
heuristics are the primary sources of improvements for the studied problem.
Although meta-heuristic applications have been mentioned in the past for related
problems, the literature on this topic is significantly outdated, and therefore we
do not discuss them further.

Our approach is based on supervised machine learning (ML) and inspired by
the work [2] who have demonstrated the remarkable benefits of applying ML to
a wide range of combinatorial optimization problems. However, we are not aware
of any ML applications to the studied problem. The closest related work is [3],
which addresses the 1||∑ Ti problem of minimizing the total violation of due
dates. The authors propose to estimate the objective value using LSTM-based
neural networks. However, their problem does not assume deadlines, and the app-
roach depends on Lawler’s decomposition, which cannot be applied to our case.
In addition, a standard LSTM-based neural network requires significant running
time. Structured learning is highlighted in [11] for minimizing the completion
time of jobs with release times, and [9] addresses online single-machine schedul-
ing using Q-learning techniques. Many applications of reinforcement learning to
combinatorial optimization problems are described in the survey by [10]. For a
simple setup of supervised machine learning, refer to [8].

Our Contributions. We introduce a novel scheduling heuristic to minimize
the weighted number of tardy jobs on a single machine. Our approach consists
of three interconnected components that work in synergy to achieve optimal
or near-optimal results. The first component leverages machine learning as a
decision-making oracle. Unlike traditional methods that rely on a single neural
network to predict directly from extracted features, we use two separate networks
to estimate different aspects of the problem, achieving more accurate results.
Secondly, we refine our predictions through ILP, using an empirically proven
job selection strategy. Lastly, we develop a framework based on the fundamental
problem properties that can transform any sequence of predictions into a feasible
solution if one exists. Our experiments demonstrate that the proposed algorithm
outperforms state-of-the-art heuristics in [1] when the input data distribution is
known.
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2 Solution Approach

With complete information on whether a job is early or tardy in a given instance,
the 1|d̃i|

∑
wiUi problem can be solved in polynomial time. Indeed, it is sufficient

to schedule the jobs in ascending order of Dj (j ∈ N), which will be a due date
(Dj = dj) for early job and a deadline (Dj = d̃j) for tardy job. More details can
be found in [12]. Thus, the main challenge is to decide whether a given job is
early or tardy. In this paper, we use supervised machine learning to make such
a decision. A typical naive ML approach (sometimes denoted as an end-to-end
approach in the literature) decides purely based on the job features. However,
in our method, the decision is made differently. Consider the following theorem,
presented in [1].

Theorem 1. (Dominance theorem) Let π∗ be an optimal schedule and for jobs

i and j holds wj > wi, pj ≤ pi, dj ≥ di,
∼
dj ≤

∼
di. Then if the job i is early in

π∗, the same holds for j; and if the job j is tardy in π∗, the same holds for i.

We can see that if there is a certain relation between the parameters of two
jobs, then a decision about one of them can be propagated to another. Drawing
an analogy, we formulate this in terms of apriori and conditional probabilities.
Our goal is to estimate the likelihood P̃r(j) of job j being early, given that
we know the probability of job i being early or tardy. Assume that job i has
an apriori probability Pr(i) of being early (iE). Then, it is tardy (iT ) with a
probability 1 − Pr(i) since earliness and tardiness are mutually exclusive. Let
Pr(j | iE) and Pr(j | iT ) denote the conditional probability of j being early
if i happened to be early or tardy, respectively. We then express the desired
probability P̃r(j) as a marginal probability:

P̃r(j) = Pr(j | iE) Pr(i) + Pr(j | iT ) (1 − Pr(i)) (1)

We utilize two neural network oracles to predict the values on the right side
of the equation. The first oracle estimates the apriori probability Pr(i), and the
second does the same for conditional probabilities Pr(j | iE) and Pr(j | iT ). A
rounded average of different marginal estimates P̃r(j), computed with respect
to different jobs i, represents the decision about job j.

The proposed machine learning approach has several advantages. First, it
takes into account the combinatorial side of the problem by considering the
context provided by other jobs rather than just relying on individual job param-
eters. Secondly, our approach is more balanced as it incorporates both apriori
and conditional probability estimates made by two independent oracles. Our
observations show that using both oracles positively impacts the final objective
value f(π), resulting in a 7–10% improvement compared to using only apriori
probabilities. Lastly, our decision-making method can be easily combined with
Theorem 1: when the theorem can be applied directly, the oracle does not need
to be called to estimate conditional probabilities.
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Classification procedure. We have introduced the concept of our oracle and
discussed its features and benefits. Now, we will explain how our oracle aids
decision-making in the problem instance by classifying jobs as early or tardy.
We formalize this procedure in Algorithm 1. The first step is to compute apriori
estimates Pr(j) for all j ∈ N using Papr oracle. Next, we randomly select a subset
S ⊆ N of k jobs and compute the conditional probabilities for all pairs of jobs
j ∈ N and i ∈ S. Here we check the preconditions of the dominance theorem: if
they hold for some jobs i and j (this fact is denoted in the algorithm’s pseudocode
with IE

j and IT
j ), then either Pr(j | iE) or Pr(j | iT ) are known with certainty;

otherwise, both conditional probabilities are computed by Pcond oracle. Finally,
we compute a sequence of |S| = k marginal probabilities P̃r(j) for each j ∈ N .
The predicted class cj is obtained by rounding off the average value of these
marginal probabilities to the closest integer, where 1 represents early, and 0
represents tardy.

Algorithm 1 Classify function
Require: set of jobs N = {1; 2; ...; n}; oracles Papr, Pcond; k ∈ N

1: Pr(j) ← Papr(j), j ∈ N � making apriori estimates
2: S ← Subset(N), |S| = k � random subset of k jobs
3: for j ∈ N , i ∈ S do � making conditional estimates
4: IE

j ← (wj > wi) & (pj ≤ pi) & (dj ≥ di) & (d̃j ≤ d̃i)

5: IT
j ← (wj < wi) & (pj ≥ pi) & (dj ≤ di) & (d̃j ≥ d̃i)

6: Pr(j | iE) ← 1 if IE
j = “true” else Pcond(j, iE) � predict by oracle or DT

7: Pr(j | iT ) ← 0 if IT
j = “true” else Pcond(j, iT )

8: end for
9: for j ∈ N do

10: ˜Pr(j) ← 1
k

∑

i∈S Pr(j | iE) Pr(i) + Pr(j | iT ) (1 − Pr(i)) � marginal estimates

11: cj ← “early” if ˜Pr(j) ≥ 0.5 else “tardy” � final decision
12: end for
13: return c1, ..., cn; ˜Pr(1), ..., ˜Pr(n) � predicted classes and marginal estimates

Prediction by neural networks. In this section, we provide details about
the implementation and training of our neural network oracle, complementing
the general perspective presented in the previous sections. At first, we used
the Autogluon framework [4], which provides various models for tabular predic-
tions, including KNN, neural networks, LightGBM trees, random forests, and
XGBoost. After fitting our data to these different models, we have settled on
the neural network model as one of the most accurate. We employed a fully
connected multi-layer perceptron with a Tanh activation function. This model
consists of 8-8-2 neurons in the input-hidden-output layers for estimating apri-
ori probabilities and 17-64-2 neurons for estimating conditional probabilities.
We experimented with various configurations, including 3-5 layers with up to
64 neurons each, and tried both Tanh and ReLU activation functions before
settling on this final configuration.
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A job j is represented by an eight-dimensional vector of features h(j), which
includes its weight w, duration p, due date d, deadline d̃, and four derived fea-
tures: w

p , w − p, d
d̃
, d̃ − d. All features are normalized to [0; 1] interval. The

network that estimates the apriori probability takes h(j) as input for a given job
j. The network that estimates the conditional probability takes the vector h(i)
concatenated with h(j) − h(i), where the subtraction is performed component-
wise. The idea is to determine whether we end in a point labeled “early” if we
start in h(i) and move along the vector h(j) - h(i). We avoid directly concate-
nating h(i) and h(j) to prevent the network from acting like an apriori NN.
Finally, we concatenate [h(i), h(j)−h(i)] with a boolean value 0 or 1 depending
on which probability we are estimating: P (j | iE) or P (j | iT ). The optimal
solution’s components serve as labels. A job is labeled as 1 if it’s considered
early in the optimal solution and 0 otherwise. While we experimented with more
complex features, like histograms based on job weights, duration, due dates,
and deadlines, we found that the assembly of the eight features described above
generalizes better for larger instances.

We trained a neural network to estimate apriori probabilities using instances
of 50 to 5000 jobs. Obtaining labels for most instances of this size was easy using
an exact solver. The feature-label pairs were split into training and validation
sets with a ratio of 80:20, resulting in approximately 1.7 million pairs. For the
second neural network that estimates conditional probabilities, we focused on
instances with 1000 jobs only. We used sampling to cover more instances and
obtained 25 million feature-label pairs in total. Both models were trained for 20
epochs using the AdamW optimizer with a learning rate of 10−3.

Solving subproblems with ILP. In the previous two subsections, we dis-
cussed how our oracle classifies jobs on early or tardy. Suppose we have executed
Algorithm 1 on a given problem instance and obtained predicted classes cj and
probabilities P̃r(j) for each j ∈ N . However, relying solely on these predictions
for scheduling can be risky, as even a single incorrect prediction may lead to
significant deviations from optimal value f(π∗). Therefore, we aim to use the
predictions differently, focusing on the reduction theorem described in [1]. Sup-
pose a given job j ∈ N is known to be early (Dj = dj) or tardy (Dj = d̃j) in an
optimal solution. A reduced problem is formulated on the set of jobs N ′ = N \{j}
with the data modified as follows:

w′
i = wi, p′

i = pi (i ∈ N ′) (2)

d′
i =

{
min(di,Dj − pj), if di ≤ Dj

di − pj , otherwise
(i ∈ N ′) (3)

d̃′
i =

{
min(d̃i,Dj − pj), if d̃i ≤ Dj

d̃i − pj , otherwise
(i ∈ N ′) (4)
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Theorem 2. (Reduction theorem) There exists a feasible schedule π with an
early set of jobs Eπ if and only if there exists a feasible schedule π′ with early
set of jobs E′

π = Eπ \ {j} for the reduced problem.

We aim to leverage our oracle to reduce the problem to itself, but of a smaller
size, removing the jobs with reliable predictions from the original instance. We
can apply the reduction theorem to those jobs and solve the obtained subproblem
to optimality with some general ILP solver (LINGO, Gurobi, etc.). Combining
the reliable predictions of our neural network with an optimal solution to the
reduced problem provides updated predictions for the original problem. We first
analyze how reliable are the predictions from our neural network. To address
this, we conducted an experiment using the training set, as shown in Figure 1.

Let’s consider the left sub-figure first. The x-axis displays predicted probabil-
ities of a job being early, with a bin size of a histogram equal to 0.01. The y-axis
shows the empirical frequency of prediction errors for each probability, given by
the fraction (ν

r )q, where q is the predicted probability, r is the total number of
samples with that probability, and ν is the number of incorrectly classified sam-
ples. We employed a total of 500,000 samples uniformly distributed with respect
to q. The resulting graph shows that the neural network is the most reliable
when predicting probabilities close to 0 or 1, and most of the errors occur when
the predicted probabilities are close to 0.5. Additionally, the network’s error
distribution appears to be approximately normal.

Fig. 1. Frequency of errors (left) and frequency of predicted probabilities (right)

The right-hand side of Fig. 1 shows how frequently our oracle predicts a
random job with one or another probability given by the x-axis. We can see that
the neural network almost always predicts the jobs having high confidence, e.g.,
most of P̃r(j) probabilities are close to 0 or 1. Analyzing both graphs, we observe
that the network achieves the lowest error rates for predictions with probabilities
close to 0 or 1, which also comprise the majority of all predictions. This is
a positive outcome, indicating that we can trust the network when it makes
such predictions. However, the error rate increases as the predicted probability
approaches 0.5, demonstrating that the network is more error-prone in this range.
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Algorithm 2 Update function
Require: set of jobs N = {1; 2; ...; n}; γ ∈ N (0 ≤ γ ≤ n)
Require: jobs predicted classes c1, ..., cn; predicted probabilities Pr(j), ..., Pr(j)
1: (j1, ..., jn) ← Sort(N, |Pr(j) − 0.5|), j ∈ N � order jobs by |Pr(j) − 0.5| asc.
2: N ′ = N \ {jγ+1, ..., jn} � reduce the original instance
3: (s1, ..., sγ) ← ILP(N ′, time ≤ 60s) � try to solve reduced problem by ILP
4: (cj1 , ..., cjγ ) ← (s1, ..., sγ) if �= ILP solution exists
5: return c1, ..., cn � update predicted classes if a solution was found

The ideas outlined above are formalized in Algorithm 2, which we refer to
as the Update function. At the start of the algorithm, we choose the number
of jobs γ to be solved by a general ILP solver. This value can be arbitrarily
chosen between 0 and n. Assuming that the neural network has just returned
the predicted classes cj and predicted probabilities Pr(j) for each j ∈ N (as
described in Algorithm 1), we begin by sorting the jobs in ascending order of the
criterion |Pr(j)−0.5|, j ∈ N ; this rearranges the jobs as j1, ..., jn (line 1). Next,
we apply the reduction theorem (line 2), removing jobs jγ+1, ..., jn (which are
predicted closer to 0 or 1) and keeping the remaining jobs to be solved by ILP.
We then solve the reduced instance by ILP with a time limit of 60 seconds (line
3). If the solution s1, ..., sγ was found, it replaces the corresponding predictions
made by the neural network (line 4). Otherwise, we keep all the predictions made
by the neural network unchanged.

Scheduling Algorithm. Assume we have executed Algorithm 1 followed by
Algorithm 2 and thus obtained the predicted classes c1, ..., cn. This sequence of
predictions does not necessarily lead to a feasible schedule, and the final step is
to construct one based on the predictions we have. Further on, we use the fact
that a given problem is feasible if and only if scheduling jobs in ascending order
of their deadlines yields a feasible solution [12]. We refer to this check as the
EDF check (Earliest Deadline First check).

Algorithm 3 formalizes the scheduling of classified jobs. First, we check if the
instance is feasible. If it holds, we sort the jobs based on values Di (i ∈ N),
which is a due date if a job is predicted as early and the deadline otherwise.
This results in a permutation π, where the job with the smallest D value stands
in the first (leftmost) position, and the job with the largest D value is in the
last (rightmost) place. We introduce a cursor m and start with the first job j in
permutation π. If j is predicted as tardy, we schedule it immediately and move
to the next job (lines 8, 11, 14–16). If j is predicted as early, we perform an EDF
check to determine if we can schedule the remaining unscheduled jobs (line 9).
If the check passes, we schedule j and move to the next job (lines 14–16). If the
check fails, we do not schedule j. Instead, we change the predicted class cj to
tardy, update the sorting key of j to deadline (Dj = d̃j) and push j to a new
position in π such that the permutation is sorted again (lines 17–19). We repeat
the algorithm steps until all jobs are scheduled. In the end, the cursor stands to
the right of the last job in π, which is the output schedule.
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Algorithm 3 Scheduling algorithm
Require: set of jobs N = {1; 2; ...; n}; predicted classes c1, ..., cn

1: return ∅ if EDF (N) = “infeasible”
2: Di ← di if ci = “early” else d̃i (i ∈ N)
3: π ← Sort(N, Dj) � jobs ordered by Di (i ∈ N) ascending
4: S ← ∅ � a set of scheduled jobs S
5: m ← 1 � a cursor m
6: while m ≤ n do
7: j ← π(m) � consider the m-th job j from π
8: if cj = “early” then � if it is predicted as early
9: α = EDF (N \ (S ∪ {j})) � could we schedule the rest by EDF

10: schedNow ← true if α = “feasible” else false
11: else
12: schedNow ← true
13: end if
14: if schedNow then � schedule if it’s early and passes EDF or if it’s tardy
15: S ← S ∪ {j}
16: m ← m + 1
17: else � otherwise, put j further in π
18: Dj ← d̃j

19: π ← Push(j, π) � a new order of jobs where j is placed by Dj = d̃j

20: end if
21: end while
22: return π

Proposition 1. Algorithm 3 halts and produces a feasible schedule if one exists.

Proof. The algorithm terminates after at most 2n steps because on each step
a job is either scheduled immediately or forced to become tardy and will be
scheduled when the cursor reaches it the second time.

Assume that we are given a feasible instance. To prove that the algorithm
always produces a feasible schedule, we need to show that scheduling a job j
allows us to schedule the remaining unscheduled jobs without violating their
deadlines. There are three mutually exclusive cases:

Case 1. A job j has an early predicted class and passes the EDF check. In
this case, the EDF check confirms that scheduling the remaining jobs after j will
not violate any deadlines. Thus, scheduling j preserves the ability to construct
a feasible schedule.

Case 2. A job j has an early predicted class but fails the EDF check. In this
case, j is not scheduled at this moment, and only the permutation π can change.
So, if there was an opportunity to construct a feasible schedule, it would remain.

Case 3. A job j has a tardy predicted class. Here we make two observations.
First, the jobs in π are always kept sorted during the algorithm, so the sorting key
Dj of job j is always the smallest value of D among the remaining unscheduled
jobs. Second, since j has a tardy predicted class, Dj = d̃j . Therefore, scheduling j
works as the very first step of scheduling all the remaining jobs by the EDF rule.
It preserves the opportunity to construct a feasible schedule, as the remaining
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unscheduled jobs can still be scheduled by running the EDF until the end. This
completes the proof.

3 Experimental Results

Table 1. Comparison of optimality gaps and the numbers of optimal solutions

(0.1–3) Optimal solutions (·/100) Avg optimality gap, %

n Ours Bapt. Rand Early Ours Bapt. Rand Early

500 71 22 0 0 0.0684 0.0264 66.888 73.037

1000 74 13 0 0 0.0199 0.0127 65.857 73.574

2000 70 27 0 0 0.0091 0.0050 66.775 73.462

3000 60 27 0 0 0.0064 0.0037 66.779 74.042

4000 61 32 0 0 0.0039 0.0025 66.625 73.808

5000 56 37 0 0 0.0041 0.0011 66.487 73.543

(0.1–7) Optimal solutions (·/100) Avg optimality gap, %

n Ours Bapt. Rand Early Ours Bapt. Rand Early

500 86 20 0 0 0.3472 0.0167 38.097 59.836

1000 92 19 0 0 0.0026 0.0077 38.048 60.528

2000 99 17 0 0 0.0001 0.0031 37.653 60.512

3000 76 20 0 0 0.0005 0.0020 37.790 60.316

4000 57 11 0 0 0.0008 0.0014 37.601 60.360

5000 63 26 0 0 0.0008 0.0009 37.602 60.146

(0.3–5) Optimal solutions (·/100) Avg optimality gap, %

n Ours Bapt. Rand Early Ours Bapt. Rand Early

500 88 30 0 0 0.3040 0.0162 40.957 49.378

1000 94 22 0 0 0.0012 0.0072 40.730 49.160

2000 93 35 0 0 0.0005 0.0027 40.861 49.212

3000 92 35 0 0 0.0009 0.0019 41.226 49.321

4000 83 50 0 0 0.0003 0.0013 40.884 49.460

5000 82 52 0 0 0.0003 0.0007 40.976 49.354

(0.3–7) Optimal solutions (·/100) Avg optimality gap, %

n Ours Bapt. Rand Early Ours Bapt. Rand Early

500 93 23 0 0 0.0033 0.0117 33.365 40.763

1000 95 27 0 0 0.0011 0.0055 33.756 41.085

2000 94 28 0 0 0.0007 0.0035 33.611 40.637

3000 94 42 0 0 0.0007 0.0016 33.643 40.353

4000 85 45 0 0 0.0005 0.0009 33.656 40.416

5000 79 44 0 0 0.0003 0.0007 33.670 40.526

(0.5–7) Optimal solutions (·/100) Avg optimality gap, %

n Ours Bapt. Rand Early Ours Bapt. Rand Early

500 90 21 0 0 0.0018 0.0133 31.994 30.422

1000 99 32 0 0 0.0001 0.0036 32.210 30.134

2000 96 42 0 0 0.0010 0.0018 32.240 30.339

3000 88 46 0 0 0.0001 0.0011 32.092 30.273

4000 87 59 0 0 0.0001 0.0006 32.255 30.338

5000 85 56 0 0 0.0001 0.0003 32.122 30.473
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Fig. 2. Impact of γ on the optimality gap and number of optimal solutions

To ensure a fair comparison with [1], we use their instance generation method,
where weights and durations are random natural numbers uniformly distributed
on the interval [1, 100]. We also use the same distribution of due dates, which are
random numbers between u

∑n
i=1 pi and v

∑n
i=1 pi, where (u, v) are selected from

the set (0.1, 0.3), (0.1, 0.7), (0.3, 0.5), (0.3, 0.7), (0.5, 0.7). Our implementation of
the proposed algorithm is in Python, and we tested it in Google Colab. Both
the code and data are available at https://github.com/CTU-IIG/EPIA.

We compare the results of our approach with those of Baptiste et al.’s state-
of-the-art heuristic and two other methods that are identical to ours but use
different oracles: in the first method (Rand), jobs are predicted to be early
or tardy randomly with 0.5 probability; in the second approach (Early), every
job is predicted to be early with probability 1. We use two evaluation criteria:
optimality gap and the number of optimal solutions achieved out of 100 instances.
The optimality gap is the ratio f(π∗)−f(π)

f(π∗) · 100%, where π and π∗ represent the
constructed and optimal schedules, respectively. We first conduct an experiment
on our algorithm alone to demonstrate how the optimality gap and the number
of optimal solutions change when we increase the fraction of jobs solved by the
ILP, i.e., the γ parameter in Algorithm 2. The results are presented in Fig. 2.
The instance size is fixed to 1000 jobs, and the classification of each job in a
given instance uses k = 500 jobs to estimate conditional probabilities.

Table 1 presents a comparison of our approach with the other heuristics.
Our algorithm significantly outperforms them in terms of the number of optimal
solutions, always achieving more than half, with a maximum of 99 out of 100. For
most distributions and instance sizes, our approach also demonstrates the best
optimality gap. However, we should note that Baptiste’s heuristic is still superior
in terms of running time: 1 second for 500–3000 jobs, 1.5 seconds for 4000 jobs,
and 3 seconds for 5000 jobs. The respective running times of our algorithm are
2–15, 19, and 28 seconds; the same for Rand and Early approaches. Finally, we
attempted to execute the simple rule-based heuristics EDD, ATC, and EDF.
However, the first two did not produce feasible solutions for any instance, and
the optimality gap of EDF is similar to the random oracle and equals 64–66%.

https://github.com/CTU-IIG/EPIA
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4 Conclusion

We have proposed a novel heuristic algorithm that employs a combination of
machine learning and ILP to minimize the weighted number of tardy jobs on a
single machine. Our approach guarantees a feasible solution and outperforms the
current state-of-the-art heuristic by considering the distribution of the parame-
ters. Our experiments demonstrate promising results, including a high percent-
age of optimal solutions and a low optimality gap, indicating the efficiency of
our approach in handling practically-sized instances.
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Abstract. Learning a well-informed heuristic function for hard plan-
ning domains is an elusive problem. Although there are known neural
network architectures to represent such heuristic knowledge, it is not
obvious what concrete information is learned and whether techniques
aimed at understanding the structure help in improving the quality
of the heuristics. This paper presents a network model that learns a
heuristic function capable of relating distant parts of the state space via
optimal plan imitation using the attention mechanism which drastically
improves the learning of a good heuristic function. The learning of this
heuristic function is further improved by the use of curriculum learn-
ing, where newly solved problem instances are added to the training set,
which, in turn, helps to solve problems of higher complexities and train
from harder problem instances. The methodologies used in this paper far
exceed the performances of all existing baselines including known deep
learning approaches and classical planning heuristics. We demonstrate its
effectiveness and success on grid-type PDDL domains, namely Sokoban,
maze-with-teleports and sliding tile puzzles.

Keywords: Planning · Optimizing heuristic functions · Deep learning

1 Introduction

Classical Planning has always relied on strong heuristic functions to approximate
distances to the nearest goal [3]. Its quality is measured by how well it performs
when used inside a planner, i.e., it depends on the quality of the solution and the
time taken to generate it. A major drawback of classical planning is the need to
formulate problems by extensively capturing information from the environment.
Recent years observe a progress in using visual representations to capture the
specifics of a problem [2]. Yet, there is still a big gap between the length of
optimal plans and the plans found by planners using learnt heuristic functions.

A significant amount of importance is given to developing deep networks that
are able to learn strong heuristics [5] and policies [22]. In learning for planning,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. Moniz et al. (Eds.): EPIA 2023, LNAI 14115, pp. 495–507, 2023.
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the methods rely heavily on either hand-coded logical problem representations
[26] or deep convolution neural networks [8] that learns to imitate an expert.
While there exists successful approaches in training neural networks (NNs) to
learn heuristic estimates of various problem domains [8,25], designing a mean-
ingful NN architecture to extract the relevant information from the data set is
still an open-ended problem.

This work extends the work by [8,16] by addressing limitations of convolu-
tional neural network, which capture only local dependencies. We propose to
use self-attention and position encoding [24], as we believe a strong heuristic
function needs to relate “distant” parts of the state space.

In our default experimental settings, NNs realizing heuristic functions are
trained on plans of small problem instances created by classical planners. While
this allows us to generalize across more difficult instances such that we can
measure distances to optimal plan lengths, they do not achieve the best results
for two reasons. First, even though the generalization of A*-NN is surprisingly
good as will be seen below, there is still a scope of large-scale improvement
on previously unseen, larger and more complex environments. Second, classical
domain independent planners can solve only small problem instances anyway,
which means that obtaining plans from large ones is difficult. We demonstrate
that this problem can be partially mitigated by curriculum learning [4], where the
NN is retrained/fine-tuned using plans from problems it has previously solved.

The proposed approach is compared to state-of-the-art domain-independent
planners, namely SymBA*[21], Lama [15], and Mercury [10] and to currently
best combination of A* and CNNs [8] on three grid domains: (1) Sokoban
where each maze consists of walls, empty spaces, boxes, targets and an agent;
the goal is to push the boxes to target locations; the boxes can only be pushed
and not pulled in the game; (2) Maze-with-Teleports where the goal for an
agent is to reach the goal position via interconnected teleports; (3) Sliding-Tile
where blocks are moved to achieve an end configuration.

The paper is organised as follows. We first discuss the prior art in deep
learning for planning, especially on problems where state can be represented as
a tensor. Next, we review formal basics of classical planning. Then, we highlight
the shortcomings of a prior state of the art and propose a solution that addresses
some of these shortcomings. Here, we introduce the basics of the attention mech-
anism from NLP and explain the role of positional encoding in learning distances.
Finally, the proposed networks are compared to other state of the art methods.
In the last section, we discuss a few possible extensions of our work.

2 Related Work

The application of learning algorithms to improve planning dates back to the
original STRIPS planner [6], which learned triangle tables or macros that could
later be exploited by the planner. This approach attracted more interest as
machine learning algorithms and has gained a steady popularity since. Earlier
uses of NN to learn policies and heuristics for deducing strategic positions and
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moves known to us considered chess boards [20] and backgammon [19]. Their use
in Go [18] raised a considerable interest in public once it beat the top players
in the game. Heuristic functions were also learnt for single agent games such as
Sokoban [8,14] and Rubik’s cube [1]. In 2011, a special learning track was intro-
duced in the international planning competition (IPC), which concluded that the
performance of NNs is promising in learning heuristic functions. A perpendicu-
lar approach to the above is to learn functions combining a portfolio of existing
heuristic function [25] or to select a heuristic function from a portfolio [11]. A
very interesting problem is to learn a transition operator as in [2] together with
a visual execution of the plan, but this is outside the scope of our work.

Our work differs from the above as it focuses on (i) identifying good building
blocks of the neural networks for grid domains and (ii) discusses the difficult
and importance of a training set and shows that curriculum learning can be of
a great help. The resulting networks are general and their performance exceeds
that of prior art including SOTA classical planners.

3 Classical Planning

We construct our problem domains in a classical setting, i.e. fully observable and
deterministic.

In classical planning, a STRIPS [6] planning task is defined by a tuple Π =
〈F,A, I,G〉. F denotes a set of facts which can hold in the environment (for
instance, in Sokoban, a particular box at a particular position is a fact). A state
s of the environment is defined as a set of facts holding in that particular s, i.e.
s ⊆ F . The set of all states is, therefore, defined as all possible subsets of F as
S = 2F . I ∈ S is the initial state of the problem and G ⊆ F is a goal condition
comprising facts which has to hold in a goal state. An action a, if applicable and
applied, transforms a state s into a successor state s′ denoted as a(s) = s′ (if the
action is not applicable, we assume it returns a distinct failure value a(s) = ⊥).
All actions of the problem are contained in the action set A, i.e. a ∈ A. The sets
S and A define the state-action transition system.

Let π = (a1, a2, . . . , al), we call π a plan of length l solving a planning task Π
iff al(. . . a2(a1(I)) . . .) ⊇ G. We assume a unit cost for all actions, therefore the
plan length and plan cost are equal. Moreover, let πs denote a plan from a state
s, not I. An optimal solution (plan) is defined as a minimal length solution of a
problem Π and is denoted as π∗ together with its length l∗ = |π∗|.

A heuristic function h is defined as h : S → R≥0 and provides an approxima-
tion of the optimal plan length from a state s to a goal state sg ⊇ G, formally
h(s) ≈ l∗, where l∗ = |π∗

s |.
In our experiments, we choose domains encoded in PDDL [7], where a plan-

ning problem is compactly represented in a lifted form based on predicates and
operators. This representation is grounded into a STRIPS planning task Π, which
is subsequently solved by the planner using a heuristic search navigating in the
state-action transition system graph and resulting in a solution plan π.
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4 Planner’s Architecture

Given the initial state I, each partial plan π = (a1, a2, . . . , ak), k < l induces a
sequence of states (s0 = I, s1, s2, . . . , sk) with sk = ak(. . . a2(a1(I)).

States are for the purpose of the the neural network encoded as a binary
values of all prepositions, which are in case of grid domains arranged in the
same grid. The input to a neural network encoding a state is therefore a binary
tensor, which is very well suited for contemporary deep learning libraries and
execution on GPU. The output of the network is the heuristic value provided
by the value head, which is in some cases supplemented by the distribution on
all possible next actions provided by the policy head (the rationale for policy
head is that according to [8], it improves the quality of the learnt heuristic). The
training sets for neural networks consists of optimal plans for selected problem
instances, which were generated by the optimal planner SymBA* [21]. More
precisely, given the plans in the training set, we generate pairs (si, δ(si)), where
δ is cost of an optimal plan from si to the goal. For the sake of simplicity,
δ(si) is the distance l − i of the state si to the goal sl in the optimal plan
(s0 = I, s1, s2, . . . , si, . . . , sl). Evaluating the network for a given state, directly
serves as an estimator in our heuristic search planner. In curriculum learning,
the training set with the optimal plans is augmented by newly found plans on
more difficult problem instances. These newly found plans do not have to be
optimal but are typically very close to being so.

For some domains (e.g. Sokoban), where the policy head is useful, the plans
also contain the action input (si−1, ai) needed to train the policy head. Since our
aim is finding (close-to-)optimal plans, we used A* [9] as the search algorithm
for exploring the planning state space. The training used ADAM [12] variant of
stochastic gradient descent with default settings and a batch-size of 500.

5 The Proposed Neural Network

The best architecture of NN implementing a heuristic function for Sokoban
known to us was proposed by Groshev [8]. We believe its biggest drawback
is that it relies solely on convolution (which is strictly a local operator) thus
limiting the neural network in synthesizing information from two distant parts
of the maze. To understand the aforementioned statement, let us introduce some
formal notations.

Let the input to the neural network be denoted by x ∈ Rh,w,d0 , where h and w
is the height and width of the maze respectively, and d0 varies with the number of
channels as explained above. Intermediate outputs are denoted by z i = Li(z i−1),
where L is some neural network layer (consisting of convolution C etc.) and for
the sake of convenience, we set z 0 = x . All z · are three dimensional tensors, i.e.
z i ∈ Rh,w,di . Notice that all intermediate outputs z i have the same width and
height as the maze (ensured by padding), while the third dimension which is the
number of output filter(s) differs. Value z i

u,v denotes a vector created from z i

as (z i
u,v,1, z

i
u,v,2, . . . , z

i
u,v,di

). Below, this vector will be called a hidden vector at
position (u, v) and can be seen as a description of the properties of this position.



Heuristic Search Optimisation using Planning 499

Fig. 1. The structure of our neural network. A current state s and a goal state sg are
fed into a variable number of pre-processing convolution (pre-conv) layers, P1..Pn. In
our case, we use 7 pre-conv layers. All convolution filters in the pre-conv layers are of
the same shape 3 × 3 with 64 filters. Then the network splits into two branches and
each branch has four blocks, each block containing a convolution layer (C) followed by
a multi head attention operation with 2 heads (A) and a positional encoding layer (E).
There are 180 filters in each of these convolution layers in the blocks. At all stages, the
original dimension of the input is preserved through padding. The output from block
4 is flattened by applying a 1 × 1 window around the agent’s location before being
passed onto the fully connected layers (FC1) and the action prediction output (FC2-A)
and a single output for heuristic prediction (FC2-H). For the sake of picture clarity,
skip connections are not shown in the neural network.

In Groshev’s architecture [8] consisting of only convolution layers, the hidden
vector zi+1

u,v,· is calculated from hidden vectors {ziu′,v′,·|u′ ∈ {u − 1, u, u + 1}, v′ ∈
{v − 1, v, v +1}}, where the convolution has dimensions 3× 3 and therefore uses
information from a close neighborhood. Yet, we believe that any good heuristic
requires features that relay information from different parts of the maze since
Sokoban, Sliding-Tile and Maze-with-Teleports are all non-local problems. To
address this issue, our network (see Fig. 1) features two additional types of layers,
namely, the attention and the positional encoding layer, described below.

Convolution, Attention, and Position Encoding: The self-attention mecha-
nism, [24] first introduced in NLP, allows to relate distant parts of input together.
The output of self-attention from zi is calculated in the following manner. At
first, the output from previous layer zi is divided into three tensors of the same
height, width, and depth, i.e.

k = zi·,·,j j ∈
{

1, . . . ,
di
3

}

q = zi·,·,j j ∈
{

di
3

+ 1, . . . ,
2di
3

}

v = zi·,·,j j ∈
{

2di
3

+ 1, . . . , di

}
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then, the output zi+1 at position (u, v) is calculated as

z i+1
u,v =

h,w∑
r=1,s=1

exp(qu,v · kr,s)∑h,w
r′=1,s′=1 exp(qu,v · kr′,s′)

· vr,s (1)

Self attention, therefore, makes a hidden vector zj+1
u,v dependent on all hidden

vectors {zjr,s|r ∈ {1, . . . , h}, s ∈ {1, . . . , w}}, which is aligned with our intention.
The self-attention also preserves the size of the maze. A multi-head variant of
self-attention means that zi is split along the third dimension in multiple ks, qs,
and vs. The weighted sum is performed independent of each triple (k, q, z) and
the resulting tensors are concatenated along the third dimension. We refer the
reader for further details to [24].

While self-attention captures information from different parts of the maze, it
does not have a sense of a distance. This implies that it cannot distinguish close
and far neighborhoods. To address this issue, we add positional encoding, which
augments the tensor zi ∈ Rh,w,di with another tensor e ∈ Rh,w,de containing
outputs of harmonic functions along the third dimension. Harmonic functions
were chosen, because of their linear composability properties [24].1 Because our
mazes are two dimensional, the distances are split up into row and column dis-
tances where p, q ∈ [0, di/4) assigns positions with sine values at even indexes
and cosine values at odd indexes. The positional encoding tensor e ∈ Rh,w,de

has elements equal to

eu,v,2p = sin (θ(p)u) eu,v,2p+1 = cos (θ(p)u)
eu,v,2q+ de

2
= sin (θ(q)v) eu,v,2q+1+ de

2
= cos (θ(q)v) ,

where θ(p) = 1

10000
4p
de

. On appending this tensor to the input zi along the third

dimension, we get
zi+1
u,v,· = [ziu,v,·, eu,v,·].

With respect to the above, we propose using blocks combining Convolution,
Attention, and Position encoding, in this order (we call them CoAt blocks),
as a part of our NN architecture. The CoAt blocks can therefore relate hidden
vectors from a local neighborhood through convolution, from a distant part of the
maze through attention, and calculate distances between them through position
encoding, as has been explained in [23]. Since CoAt blocks preserve the size of
the maze,2 they are “scale-free” in the sense that they can be used on a maze of
any size.

The input to the network is the current state of the game and a goal state, s
and sg, respectively. Each state is represented by a tensor of dimensions equal to

1 The composability of harmonic functions is based on the following property cos(θ1 +
θ2) = cos(θ1) cos(θ2) − sin(θ1) sin(θ2) = (cos(θ1), sin(θ1)) · (sin(θ1), sin(θ2)), where ·
denotes the inner product of two vectors, which appears in Eq. (1) in inner product
of qu,v and kr,s.

2 Convolution layers are appropriately padded to preserve sizes.
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width and height (fixed to 10×10 for Sokoban, 15×15 for Maze-with-Teleports,
and 5 × 5 for Sliding-Tile) of the maze × objects. The objects stand for one-hot
encoding of the object states on a grid position (e.g., for Sokoban, we have wall,
empty, box, agent and box target, for Maze-with-Teleport agent, wall, floor, goal
and teleports 1–4, for sliding tile, we have a channel for each number, all of which
can be derived automatically from the grounded representation.

6 Curriculum Learning

The second contribution of our work is to promote curriculum learning [4]. One
of the drawbacks in learning the heuristic functions for planning is that when
generating training set with existing planners, we quickly hit the limit of their
capability in solving more complex problems. This can limit the learnt heuristic
function in solving more complex problems. To further improve our heuristic
function to scale to bigger problems, we re-train our network on an extended
training set, which includes harder problem instances.

The protocol used in the experimental section of this paper is as follows. We
first train the heuristic network on a training set containing problem instances
that are quickly solvable by an optimal planner. Then we use this NN as a
heuristic function inside A* search to solve more difficult problem instances.
Their solutions are used to extend the training set on which the neural network
is re-trained. By doing so, the NN is gradually trained on more difficult problem
instances which improves its quality. As this procedure is fairly intuitive and yet
computationally expensive, we demonstrate its effects on the Sokoban domain.

7 Experimental Results

This section first briefly describes the details of training the NN and then
presents the experimental results on the selected benchmark domains: Sokoban,
Sliding Tile and Maze-with-Teleports. For all the three domains, we use the out-
put from the heuristic network inside A* to generate solutions. A* algorithms
with learnt heuristic functions realized by the proposed convolution-attention-
position networks (further denoted as A*-CoAt) are compared to A* with learned
heuristic function realized by convolutional networks as proposed in [8] (denoted
as A*-CNN), and to the state of the art planners LAMA [15], SymBA* [21],
and Mercury [10]. We emphasize that A*-CNN and A*-CoAt uses vanilla A*
search algorithm [9] without any additional tweaks. In case of Sokoban, we also
compare our planner to a solution based on Reinforcement Learning [14].

On all the compared domains, we analyse the strength of our learnt heuris-
tic and generalization property by solving grid mazes of increasing complexi-
ties, approximated by the number of boxes in Sokoban, grids of higher dimen-
sions in Sliding-Tile and Maze-with-Teleports, and rotated mazes in Maze-with-
Teleports.
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7.1 Training

Sokoban: The training set for Sokoban was created by randomly generating 40000
Sokoban instances using gym-sokoban [17]. Each instance has dimension 10×10
and it always contains only 3 boxes (and an agent). In each plan trajectory,
the distance from a current state to the goal state is learned as the heuristic
value, h(si). In line with [8], the neural network also uses the policy head during
training.

Maze-with-Teleports: The training set contained 10000 maze problems of dimen-
sion 15 × 15, generated by using a maze creator.3 Random walls were broken
to create teleports. We added a total of 4 pairs of teleports that connect differ-
ent parts of the maze inside each training sample. The mazes for training were
generated such that the initial position of the agent was in the upper-left corner
and the goal was in the lower-right corner. Later, in our evaluations, we rotate
each maze to investigate whether the heuristic function is rotation independent.

Sliding puzzle: The training set contained 10000 puzzles of size 5×5. These puz-
zles were generated using.4 During evaluation, we test our approach on puzzles
of higher dimensions such as 6 × 6 and 7 × 7, all of which were generated with.5

We ensured that all the puzzles in the test and train set are solvable.

7.2 Comparison to Prior State-of-the-Art

Sokoban: The evaluation set consists of 2000 mazes of dimensions 10 × 10 with
3, 4, 5, 6 or 7 boxes (recall that the training set contains mazes with only
3 boxes). Unless said otherwise, the quality of heuristics is measured by the
relative number of solved mazes, which is also known as coverage. Table 1 shows
the coverage of compared planners, where all planners were given 10 minutes to
solve each Sokoban instance. We see that the classical planners solved all test
mazes with 3 and 4 boxes but as the number of boxes increase, the A*-NN starts
to have an edge. On problem instances with 6 and 7 boxes, A*-CoAt achieved the
best performance, even though it was trained only on mazes with 3 boxes. Thus,
the NNs have successfully managed to extrapolate to environments with more
complex problems. The same table shows, that A*-CoAt offers better coverage
than A*-CNN, and we can also observe that curriculum learning (see column
captioned curr.) significantly improves the coverage.

We attribute SymBA*’s poor performance to its feature of always returning
optimal plans while we are content with sub-optimal plans. LAMA had even
lower success in solving more complicated mazes than SymBA*, despite having
the option to output sub-optimal plans. To conclude, with an increase in the
complexity of the mazes, the neural networks outshine the classical planners
which makes them a useful alternative in the Sokoban domain.

3 https://github.com/ravenkls/Maze-Generator-and-Solver.
4 https://github.com/levilelis/h-levin/.
5 https://github.com/YahyaAlaaMassoud/Sliding-Puzzle-A-Star-Solver.

https://github.com/ravenkls/Maze-Generator-and-Solver
https://github.com/levilelis/h-levin/
https://github.com/YahyaAlaaMassoud/Sliding-Puzzle-A-Star-Solver
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Table 1. Fraction of solved Sokoban mazes (coverage, higher is better) of SymBA*
(SBA*), Mercury (Mrcy), LAMA, A*-CNN (caption CNN) and the proposed A*-CoAt
(caption CoAt). A*-CNN and A*-CoAt (with caption normal) use networks trained on
mazes with three bozes; A*-CoAt (with caption curr.) used curriculum learning. The
quality of plans (not shown here) generated by CoAt are very close to the optimal
while in the case of CNN, it is not always so.

Normal curr.

#b SBA* Mrcy LAMA CNN CoAt CoAt

3 1 1 1 0.92 0.94 0.95

4 1 1 1 0.87 0.91 0.93

5 0.95 0.75 0.89 0.83 0.89 0.91

6 0.69 0.60 0.65 0.69 0.76 0.85

7 0.45 0.24 0.32 0.58 0.63 0.80

CoAt network without curriculum learning is also on par with Deep Mind’s
implementation of Reinforcement Learning (DM-RL) in solving Sokoban [14].
Instead of re-implementing DM-RL by ourselves, we report the results on their
test set6 containing 10 × 10 Sokoban mazes with 4 boxes. While DM-RL had
a coverage of 90%, our A*-CoAt (trained on mazes with three boxes) has a
coverage 87%. A*-CoAt with curriculum learning has a coverage of 98.29%,7

which greatly improves over the DM-RL. Taking into account that DM-RL’s
training set contained 1010 state-action pairs from mazes with 4 boxes, A*-
CoAt achieves higher coverage using a training set which is several orders of
magnitude smaller.

Maze-with-Teleports: The evaluation set contains a total of 2100 training samples
of dimensions 15×15, 20×20, 30×30, 40×40, 50×50, 55×55 and 60×60. Each
maze in the evaluation set contains 4 pairs of teleports that connect different
parts of the maze. From Table 2, we see that the performance of A*-CNN and A*-
CoAt (initially trained on 15×15 mazes) is the same as SymBA*8 for dimensions
up to 40 × 40 and is consistently better for problem instances of size 50 × 50,
55 × 55 and 60 × 60.

All “No Rotation” mazes were created such that the agents start in the top
left corner and the goal is in the bottom right corner. This allows us to study to
which extent the learnt heuristic is rotation-independent (domain independent
planners are rotation invariant by default). The same Table therefore reports
fraction of solved mazes that have been rotated by 90◦, 180◦ and 270◦. The
results clearly show that the proposed heuristic function featuring CoAt blocks
generalizes better than the one utilizing only convolutions, as the solved rotated

6 Available at https://github.com/deepmind/boxoban-levels.
7 https://github.com/deepmind/boxoban-levels/blob/master/unfiltered/test/000.

txt.
8 The planners and NNs were given 10 minutes to solve each maze instance.

https://github.com/deepmind/boxoban-levels
https://github.com/deepmind/boxoban-levels/blob/master/unfiltered/test/000.txt
https://github.com/deepmind/boxoban-levels/blob/master/unfiltered/test/000.txt
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Table 2. Fraction of solved mazes with teleports (coverage) of SymBA*, A* algo-
rithm with convolution network [8] (denoted as CNN) and that with the proposed
Convolution-Position-Attention (CoAt) network. Only non-rotated mazes (No Rota-
tion) of size 15 × 15 were used to train the heuristic function. On mazes rotated by
90◦, 180◦, 270◦, the heuristic function has to extrapolate outside its training set.

No Rotation 90◦ rotation 180◦ rotation 270◦ rotation

Size SBA* CNN CoAt CNN CoAt CNN CoAt CNN CoAt

15 × 15 1 1 1 1 1 1 1 1 1

20 × 20 1 1 1 1 1 1 1 1 1

30 × 30 1 1 1 1 1 1 1 1 1

40 × 40 1 1 1 1 1 1 1 1 1

50 × 50 0.92 0.94 1 0.91 1 0.92 1 0.91 1

55 × 55 0.55 0.78 0.89 0.71 0.85 0.70 0.87 0.69 0.87

60 × 60 – 0.73 0.76 0.68 0.75 0.66 0.74 0.68 0.75

Table 3. Fraction of solved Sliding-tile mazes (coverage, higher is better) of SymBA*
(SBA*), Mercury (Mrcy), LAMA, A*-CNN (caption CNN) and the proposed A*-CoAt
(caption CoAt). A*-CNN and A*-CoAt (with caption normal) use networks trained on
mazes with three different dimensions; A*-CoAt (with caption curr.) used curriculum
learning.

Normal Curr.

Size SBA* Mrcy LAMA CNN CoAt CoAt

5 × 5 0.54 0.32 0.89 0.72 0.83 0.92

6 × 6 0.21 – 0.25 0.56 0.72 0.81

7 × 7 – – – 0.35 0.41 0.62

instances of A*-CoAt network are comparable to the non-rotated case. Rotating
mazes have no effect on SymBA* (the complexity is solely dependent on the grid
size) and the coverage rate stays unaffected.

From the results in Table 2, it can be concluded that the CoAt blocks (1)
improve detection of non-local actions (teleports) compared to state-of-the-art
planners such as SymBA*; (2) learn ‘useful’ information from the mazes which
makes the network robust to rotations; (3) learn to approximate distances inside
the mazes which results in a scale-free heuristic function.
Sliding-Tile: The evaluation set contains a total of 200 test samples of dimensions
5 × 5, 6 × 6 and 7 × 7. From Table 3, we see that the performance of A*-CNN
and A*-CoAt (initially trained on 5 × 5 mazes) consistently outperforms the
performance of planners.9 SymBA* is the most reliable of all the planners but
performs poorly when compared to the NNs. Of the NNs, the CoAt network

9 The planners and NNs were given 10 minutes to solve each maze instance.
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solves a larger number of instances as compared to the CNN network and records
an even higher improvement in coverage after curriculum learning.

8 Conclusion and Future Work

We have proposed a building blocks of neural network able to learn strong heuris-
tic function for PDDL domains with an underlying grid structure without the
need for any specific domain knowledge. It is to be noted that even though we
have generated training data from a classical planner on small problem sizes, our
proposed architecture is able to generalize and successfully solve more difficult
problem instances, where it surpasses classical domain-independent planners,
while improving on previously known state-of-the-art.

Our experiments further suggest that the learnt heuristic can further improve,
if it is retrained/fine-tuned on problem instances it has previously solved. This
form of curriculum learning aids the heuristic function in solving mainly large
and more complex problem instances that are otherwise not solvable by domain
independent planners within 10 minutes.

As future work, our next goal would be to better understand if the learnt
heuristic function is similar to something that is already known, or something so
novel that it can further enrich the field; i.e., what kind of underlying problem
structure we can learn by which network type, possibly in the form of studying
generic types [13].

We believe that an improvement in the heuristic function is tied to the gener-
ation of problem instances that inherently possess the right level of difficulty, by
which we mean that they have to be just on the edge of solvability, such that the
plan can be created and added to the training set. We are fully aware that the
problem instance generation itself is a hard problem, but we cannot imagine the
above solution to be better than specialized domain-dependent Sokoban solvers
without such a generator (unless the collection of all Sokoban mazes posses this
property).

We also question the average estimation errors minimized during learning
of the heuristic function. It might put too much emphasis on simple problem
instances that are already abundant in the training set while neglecting the
difficult ones. We wish to answer some of the above question in the future in an
endeavour to generate strong, scale-free heuristics.

Acknowledgments. This work has been supported by project numbers 22-
32620S and 22-30043S from Czech Science Foundation and OP VVV project
CZ.02.1.01/0.0/0.0/16 019/0000765 “Research Center for Informatics”.
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Abstract. The aim of this paper is to explore agent-based evacuation models in
Python by conducting a systematic literature search using the PRISMAmethodol-
ogy. The principles of evacuation models are briefly described. Python packages
and libraries for agent-based modelling frameworks are explained. Two research
questions are defined. The first question aims to find outwhat typical current agent-
based evacuation models look like in sense of application domain and location,
number of agents, time and space scale etc.). The second question focuses on the
details of the use of the Python programming language and libraries in implemen-
tations of agent-based evacuation models. The results of the PRISMA review are
presented. Overall, Python is a suitable language for the development of agent-
based evacuation models, as evidenced by the number of programming libraries
and tools, as well as the growing number of scientific publications in last six years.
However, most of the currently published models suffer frommany shortcomings.
A main surprise is the lack of adherence to standards in describing the agent-
based computational model, providing source code and sharing documentation of
experiments.

Keywords: Agent-based model · Evacuation · PRISMA · Python · Simulation

1 Introduction

Agent-based models and simulations allow us to study various complex processes and
phenomena, to predict the future or to reconstruct past events. Evacuationmodelling is an
important interdisciplinary application area of agent-based models, where the response
of large populations to disasters, extreme or crisis situations (such as tsunamis, floods,
fires or terrorist attacks) can be captured. Python [1] is the most popular programming
language [2]. In this paper,we explore the possibilities of creating evacuation agent-based
models and simulations using Python libraries.

1.1 Evacuation

Evacuation can be indoor or outdoor, short-term or long-term, spontaneous or controlled.
Spontaneous evacuation occurs as an arbitrary response by people to a hazard or crisis.
It is generally assumed that people’s behavior during spontaneous evacuation is rational

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. Moniz et al. (Eds.): EPIA 2023, LNAI 14115, pp. 511–522, 2023.
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[3]. However, exceeding a certain number of people in one place can lead to panic. At
the same time, research and interviews with people who have experienced such events
show that people have a natural ability to move in the right direction and help others,
especially children, women, and the elderly [3]. A controlled evacuation is a set of
actions taken by authorities and policy makers, most often in response to an imminent or
ongoing disaster such as a flash flood, hazardous substance spill, fire, tornado, terrorist or
wartime activity, or another major emergency. When an evacuation is ordered, everyone
is required to comply with the evacuation order.

Computational models of evacuation are classified as macroscopic, microscopic,
or mesoscopic [4–7]. Macroscopic models are characterized by a top-down approach,
they provide an aggregate view of the whole in which crowd motion is described by
global variables such as flow, pressure, velocity, density. Microscopic models take the
opposite, bottom-up approach. Each agent is modelled as a unique entity with assigned
properties and attributes. A prominent feature for the microscopic view is the attempt
to approximate real world conditions by the real world by creating realistic agents:
the individual behavior has a large impact on evacuation rates and may be critical for
evacuation models [8, 9]. Simulations can be computationally intensive, especially for
large models with many agents and many iterations [4].

Mesoscopic models are a combination of macroscopic and microscopic approaches.
The models include the movement of individual agents and follow the overall flow of
the crowd, but no longer address communication at the level of the agents themselves.
There is therefore a trade-off between the computational complexity of a complex model
and its predictive value.

In the case of evacuation models, the similarity between fluid flow and crowd move-
ment is exploited. The disadvantage of this approach is that emergent outcomes arising
from the behavior of individuals cannot be observed. The advantage of is that it is less
computationally intensive compared to microscopic models [4].

1.2 Agent-Based Modelling in Python

Python is a high-level general-purpose programming language [2]. Amajor advantage of
Python is undoubtedly the readily available libraries that provide functions that facilitate
the use of mathematical operations, further extending the language’s applicability. The
following Python frameworks are available for agent-based modelling [10]:

• AgentPy [11] is an open-source library written in Python 3. Agents are embedded
in the environment (grid, contiguous space, combination of several elements). It is
possible to run simulations, collect data and load stored data.

• Mesa was created as an alternative to NetLogo [12], one of the best-known agent-
based modelling software. At the time of its creation, Mesa was the only one that
could present interactive animation of a simulation in web browsers using JavaScript,
HTML5, CSS3 and Bootstrap. Mesa has been released as open-source software,
licensed under Apache 2.0, and its source code is available [13]. TheMesa application
framework is divided into three basic packages [14]:
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– Modelling package includes entities of agent classes, the model container, envi-
ronment, agent action sequence planner, agent movement planner, scheduler, envi-
ronment scheduler. It provides elements for controlling the setting of variables in
the input data.

– The visualization package provides elements for displaying the simulation run in a
web-based environment. It uses Apache, WebSocket, HTML 5 and JavaScript ser-
vices. Computational models and graphs formed from the values obtained during
the model run are animated directly in the web browser.

– An analysis package provides tools for storing and analyzing simulation data.

• Repast4Py [15] is a collection of Python-based open-source software. Repast4Py
is focused on agent-based model development and provides tools for modeling and
experimentation with agents. It provides features to exploit distributed execution and
is thus suitable for use in computations with multiple cores. Although Repast4Py,
when implementing distributed performance, these cores do not interfere with each
other’s compartments. Communication between cores is secured through messaging.

• Slapp [16] Swarm-Like Protocol in Python is an implementation of Swarm in Python,
not using its libraries but only its protocols. Swarm supports a hierarchical structure,
where groups of agents are nested within another group. Swarm models are models
that are voluntarily self-organized, collective and decentralized. Swarm algorithms
are used in complex systems with intelligent objects involving communication, deci-
sion making and mobility. Swarm has been very successful, as evidenced by its
participation in projects such as NetLogo, Repast, Ascape. Slapp includes entities
such as event scheduler, model, agent. When used, these entities are inherited from
Python libraries.

• Spade [17] (Smart PythonMulti-AgentDevelopment Environment) is an agent-based
platformbasedon theXMPPprotocol.Agents communicate viaXMPPservers. Spade
uses the capabilities of Python 3.6. The agent consists of a collection of behavioral
policies, a mechanism for connecting to the Swarm platform, and a component for
dispatching messages between agents to access the communication server. A unique
identifier and password are used to access the agent’s communication server.When an
agent is registered, an attempt is automatically made to connect to the communication
server and this connection ismaintained throughout the life of the agent. The behavior
of the agent is given as a role, which the agent can invoke on the server using repetitive
patterns. The behavior can be cyclical—regularly recurring, one-off, or stateful,which
allows for more complex behavior templates.

In addition to the platforms described above, it is also possible to use other features
of Python, including:

• SimPy [18], a Python-based discrete event process simulator. This simulator has been
released under a license from MIT, with a promise of free use, both for redistribu-
tion and for sale and license extensions. The authors of the framework mention that
maximum emphasis has been placed on ease of use. SimPy is then used to simulate
processes using the Python generator functions. This framework is a suitable choice
for the creation of vehicle or customer agents, as well as for the simulation of shared
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resources and their utilization. The performance of SimPy is also sufficient for real-
time simulations. Although SimPy does not provide support for infinite functionality
simulations, according to the authors it is possible to use this feature [18].

• NL4Py [19] is a Python library that provides functionality for parallel connection to
simulations of models created for NetLogo [12]. Its main advantage is the ability to
control simulations and extract data from them that can be further processed using
Python. It is possible to use Python libraries such as NumPy [19], Mesa [14], SciPy
[20], Pandas [21], Matplotlib [22] and others. NL4Py works by establishing client-
server communication. It uses Python on the client side and Java Servlet on the server
side. A two-way communication then takes place, with commands being sent for
execution, including initial attributes to Netlogo, and then values returned from the
simulation. These values can then be processed using Python. The disadvantage is
the higher computational demand on the machine [23].

2 Systematic Review

A systematic search for agent-based evacuation models using Python was conducted
using the PRISMA methodology [24]. The aim of the review is to answer two research
questions. The first question aims to find out what a typical agent-based evacuation
model looks like, and the second question focuses on the details of the use of the Python
programming language.

Similar research has been carried out by [25–28]. The authors of [25] studied mod-
els of crowd movement and the emergence of crowd panic among participants in the
pilgrimage to Mecca. The main interest of the authors is to analyze the situation under
normal and extraordinary conditions, they were interested in the possibilities of prevent-
ing panic and crowd disasters. The authors noted that micro-level models do not involve
emergence, the maximum number of agents in simulated models is 25,000 (while the
real number of pilgrims is up to 2 million), and the models are of three types (agent-
based model networks, models on cellular automata, social models). Another inspiring
research study [26] focused on the agent-based simulation of the Covid-19 pandemic,
the main objective of which was to investigate the ways in which agent-based models
can be used in pandemic simulation and decision making on possible interventions. The
PRISMA review of agent-based modelling for flood risk assessment was provided in
[27]. They conclude by noting in particular the complexity and need to understand the
system prior to modelling and the need to conceptualize it. They also point to the low
(25%) use of the ODD design protocol [48] and the potential inadequacy of this in the
design of individual works.

2.1 Research Questions

Two research questions were formulated, the main objective of which was to provide an
overview of agent-based evacuation models in Python:

• Question 1: What does a typical evacuation agent-based model look like (i.e. the
basic summary of the model). Thus, the following information was extracted from
the papers:
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– What is the purpose of the model?
– Who is the model intended for?
– Where was the model developed?
– What type of evacuation is addressed (indoor, outdoor)?
– What is the size or scale of the model?
– Is the standard Overview—Design—Details protocol (ODD) [48] available?
– Are the source codes available?
– To what extent is the model realistic (i.e. how is it connected to real world

phenomena; is it an abstract model or location and time specific model)?
– Is it possible to monitor simulations with real data and in real time?

• Question 2: How Python is used for implementation, in particular:

– Is Python used for the main application code?
– What methods and tools are used to process the data?

The information from the articles was tabulated and statistically evaluated and the results
are presented in the following section.

2.2 Results

Authors of the systematic review searched for up-to-date papers published between 2017
and 2023 in scientific journals and conference proceedings, written in English, with full
text available. After an initial cross-search in four scientific databases (Web of Science,
Springer, ScienceDirect and ACM Digital Library) a total of 301 records were found
(Table 1).

Table 1. Databases, search queries and number of results

Database Query Results

Springer ‘Agent-based AND Python AND evacuation’ 156

ACM digital library [All: agent-based] AND [All: python] AND [All: evacuation] 92

ScienceDirect Agent-based AND Python AND evacuation 52

Web of science Agent-based AND Python AND evacuation (All Fields) 1

A basic content analysis of these articles was done manually. After analyzing the
retrieved records using the method of reading their abstracts and computerizing the
content of the search terms, a total of 264 articles were excluded, leaving 36 texts for
further study. After a detailed reading of their content, a further 18 papers were excluded
because they did not meet the search criteria (4 were review studies, 5 were studies that
only mentioned Python, 4 were studies that only dealt with parts of the problem, 1 paper
analyzed posts about the flood response on the social networking site Twitter), 4 papers
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Table 2. Papers included in the study

References Paper Theme Environment Size of model Real
time

Source
code
available

[29] Belotti (2022) Crowd
evacuation

Indoor,
outdoor

54 agents in
corridor 3 ×
38 m

No Yes

[30] Couasnon (2019) Ship
evacuation

Indoor 838 agents,
180 m long
ship

No No

[31] Burger (2017) Explosion Outdoor 262 ×
234 km,
22 000 000
agents

No No

[32] Datta (2018) Crowd
evacuation

Size of
Indoor

1800 m2 with
450, 1012 m2

with 190
agents

No No

[33] Feng (2021) Hurricane Outdoor 4 million cars Partially No

[34] Gao (2021) Traffic flow Outdoor City with
max. 43068
inhabitants

No No

[35] Garibay (2021) Unspecified Indoor,
outdoor

Variable Yes No

[36] Gerostathopoulos
(2019)

Traffic flow Outdoor 600 cars, 113
streets

No Yes

[37] Gödel. (2022) Crowd
evacuation

Indoor,
outdoor

20, 40, 60
agents,
corridor
width
0.8−1.2 m

No Yes

[38] Gude (2020) Traffic
flow, water

Outdoor Cellular
automaton,
10 × 10 cells

No No

[39] Chu (2017) Crowd
evacuation

Indoor 0−500
agents, 1
floor 388 m2

area

No No

[40] Krasuski (2019) Fire Indoor Unspecified,
1 floor of the
building

Yes No

(continued)
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Table 2. (continued)

References Paper Theme Environment Size of model Real
time

Source
code
available

[41] Mayr (2021) Improving
evacuation
guidelines

Indoor Train station
21240 m2, up
to 2000
agents

Yes Yes

[42] Richardson
(2022)

Fire Indoor 1000 agents No No

[43] Selvek 2020 Evacuation Indoor 1 floor of the
building, 811
agents

No Yes

[44] Schantz (2022) Evacuation Indoor Conference
building
3156 m2,
1100 agents

No No

[45] Aalami (2021) Evacuation Outdoor 50 × 50 km2,
50 locations,
30 000 agents

No No

[46] Tan (2019) Evacuation
guided by
chatbot

Indoor,
outdoor

Unspecified No No

[47] Vandewalle
(2019)

Dynamic
changing
evacuation
routes

Outdoor 100 agents Partially No

were simply introductions to software that dealt with the problem. Finally, 19 papers
remained for the detailed study (Fig. 1, Table 2).

In relation to research Question 1, the following information was obtained from
papers:

• What is the purpose of the model? Most of the models are general models without
considering the cause and its consequences (such as fire and heat, smoke and low
visibility, etc.). General evacuation models are described in 11 papers (58%), with
the second most common application being traffic management (4 papers, 22%)
and the third being fire evacuation (2 papers, 11%). One paper is dedicated to ship
evacuation and one to post-explosion evacuation (5%).

• Who is the model intended for? By improving some parts of existing models is
devoted to 11 papers (58%), simulation in trafficmanagement and evacuation decision
making is 3 papers (16%) are devoted to the same topic. The design of buildings, roads
and ships is the subject of 2 papers (11%).
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Fig. 1. PRISMA flow diagram of the review process.

• Where was the model developed? A typical application of the model is in a con-
fined public space such as an airport departure corridor, a metro station, a concert
hall or a conference building. In particular, the models are designed to identify criti-
cal locations (bottlenecks) where crowds are concentrated and can potentially cause
panic. These areas are the focus of 10 papers (53%). Network models are typically
used for transport systems and corridors (6 papers, 32%), 2 papers do not specify the
embedding space (11%) and 1 paper mentions a cellular automaton (5%).

• What type of evacuation is addressed (indoor, outdoor)? This question refers to the
deployment of the model in an indoor location (e.g. airport terminal, railway station
or conference building) or an outdoor location (usually a part of the city). Indoor
locations are the focus of 8 papers (42%), outdoor locations are the focus of 7 papers
(37%), and both indoor and outdoor locations are the focus of 4 papers (21%).

• What is the size or scale of the model? The number of agents varied widely in the
papers reviewed: unspecified in 4 papers (21%); up to 100 in 3 papers (16%); up
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to 1000 in 6 papers (32%); over 1000 in 4 papers (21%); over 1000000 agents in 2
papers (11%). The size of the model is understood as the extent of the area covered
(map). Small models cover indoor areas such as an airport terminal, bridge or ship
deck. The category of mediummodels is defined for concert or commercial buildings
or the city district, the category of large models is intended for cities and conurbations
and models without specification of the size of the map are classified as other. Small
models are the most common (9 papers, 47%), with only 3 papers describing large
models. In 4 papers the size of the evacuation area was not specified.

• Is the ODD protocol available? The full version of the ODD protocol was not
included in any of the papers. However, this does not exclude the relevance of the
content of the protocol. Some papers include parts of the protocol in an unordered
form.

• Are the source codes available? Surprisingly, in most cases, the source code of the
model is not available (12 papers, 63%).

• Towhat extent is themodel realistic?Model realism refers to the degree of similarity
between the model and the real world and is assessed through model validation and
verification. Most often (in 9 cases, i.e. 50%) this is not mentioned at all. In 8 cases
(42%) both model validation and verification are used. In one paper validation is
mentioned and in one paper verification is mentioned (5%).

• Is it possible tomonitor simulationswith real data and in real time?Unfortunately,
in most cases (13 papers, 68%) it is not possible to use a model to follow a simulation
in real time and with real data.

Question 2: Python implementation of models was analyzed with these results:

• Is Python used for the main application code? Python is most often used (14
papers, 74%) as the main application code. In addition, its capabilities are used in the
context of data processing, both on the input and output side. This is, for example,
the coupling of the program with Open Street Map data or the Global Information
System. Very often they are used libraries described in the chapter Implementation
options in Python, it is Pandas, Mat-plotlib, NetworkX, NumPy, SciPy and others.

• Whatmethods are used to process the data? Themost commonmethods for finding
the shortest path for agents use knowledge from graph theory. A shared clipboard is
used for interactions between agents, where agents store messages. These messages
contain attributes of who the message is addressed to and who the message is from.
Moore’s neighbourhood property is used for orientation in the neighbourhood and
the von Neumann neighbourhood. The environment in more detailed models for the
outdoor simulations is obtained fromOpen StreetMap datasets. Themovement of the
agents is controlled by a central step, with each agent taking one step towards the goal
with each iteration of the cycle. The results are usually interpreted using clear graphs
generated by the Python library Matplotlib. The data are usually presented in tables
and compared with the results of previous studies. Reliability, i.e. the repeatability of
the measurements, is also discussed in most papers.
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3 Conclusion

Certainly, an important factor in deciding whether to use an agent-based model to simu-
late evacuation for decision support and scenario development in a real-world situation
is to ensure the maximum predictive value of the model. The basic parameters are obvi-
ously validation, verification, and the use of good quality input data. However, this
systematic review found that only 6 models of 19 are based on actual measurements.
In 13 cases the data are generated by the model. Models often have no quality control
system and, unfortunately, most do not appear to be based on validated input data. Only
50% of the cases use some form of validation or verification of the models. One would
expect this feature, as well as adherence to a standard ODD protocol (which was not
directly mentioned in any of the papers), to be much more widely used. To assess the
quality of the model, it would be useful to look more closely at the origin of the input
data on which the authors of the papers base their models. By using previous studies,
the authors seem to assume the provision of good quality input data.

Acknowledgement. This work was supported by the internal specific research "Information
and knowledge management and cognitive science in tourism 7”, Faculty of Informatics and
Management, University of Hradec Králové, Czech Republic.

References

1. TIOBE Index, https://www.tiobe.com/tiobe-index/. Accessed 15 Apr. 2023
2. Python.org, https://www.python.org/. Accessed 15 Apr. 2023
3. Cuesta, A., Abreu, O., Alvear, D. (eds.): EvacuationModeling Trends. Springer, Cham (2016)
4. Kaur, N., Kaur, H.: A Multi-agent based evacuation planning for disaster management: a

narrative review. Arch. Comput. Methods Eng. (2022)
5. Manley, M., Kim, Y.S., et al.: Modeling emergency evacuation of individuals with disabilities

in a densely populated airport. Transp. Res. Record: J. Transp. Res. Board 2206(1), 32–38
(2011)

6. Aljamal, M. A., Rakha, H. A. et al.: Comparison of microscopic and mesoscopic traf-
fic modeling tools for evacuation analysis. In: 21st International Conference on Intelligent
Transportation Systems (ITSC), pp. 321–2326 (2018)

7. Yuksel, M.E.: Agent-based evacuation modeling with multiple exits using NeuroEvolution
of Augmenting Topologies. Adv. Eng. Inf. 35 (2018)

8. Levinson, D., Chen, W.: Paving New Ground. Working Papers 200509, University of
Minnesota: Nexus Research Group (2004)

9. Sherman, M., Peyrot, M., et al.: Modeling pre-evacuation delay by evacuees in World Trade
Center Towers 1 and 2 on Sept. 11, 2001: a revisit using regression analysis. Fire Saf. J. 46(7),
414–424 (2011)

10. Pal, C., Leon, F. et al.: A Review of Platforms for the Development of Agent Systems (2020).
arXiv:2007.08961

11. Foramitti, J.: AgentPy: a package for agent-based modeling in Python. J. Open Sour. Softw.
6 (62) (2021)

12. NetLogo homepage, https://ccl.northwestern.edu/netlogo/. Accessed 15 Apr. 2023
13. Kazil, J., Masad, D., Crooks, A.: Utilizing Python for agent-based modeling: the mesa

framework. In: Social, Cultural, and Behavioral Modeling, pp. 308–317. Springer, Cham
(2020)

https://www.tiobe.com/tiobe-index/
https://www.python.org/
http://arxiv.org/abs/2007.08961
https://ccl.northwestern.edu/netlogo/


Review of Agent-Based Evacuation Models in Python 521

14. Masad, D., Kazil, J.: MESA: an agent-based modeling framework. In:MESA anAgent Based
Modeling, pp. 51–58 (2015)

15. Repast4Py, https://repast.github.io/repast4py.site/index.html. Accessed 15 Apr. 2023
16. Slapp, https://github.com/terna/SLAPP3/blob/. Accessed 15 Apr. 2023
17. SPADE 3.2.2 documentation, https://spade-mas.readthedocs.io/en/latest/model.html.

Accessed 15 Apr. 2023
18. simpy: Event discrete, process-based simulation for Python, https://simpy.readthedocs.io.

Accessed 15 Apr. 2023
19. Oliphant, T. E.: A guide to NumPy, volume 1. Trelgol Publishing (2006)
20. McKinney, W.: Data structures for statistical computing in Python. In: Proceedings of the 9th

Python in Science Conference, pp. 56–61 (2010)
21. McKinney, W.: pandas: a foundational python library for data analysis and statistics. Python

High Perform. Sci. Comput. (2011)
22. Matplotlib—Visualization with Python. https://matplotlib.org/. Accessed 15 Apr. 2023
23. Gunaratne, C.; Garibay, I.: NL4Py: agent-based modeling in Python with parallelizable

NetLogo workspaces. SoftwareX, vol. 16 (2021)
24. PRISMA, http://prisma-statement.org/. Accessed 15 Apr. 2015
25. Owaidah, A., Olaru, D. et al.: Review of modelling and simulating crowds at mass gathering

events: hajj as a case study. J. Artif. Soc. Soc. Simul. 22(2) (2019)
26. Lorig, F., Johansson, E., Davidsson, P.: Agent-Based social simulation of the covid-19

pandemic: a systematic review. J. Artif. Soc. Soc. Simul. 24 (2021)
27. Anshuka, A., van Ogtrop, F., et al.: A systematic review of agent-based model for flood

risk management and assessment using the ODD protocol. Nat. Hazards 112(3), 2739–2771
(2022)
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