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Preface

The 22nd EPIA Conference on Artificial Intelligence was held in Faial, Azores, from
the 5th to the 8th of September 2023.

EPIA is a well-established conference that aims to promote research in all Artificial
Intelligence (AI) areas, covering theoretical and fundamental questions and applica-
tions, allowing scientific exchange between researchers, engineers and professionals in
related disciplines. As with previous editions, this conference received support from the
Portuguese Artificial Intelligence Association (APPIA).

The EPIA program, similarly to previous years, included thematic tracks dedicated
to specific areas in Al. This year’s conference featured the following 17 tracks:

Al, Generation and Creativity (AIGC);

Ambient Intelligence and Affective Environments (AmIA);
Artificial Intelligence and IoT in Agriculture (AIoTA);
Artificial Intelligence and Law (AIL);

Artificial Intelligence for Industry and Societies (AI41S);
Artificial Intelligence in Medicine (AIM);

Artificial Intelligence in Power and Energy Systems (AIPES);
Artificial Intelligence in Smart Computing (AISC);

Artificial Intelligence in Transportation Systems (AITS);
Ethics and Responsibility in AI (ERAI);

General Al (GAI);

Intelligent Robotics (IROBOT);

Knowledge Discovery and Business Intelligence (KDBI);
MultiAgent Systems: Theory and Applications (MASTA);
Natural Language Processing, Text Mining and Applications (TeMA);
Planning, Scheduling and Decision-Making in AI (PSDM);
Social Simulation and Modelling (SSM).

EPIA received 165 submissions from 29 different countries this year. Out of these
submissions, 108 had a student as the first author. Each submission was double—blind
reviewed by at least three Program Committee (PC) members of each thematic track.
These two volumes contain all the accepted papers from the thematic tracks, totalling
85 papers.

The conference also received four keynote speakers: Pétia Georgieva (University
of Aveiro, Portugal) with a talk on “Machine Learning Algorithms for Brain-Machine
Interfaces”; Martin Visbeck (University of Kiel, Germany) with a talk on “Digital Twins
of the Ocean”; Josep Domingo-Ferrer (Universitat Rovira i Virgli, Spain) with a talk
on “On the Use (and Misuse) of Differential Privacy in Machine Learning”; and Nitesh
Chawla (University of Notre Dame, USA) with a talk on “Learning on Graphs”. The
invited talks’ abstracts are included in these proceedings front matter.

The Program Chairs thank the Award Committee, composed of Bernardete Ribeiro,
Juan Pavon and Nathalie Japkowicz, for selecting the Best Paper and the Best Student
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Paper, and Springer for the financial support for the awards. This year, the Best Paper
Award was given to Tania Carvalho, Nuno Moniz and Luis Filipe Antunes for the paper
“A Three-Way Knot: Privacy, Fairness, and Predictive Performance Dynamics”. The Best
Student Paper Award was given to Luis Filipe Cunha for the paper “Event Extraction for
Portuguese: A QA-driven Approach using ACE-2005”, co-authored with Alipio Jorge
and Ricardo Campos.

Reinforcing the focus on young researchers and following last year’s edition, the con-
ference included a student symposium, where students in the early stages of their study
programmes presented their main research ideas and discussed them with other students
and researchers, and a mentoring session with senior researchers from related fields was
provided. The organization thanks the Al Journal and APPIA for the scholarships for
student support.

This year’s edition included a panel on Interdisciplinary Challenges and a Discussion
on Al and Society open to the general public.

The EPIA organizers are thankful to the student symposium chairs and mentors, the
thematic track organizing chairs, their respective Program Committee members, and the
student volunteers Bruno Ribeiro, Daniel Ramos, Daniela Pais, Louis Carrette and Teresa
Pereira. All did amazing work, contributing to a very successful conference. Finally, the
organization would also like to express their gratitude to all the EPIA International
Steering Committee members for their guidance regarding the scientific organization of
EPIA 2023.

September 2023 Nuno Moniz
Zita Vale

José Cascalho

Catarina Silva

Raquel Sebastido



General/Program Chairs

Nuno Moniz

Zita Vale

José Cascalho
Catarina Silva
Raquel Sebastido

Organization Chairs

Gui Menezes

Rita P. Ribeiro
Armando B. Mendes
Jodo Vinagre

Steering Committee

Ana Bazzan

Bernardete Ribeiro
Ernesto Costa
Eugénio Oliveira
Helder Coelho
José Julio Alferes
Juan Pavén

Luis Paulo Reis
Paulo Novais
Pavel Brazdil
Virginia Dignum

Organization

Lucy Family Institute for Data and Society,
USA/INESC TEC, Portugal

Polytechnic of Porto/GECAD, Portugal

University of Azores/GRIA—LIACC, Portugal

University of Coimbra/CISUC, Portugal

University of Aveiro/I[EETA, Portugal

University of AzoressfOKEANOS, Portugal

University of Porto/INESC TEC, Portugal

University of Azores/GRIA—LIACC, Portugal

Joint Research Centre—European Commission,
Spain

Universidade Federal do Rio Grande do Sul,
Brazil
Universidade de Coimbra, Portugal
Universidade de Coimbra, Portugal
Universidade do Porto, Portugal
Universidade de Lisboa, Portugal
Universidade Nova de Lisboa, Portugal
Universidad Complutense Madrid, Spain
Universidade do Porto, Portugal
Universidade do Minho, Portugal
Universidade do Porto, Portugal
Umea University, Sweden



viii Organization

Track Chairs

Ambient Intelligence and Affective Environments

Paulo Novais University of Minho, Portugal

Goreti Marreiros Polytechnic of Porto, Portugal

Jodo Carneiro Devoteam Portugal, Portugal

Peter Mikulecky University of Hradec Kralove, Czechia
Sara Rodriguez University of Salamanca, Spain

Ethics and Responsibility in Artificial Intelligence

Catarina Silva University of Coimbra, Portugal

Nuno Moniz Lucy Family Institute for Data and Society,
University of Notre Dame, USA

Branka Hadji Misheva Bern University of Applied Sciences, Switzerland

General Artificial Intelligence

Nuno Moniz Lucy Family Institute for Data and Society,
University of Notre Dame, USA

Zita Vale GECAD/ISEP—IPP, Portugal

José Cascalho GRIA—LIACC/Universidade dos Acores,
Portugal

Catarina Silva CISUC, Universidade de Coimbra, Portugal

Raquel Sebastido IEETA/Universidade de Aveiro, Portugal

Intelligent Robotics

Luis Paulo Reis Universidade do Porto/LIACC, Portugal
Nuno Lau Universidade de Aveiro/IEETA, Portugal
Jodo Alberto Fabro Universidade Tecnoldgica Federal do Parana,

Brazil



Organization ix

Knowledge Discovery and Business Intelligence

Paulo Cortez
Alfred Bifet

Luis Cavique

Jodo Gama

Nuno Marques
Manuel Filipe Santos

University of Minho, Portugal

Télécom ParisTech/Université Paris-Saclay,
France

Universidade Aberta, Portugal

University of Porto/INESC TEC, Portugal

FCT Universidade Nova de Lisboa, Portugal

University of Minho, Portugal

MultiAgent Systems: Theory and Applications

Jodo Balsa
Jodo Fabro

Henrique Lopes Cardoso
José Cascalho

Universidade de Lisboa, Portugal

Universidade Tecnolégica Federal do Parana,
Brazil

Universidade do Porto, Portugal

Universidade dos Acores, Portugal

Natural Language Processing, Text Mining and Applications

Joaquim Silva
Pablo Gamallo
Paulo Quaresma
Irene Rodrigues
Hugo Oliveira

Universidade Nova de Lisboa, Portugal
Universidade de Santiago de Compostela, Spain
Universidade de Evora, Portugal

Universidade de Evora, Portugal

Universidade de Coimbra, Portugal

Planning, Scheduling and Decision-Making in Artificial Intelligence

Adriano Lino

Luis Paulo Reis
Jorge Barbosa
Alexandra Oliveira
Vitor Rodrigues

Universidade Federal do Oeste do Para, Brazil
Universidade do Porto, Portugal

Universidade do Porto, Portugal

Retail Consult, Portugal

Retail Consult, Portugal



X Organization

Social Simulation and Modelling

Pedro Campos Universidade do Porto/INESC TEC, Portugal
Luis Antunes Universidade de Lisboa/LabMAg, Portugal
Fernando Oliveira University of Bradford, UK

Artificial Intelligence, Generation and Creativity

Pedro Martins University of Coimbra, Portugal
Jodo Miguel Cunha University of Coimbra, Portugal
Helena Sofia Pinto University of Lisbon, Portugal
Maria Navarro Univesidad de Salamanca, Spain
Juan Romero University of A Corufia, Spain
Maria Hedblom Jonkoping University, Sweden

Artificial Intelligence and Law

Pedro Miguel Freitas Universidade Catdlica Portuguesa, Portugal
Ugo Pagallo University of Torino, Italy

Massimo Durante University of Torino, Italy

Paulo Novais Universidade do Minho

Artificial Intelligence in Power and Energy Systems

Zita Vale Polytechnic of Porto, Portugal

Tiago Pinto UTAD/INESC TEC, Portugal

Pedro Faria Polytechnic of Porto, Portugal

Elena Mocanu University of Twente, The Netherlands

Decebal Constantin Mocanu Technical University of Eindhoven, The
Netherlands

Artificial Intelligence in Medicine

Manuel Filipe Santos University of Minho, Portugal
Carlos Filipe Portela University of Minho, Portugal
Allan Tucker Brunel University London, UK

Manuel Fernandez Delgado Universidade de Santiago de Compostela, Spain



Organization xi

Artificial Intelligence and IoT in Agriculture

Filipe Neves dos Santos INESC TEC, Portugal

José Boaventura Cunha University of Tras-os-Montes and Alto Douro,
Portugal

Josenalde Barbosa Federal University of Rio Grande do Norte, Brazil

Paulo Moura Oliveira University of Tras-os-Montes and Alto Douro,
Portugal

Raul Morais University of Tras-os-Montes and Alto Douro,
Portugal

Artificial Intelligence in Transportation Systems

Tania Fontes INESC TEC, Portugal
Alberto Fernandez Universidad Rey Juan Carlos, Spain
Rosaldo Rossetti University of Porto, Portugal

Artificial Intelligence in Smart Computing

Sherin M. Moussa Université Francaise d’Egypte, Egypt
Dagmawi Lemma Addis Ababa University (Ethiopia)/African
Center of Excellence in IoT (Rwanda)

Artificial Intelligence for Industry and Societies

Filipe Portela University of Minho, Portugal

Sherin M. Moussa Université Francaise d’Egypte, Egypt

Teresa Guarda Universidad Estatal de la Peninsula de Santa
Elena, Equador

Ioan M. Ciumasu University of Paris-Saclay/University of

Versailles, France



xii Organization

Program Committee

Ambient Intelligence and Affective Environments

Hector Alaiz Moreton
Patricia Alves

Zoltan Balogh
Francisco Bellas
Orlando Belo

F. Amilcar Cardoso
Jodo Carneiro

Luis Conceicao
Fernando De La Prieta
Dalila Alves Durées
Florentino Fdez-Riverola
Antonio Fernandez-Caballero
Lino Figueiredo
Marco Gomes

Miguel J. Hornos

Eva Hudlicka

Javier Jaen

Vicente Julian
Shinichi Konomi

Luis Macedo

José Machado

Peter Mikulecky

Karel Mls

Jose M. Molina

Paulo Moura Oliveira
Tatsuo Nakajima
Tereza Otcenaskova
Martin Pérez-Pérez
Abraham Prieto Garcia
Joao Ramos

Sara Rodriguez
Ricardo Santos

Ichiro Satoh



Ethics and Responsibility in Artificial Intelligence

Tiago Aratjo
Marcelo Augusto Vieira Graglia
Joana Costa

Oleg Deev

Karla Figueiredo
Petia Georgieva

Joe Germino

Paolo Giudici

Nuno Lourenco
Marcos Machado
Ana Madureira
Ana Nogueira
Paolo Pagnottoni
Emanuela Raffinetti
Rita P. Ribeiro
Jennifer Schnur
Luis Teixeira

General Artificial Intelligence

Jose Julio Alferes
Amparo Alonso-Betanzos
Pedro Barahona
Luis Camarinha-Matos
F. Amilcar Cardoso
Davide Carneiro
Jose Cascalho
Paulo Cortez
Arlindo Oliveira
Andrea Omicini
Juan Pavon

Tiago Pinto

Paulo Quaresma
Luis Paulo Reis
Ana Paula Rocha
Alvaro Costa Neto
Petia Georgieva
Joe Germino
Vicente Julian
Grigorii Khvatskii
Joao Leite

Organization

xiii



Xiv Organization

José Machado
Jose M. Molina
Gabriel Santos
Jennifer Schnur
Luis Seabra Lopes
Raquel Sebastido
Catarina Silva
Zita Vale

Intelligent Robotics

Jodo Fabro

Eurico Pedrosa
Brigida Ménica Faria
Armando Sousa

Knowledge Discovery and Business Intelligence

Fernando Bacao

Orlando Belo

Agnes Braud

Luis Camacho

Rui Camacho

Margarida Cardoso

Nielsen Castelo

Pedro Castillo

Luis Cavique

Paulo Cortez

Jose Alfredo Ferreira Costa
Andre de Carvalho

Marcos Aurélio Domingues
Elaine Faria

Manuel Fernandez Delgado
Carlos Ferreira

Roberto Henriques

Alipio M. Jorge

Philippe Lenca

Nuno Marques

Armando Mendes

Sorin Moga

Sérgio Moro

Jodo Moura-Pires

Amilcar Oliveira



Organization

Rita P. Ribeiro
Fétima Rodrigues
Murat Caner Testik

MultiAgent Systems: Theory and Applications

Cristina Baroglio

Juan Carlos Burguillo
Rafael C. Cardoso
Cristiano Castelfranchi
Daniel Castro Silva
Alberto Fernandez
Adriana Giret

Marin Lujak

Luis Macedo

Luis Nunes

Gauthier Picard
Alessandro Ricci
David Sarne

Onn Shehory

Takao Terano

Viviane Torres da Silva
Paulo Urbano
Giovanni Varricchione
Rosa Vicari

Natural Language Processing, Text Mining and Applications

Manex Agirrezabal
Miguel A. Alonso
Sophia Ananiadou
Fernando Batista
Pavel Brazdil
Luisa Coheur
Béatrice Daille
Victor Darriba
Gaél Dias

Antoine Doucet
Pablo Gamallo
Marcos Garcia
Hugo Gongalo Oliveira
Marcio Inacio
Adam Jatowt



Xvi Organization

Nuno Marques

Bruno Martins
Shamsuddeen Muhammad
Sérgio Nunes

Paulo Quaresma
Alexandre Rademaker
Francisco J. Ribadas-Pena
Irene Rodrigues

Jodo Rodrigues

Roney L. S. Santos
Altigran Silva

Joaquim Silva

Jodo Silva

Mario Silva

Alberto Simoes

Luis Trigo

Jesus Vilares

Planning, Scheduling and Decision-Making in Artificial Intelligence

Filipe Alvelos

Jorge Barbosa

Breno Willian Carvalho
Guilherme Conde
Brigida Moénica Faria
Paulo Leitao

Adriano Lino

Luis Macedo

José Machado

Paulo Novais

Antonio Pereira
Viviane Torres da Silva

Social Simulation and Modelling

Luis Antunes
Pedro Campos



Artificial Intelligence, Generation and Creativity

F. Amilcar Cardoso

Tania Carvalho

Nuno Correia

Joe Germino

Jodo Gongalves

Maria Hedblom

Carlos Ledn

Carlos Anténio Roque Martinho
Pedro Martins

Tiago Martins

Piotr Mirowski

Caterina Moruzzi

Maria Navarro

Senja Pollak

Prashanth Thattai Ravikumar
Sérgio Rebelo

Ana Rodrigues

Anna Sokol

Brad Spendlove

Thomas Winters

Artificial Intelligence and Law

Francisco Andrade
Teresa Coelho Moreira
Massimo Durante
Pedro Miguel Freitas
Carlisle George

Luis Gomes

Vicente Julian

Jose Machado
Eduardo Magrani
Clara Martins Pereira
Manuel Masseno
Paulo Novais

Arlindo Oliveira

Ugo Pagallo

Tito Rendas

Ana Rodriguez Alvarez
Cristina Salgado
Giovanni Sartor

Organization

Xvii



xviii Organization

Artificial Intelligence in Power and Energy Systems

Hugo Algarvio
Alfonso Briones
Jodo Cataldo

Ana Estanqueiro
Nuno Fidalgo

Luis Gomes
Nouredine Hadjsaid
Nikos Hatziargyriou
Bo Jorgensen
Germano Lambert-Torres
Fernando Lopes
Zheng Ma

Gongalo Marques
Goreti Marreiros
Hugo Morais
Dagmar Niebur
Jodo Pecas Lopes
Gabriel Santos
Tiago Soares
Brigida Teixeira

Artificial Intelligence in Medicine

Anténio Abelha

Jodo Almeida
Susana Bras

Rui Camacho

Beatriz De La Iglesia
Manuel Fernandez Delgado
Jalio Duarte

Goran Falkman
Brigida Ménica Faria
Pedro Gago

Luis Gomes

Barna Iantovics
Giorgio Leonardi
José Machado

Goreti Marreiros
Ricardo Martinho
Hugo Peixoto

Cinzia Pizzi



Inna Skarga-Bandurova
Shabbir Syed-Abdul
Allan Tucker

Henrique Vicente

Artificial Intelligence and IoT in Agriculture

Jos Balendonck
Jayme Barbedo
Josenalde Barbosa
Joao-Paulo Coelho
Pedro Couto

Vitor Filipe

Grigorii Khvatskii
Andres Mufioz
Emanuel Peres
Veronica Saiz-Rubio
Javier Sanchis Saez
José Boaventura Cunha
Tania Carvalho
Aneesh Chauhan
Laura Santana

José Antonio Sanz Delgado
Carlos Serodio
Eduardo Solteiro-Pires
Joaquim Jodo Sousa
Antonio Valente

Joao Valente

Fedro Zazueta

Artificial Intelligence in Transportation Systems

Anténio Pedro Aguiar
Mobyen Uddin Ahmed
Elisabete Arsenio
Carlos Bento

Holger Billhardt
Abderrahmane Boubezoul
Eduardo Camponogara
Hilmi Berk Celikoglu
Gongalo Correia
Anténio Costa

Daniel G. Costa

Organization

Xix



XX Organization

Gianluca Di Flumeri
Juergen Dunkel
Qiaochu Fan

Sara Ferreira

Rui Gomes

Carlos A. Iglesias
Jodo Jacob

Zafeiris Kokkinogenis
Pedro M. D’Orey
Eftihia Nathanail

Luis Nunes

Sascha Ossowski

Sara Paiva

Joel Ribeiro

Javier J. Sanchez Medina
Thiago Sobral

Marco Veloso
Giuseppe Vizzari
Fenghua Zhu

Artificial Intelligence in Smart Computing

Nouran Abdalazim
Abdelaziz Abdelhamid
Waleed Adel
Yasmine Afify
Marco Alfonse
Ayalew Belay
Faten Chaieb

Roaa Elghondakly
Anna Fabijanska
Dina Fawzy
Fekade Getahun
Safwat Hamad
Christine Lahoud
Dagmawi Lemma
Mahmoud Mounir



Artificial Intelligence for Industry and Societies

Mohamed Abdelaziz
Waleed Adel

Yasmeen Adel

Yasmine Afify

Ioan Ciumasu

Roaa Elghondakly

Dina Fawzy

Panos Fitsilis

Felix J. Garcia Clemente
Mariam Gawich
Alfonso Gonzéilez Briones
Sergio Ilarri

Hanmin Jung

Anna Kobusinska
Juan-Ignacio Latorre-Biel
Vicente Ferreira De Lucena Jr
José Machado

Fabrizio Messina
Antonio Moreira

Marco Alfonse

Ana Azevedo

Jorge Bernardino

Chiara Braghin
Mahmoud Mounir
Hatem Mrad

Sara Paiva

Spyros Panagiotakis
Michela Piccarozzi
Carlos Filipe Portela
Nelson Rodrigues
Henrique Santos

Inna Skarga-Bandurova
George Stalidis

Cihan Tunc

Daniel Urda

Johannes Winter
Muhammad Younas

Organization

xXxi



xxii Organization

Additional Reviewers

Jodo Almeida

Tiago Aratjo

Luis Camacho

Breno Willian Carvalho
Tania Carvalho

Nielsen Castelo

Alvaro Costa Neto
Victor Darriba

Qiaochu Fan

Joe Germino

Safwat Hamad

Marcio Inécio

Jodo Jacob

Grigorii Khvatskii
Sorin Moga
Shamsuddeen Muhammad
Dagmar Niebur

Tiago Pinto

Francisco J. Ribadas-Pena
Jodo Rodrigues

Nelson Rodrigues
Gabriel Santos

Jennifer Schnur

Jodo Silva

Anna Sokol

Brigida Teixeira

Luis Trigo

Giovanni Varricchione



Sponsors

Organization

@ Springer

E GOVERNO

% ALRAA
DOS ACORES ;

S—

QW Wy,

§
%

2
$

ARA MU DA HORTA //II\\\
Organization

INESCTEC  (3Ri;

LIACC @
OKEANOS-UAC

@09 =mcisuclen: I.AS‘

' I Fundaca
para a
— e a Tec

dev>scope

UAc

UNIVERSIDADE
DOS ACORES

Intelligent
Systems
Associate
Laboratory



Keynotes



Machine Learning Algorithms for Brain-Machine
Interfaces

Pétia Georgieva
University of Aveiro, Portugal

Abstract Brain—machine interfaces (BMIs) create alternative communi-
cation channels between the human brain and the external world. Neu-
ral activity is recorded, for example through an Electroencephalogram
(EEG), and the BCI systems aim to transform these electrophysiologi-
cal signals into control commands or use them to restore lost function,
most commonly motor function in paralyzed patients. This talk will give
an overview of the past, the present and the future of BMIs, focusing
on machine learning algorithms such as Convolutional Neural Networks
and Neural Autoencoders as promising approaches to build noninvasive
BMIs.



Digital Twins of the Ocean

Martin Visbeck
University of Kiel, Germany

Abstract Thanks to recent advances in digitalization and improvements
in ocean system model performance, the marine community is envision-
ing the development of Digital Twins of the Ocean (DTO) as a method
to monitor and protect the world’s oceans. Digital Twins (DT) are digital
replicas of real-world objects. They depend critically on effective data
model fusion and the compression, exploitation and presentation of data.
Al and ML techniques are central to making those processes effective
and as such essential to advancing DT frameworks and technology. The
value of DTs comes from the ability to make informed decisions that are
guided by interactions with data. And due to their easy accessibility, DTs
can be used by a variety of stakeholders: by scientists to understand the
ocean, by policymakers to make well-informed decisions, and by citizens
to improve ocean literacy. As such, DTs present a valuable opportunity
to future-proof sustainable development. Creating a DTO requires a mul-
tidisciplinary approach: data scientists to identify the gaps in ocean data
and decide upon interoperable data standards, ocean modelers to improve
model accuracy and resolution, IT experts to advance HPC, ML and Al
infrastructures and scientific visualization experts to deliver the data in a
comprehensive, user-friendly manner.



On the Use (and Misuse) of Differential Privacy
in Machine Learning

Josep Domingo-Ferrer
Universitat Rovira i Virgili, Spain

Abstract Machine learning (ML) is vulnerable to security and privacy
attacks. Whereas security attacks aim at preventing model convergence
or forcing convergence to wrong models, privacy attacks attempt to dis-
close the data used to train the model. This talk will focus on privacy
attacks. After reviewing them, I will examine the use of differential pri-
vacy (DP) as a methodology to protect against them, both in centralized
and decentralized ML (federated learning). I will show that DP-based
ML implementations do not deliver the “ex ante” privacy guarantees of
DP. What they deliver is basically noise addition similar to the traditional
statistical disclosure control approach. The actual level of privacy offered
must be assessed “ex post”, which is seldom done. I will present empiri-
cal results that show that standard anti-overfitting techniques in ML can
achieve a better utility/privacy/efficiency trade-off than DP.



Learning on Graphs

Nitesh Chawla
University of Notre Dame, USA

Abstract Graphs are ubiquitous across a variety of use-cases, and have
emerged as a powerful means of representing complex systems. Graph
Neural Networks have demonstrated exceptional effectiveness in han-
dling graph data; however, there are numerous challenges, from multiple
data modalities to lack of labeled data. In this talk, I’ll introduce our
work on learning from multiple data, and also the ideas of learning from
limited data, including few-shot and self-supervised learning. I'll also
discuss applications of these methods.



Contents — Part I

Ambient Intelligence and Affective Environments

Simulation-Based Adaptive Interface for Personalized Learning of Al
Fundamentals in Secondary School ............ ... ... ... ...
Sara Guerreiro-Santalla, Dalila Duraes, Helen Crompton,
Paulo Novais, and Francisco Bellas

Gamified CollectiveEyes: A Gamified Distributed Infrastructure
for Collectively Sharing People’s Eyes .. ...,
Risa Kimura, Tatsuo Nakajima, and Ichiro Satoh

Design and Development of Ontology for Al-Based Software Systems

to Manage the Food Intake and Energy Consumption of Obesity, Diabetes

and Tube Feeding Patients .............. . . i
Diogo Martinho, Vitor Crista, Ziya Karakaya, Zahra Gamechi,
Alberto Freitas, José Neves, Paulo Novais, and Goreti Marreiros

A System for Animal Health Monitoring and Emotions Detection ............
David Sec and Peter Mikulecky

Ethics and Responsibility in Artificial Intelligence

A Three-Way Knot: Privacy, Fairness, and Predictive Performance
DyNamiCs ... ..ottt
Tania Carvalho, Nuno Moniz, and Luis Antunes

A Maturity Model for Industries and Organizations of All Types to Adopt
Responsible AI—Preliminary Results ......... ... .. .. . i it
Rui Miguel Frazdo Dias Ferreira, Antonio Grilo, and Maria Jodo Maia

Completeness of Datasets Documentation on ML/AI Repositories:
An Empirical Investigation ... ............uuuuuuii i
Marco Rondina, Antonio Vetro, and Juan Carlos De Martin

Navigating the Landscape of Al Ethics and Responsibility ...................
Paulo Rupino Cunha and Jacinto Estima

Towards Interpretability in Fintech Applications via Knowledge
AUZMENTAON . o oottt ettt et e e et e e e
Catarina Silva, Tiago Faria, and Bernardete Ribeiro



XXXVi Contents — Part I
General Artificial Intelligence

Revisiting Deep Attention Recurrent Networks ............................ 121
Fernando Fradique Duarte, Nuno Lau, Artur Pereira, and Luis Paulo Reis

Pre-training with Augmentations for Efficient Transfer in Model-Based
Reinforcement Learning ...ttt 133
Bernardo Esteves, Miguel Vasco, and Francisco S. Melo

DyPrune: Dynamic Pruning Rates for Neural Networks ..................... 146
Richard Adolph Aires Jonker, Roshan Poudel, Olga Fajarda,
José Luis Oliveira, Rui Pedro Lopes, and Sérgio Matos

Robustness Analysis of Machine Learning Models Using Domain-Specific
Test Data Perturbation . . ...... ... 158
Marian Lambert, Thomas Schuster, Marcus Kessel, and Colin Atkinson

Vocalization Features to Recognize Small Dolphin Species for Limited

Datasets . .. ... e 171
Luis Rosdrio, Sofia Cavaco, Joaquim Silva, Luis Freitas,
and Philippe Verborgh

Covariance Kernel Learning Schemes for Gaussian Process Based
Prediction Using Markov Chain Monte Carlo ......................... ... 184
Gargi Roy, Kane Warrior, and Dalia Chakrabarty

Intelligent Robotics

A Review on Quadruped Manipulators ............ ... ... i 199
Maria S. Lopes, Antonio Paulo Moreira, Manuel F. Silva,
and Filipe Santos

Knowledge Discovery and Business Intelligence

Pollution Emission Patterns of Transportation in Porto, Portugal Through
Network ANalysiS . ...ttt e 215
Thiago Andrade, Nirbhaya Shaji, Rita P. Ribeiro, and Jodo Gama

Analysis of Dam Natural Frequencies Using a Convolutional Neural

NetWOrK ..o 227
Gongalo Cabago, Sérgio Oliveira, André Alegre, Jodo Marcelino,
Jodo Manso, and Nuno Marques



Contents — Part I XXXVil

Imbalanced Regression Evaluation Under Uncertain Domain Preferences ... ... 239
Nuno Costa and Nuno Moniz

Studying the Impact of Sampling in Highly Frequent Time Series ............ 251
Paulo J. S. Ferreira, Jodo Mendes-Moreira, and Arlete Rodrigues

Mining Causal Links Between TV Sports Content and Real-World Data ....... 263
Duarte Melo, Jessica C. Delmoral, and Jodo Vinagre

Hybrid SkipAwareRec: A Streaming Music Recommendation System ......... 275
Rui Ramos, Lino Oliveira, and Jodo Vinagre

Interpreting What is Important: An Explainability Approach and Study
on Feature Selection .......... ... 288
Eduardo M. Rodrigues, Yassine Baghoussi, and Jodo Mendes-Moreira

Time-Series Pattern Verification in CNC Machining Data ................... 299
Jodo Miguel Silva, Ana Rita Nogueira, José Pinto,
Antonio Correia Alves, and Ricardo Sousa

A Comparison of Automated Machine Learning Tools for Predicting
Energy Building Consumption in Smart Cities .................coouuuunna... 311
Daniela Soares, Pedro José Pereira, Paulo Cortez, and Carlos Gongalves

Measuring Latency-Accuracy Trade-Offs in Convolutional Neural
NEIWOTKS . .ttt 323
André Tse, Lino Oliveira, and Jodo Vinagre

MultiAgent Systems: Theory and Applications

Machine Learning Data Markets: Evaluating the Impact of Data Exchange
on the Agent Learning Performance .................. . ... it 337
Hajar Baghcheband, Carlos Soares, and Luis Paulo Reis

Multi-robot Adaptive Sampling for Supervised Spatiotemporal Forecasting .... 349
Siva Kailas, Wenhao Luo, and Katia Sycara

Natural Language Processing, Text Mining and Applications

Topic Model with Contextual Outlier Handling: a Study on Electronic
Invoice Product Descriptions ... .............uuuuuueiiiiiiianan. 365
Cesar Andrade, Rita P. Ribeiro, and Jodo Gama



XXXViii Contents — Part I

Tweet2Story: Extracting Narratives from Twitter ........................... 378
Vasco Campos, Ricardo Campos, and Alipio Jorge

Argumentation Mining from Textual Documents Combining Deep
Learning and Reasoning ...............uuuiiiiiiiiieiiiiiinnn 389
Filipe Cerveira do Amaral, H. Sofia Pinto, and Bruno Martins

Event Extraction for Portuguese: A QA-Driven Approach Using ACE-2005 .... 402
Luis Filipe Cunha, Ricardo Campos, and Alipio Jorge

Symbolic Versus Deep Learning Techniques for Explainable Sentiment
ANALY SIS ottt e 415
Shamsuddeen Hassan Muhammad, Pavel Brazdil, and Alipio Jorge

Assessing Good, Bad and Ugly Arguments Generated by ChatGPT: a New

Dataset, its Methodology and Associated Tasks ............................ 428
Victor Hugo Nascimento Rocha, Igor Cataneo Silveira, Paulo Pirozelli,
Denis Deratani Maud, and Fabio Gagliardi Cozman

Advancing Neural Encoding of Portuguese with Transformer Albertina

P 441
Jodo Rodrigues, Luis Gomes, Jodo Silva, Antonio Branco,
Rodrigo Santos, Henrique Lopes Cardoso, and Tomds Osorio

OSPT: European Portuguese Paraphrastic Dataset with Machine
Translation . ... ... ... 454
Afonso Sousa and Henrique Lopes Cardoso

Task Conditioned BERT for Joint Intent Detection and Slot-Filling ........... 467
Diogo Tavares, Pedro Azevedo, David Semedo, Ricardo Sousa,
and Jodo Magalhdes

Planning, Scheduling and Decision-Making in AI

Data-driven Single Machine Scheduling Minimizing Weighted Number
of Tardy JODS . . ..ot 483
Nikolai Antonov, Premysl Sucha, and Mikolds Janota

Heuristic Search Optimisation Using Planning and Curriculum Learning
TechniqUes . .. ... ... 495
Leah Chrestien, Tomds Pevny, Stefan Edelkamp, and Antonin Komenda



Contents — Part I XXXiX
Social Simulation and Modelling

Review of Agent-Based Evacuation Models in Python ...................... 511
Josef Janda and Kamila Stekerovd

Author Index . ....... ... e 523



Contents — Part I1

Artifical Intelligence, Generation and Creativity

Erato: Automatizing Poetry Evaluation ................................... 3
Manex Agirrezabal, Hugo Gongalo Oliveira, and Aitor Ormazabal

A Path to Generative Artificial Selves ........... .. ... . 15
Liane Gabora and Joscha Bach

Human+Non-human Creative Identities. Symbiotic Synthesis in Industrial
Design Creative Processes .. ... ... ......uuuuuuuuuiiiiiiaaaann. 30
Alberto Calleo and Ludovica Rosato

AlIGenC: AI Generalisation via Creativity .............. ..., 38
Corina Cdtdrdu-Cotutiu, Esther Mondragon, and Eduardo Alonso

Creativity, Intentions, and Self-Narratives: Can Al Really Be Creative? ........ 52
Anais Giannuzzo

Evolving Urban Landscapes ................ciiiiiiiiiiiiiiiinnn. 64
Jorge Santos, Rafael Murta, Jodo M. Cunha, Sérgio M. Rebelo,
Tiago Martins, and Pedro Martins

Emotion4MIDI: A Lyrics-Based Emotion-Labeled Symbolic Music
DatasSel ... 77
Serkan Sulun, Pedro Oliveira, and Paula Viana

Artificial Intelligence and Law

On the Assessment of Deep Learning Models for Named Entity

Recognition of Brazilian Legal Documents .........................oo.... 93
Hidelberg O. Albuquerque, Ellen Souza, Adriano L. I. Oliveira,
David Macédo, Cleber Zanchettin, Douglas Vitério,
Nddia F. F. da Silva, and André C. P. L. F. de Carvalho

Anonymisation of Judicial Rulings for Legal Analytics Purposes: Ethics,
Law, and Compliance . ...............uuuuunnniiiiiiieaan 105
Jacopo Ciani Sciolla and Ludovica Paseri

LeSSE—A Semantic Search Engine Applied to Portuguese Consumer Law .... 118
Nuno Pablo Cordeiro, Jodo Dias, and Pedro A. Santos



xlii Contents — Part IT

Does ChatGPT Pass the Brazilian Bar Exam? .............................. 131
Pedro Miguel Freitas and Luis Mendes Gomes

A Semantic Search System for the Supremo Tribunal de Justica .............. 142
Rui Melo, Pedro A. Santos, and Jodo Dias

Artificial Intelligence in Power and Energy Systems

The AI Act Meets General Purpose Al: The Good, The Bad and The
UNCEITAIN ..ottt e e e e e e e e 157
Nidia Andrade Moreira, Pedro Miguel Freitas, and Paulo Novais

Rule-Based System for Intelligent Energy Management in Buildings .......... 169
Aria Jozi, Tiago Pinto, Luis Gomes, Goreti Marreiros, and Zita Vale

Production Scheduling for Total Energy Cost and Machine Longevity
Optimization Through a Genetic Algorithm ................... .. ......... 182
Bruno Mota, Daniel Ramos, Pedro Faria, and Carlos Ramos

A Novel Federated Learning Approach to Enable Distributed
and Collaborative Genetic Programming .......... ... ... .. oo, 195
Bruno Ribeiro, Luis Gomes, and Zita Vale

Artificial Intelligence in Medicine

A Scoping Review of Energy Load Disaggregation ......................... 209
Baldzs Andrds Tolnai, Zheng Ma, and Bo Ngrregaard Jgrgensen

Deep Learning Survival Model to Predict Atrial Fibrillation From ECGs
and EHR Data ...... ... . 222

Giovanni Baj, Arjuna Scagnetto, Luca Bortolussi, and Giulia Barbati

Generalization Ability in Medical Image Analysis with Small-Scale

Imbalanced Datasets: Insights from Neural Network Learning ............... 234
Tetiana Biloborodova, Brid Brosnan, Inna Skarga-Bandurova,
and Daniel J. Strauss

Multi-omics Data Integration and Network Inference for Biomarker
Discovery in GOMa . ... ... .......uu e 247
Roberta Coletti and Marta B. Lopes



Contents — Part IT

Better Medical Efficiency by Means of Hospital Bed Management

Optimization—A Comparison of Artificial Intelligence Techniques ..........

Afonso Lobo, Agostinho Barbosa, Tiago Guimardes, Jodo Lopes,
Hugo Peixoto, and Manuel Filipe Santos

Al-Based Medical Scribe to Support Clinical Consultations: A Proposed

System ATChIteCtUIE . ... ...ttt e e i

Larissa Montenegro, Luis M. Gomes, and José M. Machado

Combining Neighbor Models to Improve Predictions of Age of Onset

Of ATTRV CaITIEIS . . oottt et e e e e

Maria Pedroto, Alipio Jorge, Jodo Mendes-Moreira, and Teresa Coelho

Unravelling Heterogeneity: A Hybrid Machine Learning Approach

to Predict Post-discharge Complications in Cardiothoracic Surgery ..........

Bruno Ribeiro, Isabel Curioso, Ricardo Santos,
Federico Guede-Ferndndez, Pedro Coelho, Jorge Santos,
José Fragata, Ana Londral, and Inés Sousa

Leveraging TFR-BERT for ICD Diagnoses Ranking .......................

Ana Silva, Pedro Chaves, Sara Rijo, Jodo Boné, Tiago Oliveira,
and Paulo Novais

Artificial Intelligence and IoT in Agriculture

Evaluating the Causal Role of Environmental Data in Shellfish Biotoxin

Contamination on the Portuguese Coast ...,

Ana Rita Baido, Carolina Peixoto, Marta B. Lopes, Pedro Reis Costa,
Alexandra M. Carvalho, and Susana Vinga

Sound-Based Anomalies Detection in Agricultural Robotics Application .. ...

André Rodrigues Baltazar, Filipe Neves dos Santos,
Salviano Pinto Soares, Anténio Paulo Moreira,
and José Boaventura Cunha

Can the Segmentation Improve the Grape Varieties’ Identification Through

Images Acquired On-Field? ............ .

Gabriel A. Carneiro, Ana Texeira, Raul Morais, Joaquim J. Sousa,
and Anténio Cunha

Enhancing Pest Detection Models Through Improved Annotations ...........

Dinis Costa, Catarina Silva, Joana Costa, and Bernardete Ribeiro

xliii

351



xliv Contents — Part II

Deep Learning-Based Tree Stem Segmentation for Robotic Eucalyptus

Selective Thinning OPerations . ... ........uveetiiin e et 376
Daniel Queirds da Silva, Tiago Ferreira Rodrigues,
Armando Jorge Sousa, Filipe Neves dos Santos, and Vitor Filipe

Segmentation as a Pre-processing for Automatic Grape Moths Detection ...... 388
Ana Cldudia Teixeira, Gabriel A. Carneiro, Raul Morais,
Joaquim J. Sousa, and Anténio Cunha

Artificial Intelligence in Transportation Systems

Safety, Stability, and Efficiency of TaxiRides ............ ... ... .. ... ... 401
Martin Aleksandrov and Tobias Labarta

Improving Address Matching Using Siamese Transformer Networks .......... 413
André V. Duarte and Arlindo L. Oliveira

An Ethical Perspective on Intelligent Transport Systems .................... 426
Antonio Ribeiro da Costa, Zafeiris Kokkinogenis,
and Rosaldo J. F. Rossetti

Using CDR Data to Understand Post-pandemic Mobility Patterns ............ 438
Cldudia Rodrigues, Marco Veloso, Ana Alves, and Carlos Bento

Artificial Intelligence in Smart Computing

Using Artificial Intelligence for Trust Management Systems in Fog
Computing: A Comprehensive Study . ..........ciiiiiiiiiniiiiiinna.. 453
Mohamed Abdel Rahman, Ahmed Dahroug, and Sherin M. Moussa

Source-Code Generation Using Deep Learning: A Survey ................... 467
Areeg Ahmed, Shahira Azab, and Yasser Abdelhamid

An JoT-Based Framework for Sustainable Supply Chain Management

SYSIEIM . oo ettt 483
Muhammad Ali, Sehrish Munawar Cheema, Ivan Miguel Pires,
Ammerha Naz, Zaheer Aslam, Nasir Ayub, and Paulo Jorge Coelho

Artificial Intelligence for Industry and Societies

Tool Wear Monitoring Using Multi-sensor Time Series and Machine
Learning ... ... ... 497
Jonathan Dreyer, Stefano Carrino, Hatem Ghorbel, and Paul Cotofrei



Contents — Part II

Digital Twins: Benefits, Applications and Development Process .............

Bo Ngrregaard Jprgensen, Daniel Anthony Howard,
Christian Skafte Beck Clausen, and Zheng Ma

Using Deep Learning for Building Stock Classification in Seismic Risk

ANALYSIS .« oot

Jorge Lopes, Feliz Gouveia, Vitor Silva, Rui S. Moreira, José M. Torres,
Maria Guerreiro, and Luis Paulo Reis

Data Mining Models to Predict Parking Lot Availability ....................

Beatriz Rodrigues, Carlos Fernandes, José Vieira, and Filipe Portela

Advancements in Synthetic Data Extraction for Industrial Injection

MOIAING . ..t e

Rottenwalter Georg, Tilly Marcel, Bielenberg Christian,
and Obermeier Katharina

Vision Transformers Applied to Indoor Room Classification ................

Bruno Veiga, Tiago Pinto, Riiben Teixeira, and Carlos Ramos

Author Index . ... e



Ambient Intelligence and Affective
Environments



q

Check for
updates

Simulation-Based Adaptive Interface
for Personalized Learning of AI Fundamentals
in Secondary School

2

s

Sara Guerreiro-Santalla', Dalila Duraes?, Helen Crompton3, Paulo Novais
and Francisco Bellas!

L CITIC Research Center, Universidade da Corufia, A Corufia, Spain
{sara.guerreiro, francisco.bellas}@udc.es
2 LASI/Algoritmi Centre, University of Minho, Braga, Portugal
{dad,pjon}@di.uminho.pt
3 01d Dominion University, Norfolk, VA, USA
crompton@odu.edu

Abstract. This paper presents the first results on the validation of a new Adap-
tive E-learning System, focused on providing personalized learning to secondary
school students in the field of education about Al by means of an adaptive interface
based on a 3D robotic simulator. The prototype tool presented here has been tested
at schools in USA, Spain, and Portugal, obtaining very valuable insights regarding
the high engagement level of students in programming tasks when dealing with the
simulated interface. In addition, it has been shown the system reliability in terms
of adjusting the students’ learning paths according to their skills and competences
in an autonomous fashion.

Keywords: Adaptive e-learning - Intelligent tutoring system - Personalized
learning - Adaptive interfaces - Al education - Robot simulation

1 Introduction

Personalized learning is a key goal in education [1], trying to adapt the contents and
methodologies to each particular student in order to maximize his/her understanding and
development in a given subject. Traditionally, personalized learning has been respon-
sibility of the teachers, relying on their own experience and empathy. But nowadays,
digital technologies allow to achieve certain levels of personalized learning through spe-
cific software tools, which analyse the student’s profile to provide an adapted experience
in an autonomous way [2].

Within this challenging scope, Adaptive E-learning Systems (AES) refers to the “set
of techniques and approaches that are combined together to offer online training to the
learners with the aim of providing customized resources and interfaces” [3]. There are
different aspects of AES that can be personalized, like the contents, the learning path,
the learning style, or the graphical user interface. In any case, it is necessary to define the
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relevant data to be captured from the learner (understanding and engagement), classify
it into categories, and then provide an adapted response [4]. One of the most relevant
and promising approaches in this realm are Intelligent Tutoring Systems (ITS), which
apply artificial intelligence techniques like machine learning, rule-based logic, or fuzzy
logic to model such data and achieve the desired adaptation in an autonomous fashion
[, 6]. This is the scope of the current work.

The relevance of developing new ITS is supported by 2015-2030 Sustainable Devel-
opment Goals (SDGs), namely, 4C’s, to increase the supply of qualified tutors. Access
and interactions with a tutor have a direct connection to student engagement, grades,
and school attendance [7]. Nonetheless, it appears that the tutor shortage is on a negative
trend as it is anticipated that there are going to be fewer teachers in the future [8]. ITS
could be a tool to ameliorate this lack of tutors. It can also offer teachers an opportunity
to further personalize education for their students beyond what they can accomplish
individually as a single teacher with multiple students.

The challenge of developing education that adapts to the learners’ needs has been the
specialized domain of ITS that has a long history from Computer-Assisted Instruction
[9]. The past development of ITS is costly and with specialized authoring tools and
learning platforms [10]. Current research and open architecture allow for more rapid
development with flexible student modelling [11]. The most successful cases have been
applied to “traditional” subjects, like mathematics, science, or history, where literacy,
evaluation metrics, and methodologies are well established [12]. The last years have
seen several breakthroughs in ITS produced for students and tutors to use as expressive
and exploratory tools that assist in exploring scientific ideas and developing scientific
ways of thinking [13, 14]. Companies like Carnegie Learning and Math-Whizz provide
various degrees of provision for intelligent support, interactivity, and personalization,
being these the trending topics in this scope.

This paper presents the first results on the validation of a new ITS, focused on
providing personalized learning to secondary school students in the field of education
about Al by means of an adaptive interface based on a 3D simulator. Thus, the rest of
the document is structured in the subsequent manner. The succeeding section provides a
rationale for the significance of our objective and expounds on our distinct contribution to
the domain of Adaptive E-learning Systems. Section 3 showcases the Robobo initiative,
its framework, and the way it functions. Section 4 introduces two activities that were
implemented as lessons. Section 5 displays the validation conducted in a secondary
school setting. Lastly, Sect. 6 concludes the paper.

2 Education About Al

The impact of Al in education can be observed from two different angles. On one side, we
have Al-based tools to support students, teachers, and institutions in different aspects,
like automatic assessment, creation of materials and plans, and, of course, providing
personalized learning as commented above [15]. In this approach, education is just an
application field for AI technologies. On the other side, we have training about Al
topics. Not only there is a chronic shortage of trained Al professionals, but an entire
generation of young people are also growing up in a world increasingly impacted by
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Al Consequently, developing an Al literacy for pre-university students is a key goal for
most of the education administrations around the world [16, 17].

Since 2019, the authors of the current paper have been developing the Al 4 Eras-
mus + project, aimed at creating an Al curriculum tailored for high school students in
Europe [18]. Within it, a set of formal teaching units were developed and tested with
teachers and students of six different schools belonging to five countries. These teaching
units followed a hands-on approach to Al, where students had to face small projects
by programming real-world devices to learn about fundamental topics like perception,
representation, reasoning, or machine learning. From this experience, we realized that,
to implement an Al curriculum at pre-university level in the short-term, two main issues
must be faced: (1) The students’ proficiency in programming: the practical approach to
Al followed in the project, which is also recommended by other initiatives [19], requires
a minimum and homogeneous programming level in the group. Otherwise, the learning
results are not successful. (2) The teachers’ confidence in teaching Al: since it is an
emerging discipline at the pre-university level, it will take many years to have a fully
trained group of teachers capable of teaching Al confidently.

With the aim of providing a path towards solving them, this work proposes the
development of an ITS which, by means of providing personalized learning to students,
allows to leverage their programming skills while supports teachers in those Al topics
where they have less experience. This ITS does not pretend to substitute the teachers’
role but to help in the transition towards a more stable situation in terms of education
about Al at pre-university levels.

The proposed ITS has been named RobobolTS. To cope with the hands-on approach
to Al learning, RobobolTS is based on solving robotic challenges with the Robobo
educational robot [20] by means of a 3D simulator called RoboboSim [21], which makes
up the interface with the student. From a methodological perspective, using robots in
classes promotes learning by doing, interdisciplinary training, cooperative learning, and
project-based learning [22]. From a literacy point of view, they allow learning about the
main Al topics for this age range [18].

As commented in the previous section, the number of existing ITS is increasing and
improving but, up to the authors’ knowledge, there is no other tutoring system specifically
focused on education about Al, neither based on 3D robotic simulator as interface. We
can find several approaches using robots as tutors in education, in a sub-field that is called
Intelligent Tutoring Robots (ITR) [23]. But the main feature of ITRs, is that they use a
real robot as interface with the students, which implies a set of considerations that are
out of the scope of this research. Regarding applying robotic simulation environments
for educational purposes, some remarkable initiatives can be highlighted. In this sense,
the Constructsim [24] provides course material and exercises with online simulations. It
is aimed at experienced robotics developers and bachelor or master students. The focus
is more on technical aspects of robotics programming using the ROS/ROS2 system.
Blockly Games [25] provides a very simple graphical programming environment aimed
at teaching programming to young students, with the possibility of using robots. Coderz
[26] and OpenRoberta [27] provide a very simple graphical programming environment
to program the behaviour of real and simulated robots in 2D or 3D. Robotbenchmark
[28] provides a series of interactive realistic 3D robot simulation challenges which
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students have to address by programming the behaviour of robots in the Python language.
Although these initiatives combine programming and robotic simulations, none of them
include an ITS to support autonomous learning.

Summarizing, the RobobolTS is a novel contribution to the Adaptive E-learning
Systems, first because it faces the two main issues of short-term education about Al, and
second because it provides personalization by means of an adaptive interface based on
3D robotic simulations. The following sections are devoted on presenting the details of
its prototype version, and the validation results obtained with students in three schools
at USA, Spain, and Portugal. The goal in this paper is to analyze them from a functional
perspective based on subjective and objective measures.

3 The RobobolITS

Robobo [20] is an educational robot composed of a mobile base coupled to a smart-
phone, wirelessly connected to each other (see Fig. 1 left). Robobo has been chosen
for this development due to the high technological level it provides, appropriate for Al
teaching. The use of the smartphone allows to have a camera, microphone, speaker,
touch screen, WIFI and a powerful CPU. Furthermore, it can be programmed through
Scratch and Python, which allows facing different educational levels with the platform.
The RobobolTS presented here is based on the RoboboSim 3D simulator [21], which
was developed using the Unity3D technology, leading to a computationally light appli-
cation, suitable for pre-university schools, and with a usability and aesthetics like video
games, appropriate for most of students at this age (see Fig. 1 right).

Fig. 1. Left: Robobo real robot. Right: RoboboSim interface.

3.1 RobobolTS Architecture

The RobobolTS internal architecture is represented in Fig. 2, and it is based on four main
modules [5]: domain, tutor, student, and interface. The Domain Module is endowed with
the specific knowledge about Al, obtained from the teaching units developed within
the Al + project commented above. Specifically, it contains the goals of the activi-
ties proposed to students, the learning objectives, and the code with the solutions. The
Tutor Module encompasses the teacher’s experience in aspects like student’s feedback,
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guidance to problem solving, assessment, and activity adaptation. Here, it contains the
division of activities into sub-activities, as explained later, so personalized guidance can
be provided at the level of problem solving. This module also performs automatic activ-
ity assessment by comparing student’s solution with the correct one obtained from the
Domain Module.

For the Student Module, it contains the initial and acquired knowledge, different
interactions with the GUI, the code of the programs, the number of trials, the time
required to solve the activity, and the level of each student, which makes up an estimation
of his/her required guidance in the project completion. Finally, the Interface Module
connects students with the tutoring system in a bidirectional way. Its main element is
the RoboboSim 3D simulation interface, created with Unity3D, which is basic not only
for program testing but also for student engagement. In this sense, the RobobolTS aims
to take advantage of the computer game-like interface of the simulator, together with
the Robobo aspect, to increase student’s motivation. As it will be explained later, the
simulator allows to include visual clues and other gamification strategies to improve the
personalization of learning.

INTERFACE
MODULE

STUDENT
MODULE

DATA
CAPTURE

DOMAIN
MODULE

TUTOR
MODULE

ADAPTED
ACTIVITY

DATA
ANALYSIS

ALGORITHMS

RESULTS
FEEDBACK

Fig. 2. Schematic representation of the RobobolTS architecture.

It should be pointed out that the students program their solutions using Python or
Scratch, the languages supported by RoboboSim [21]. But these programming interfaces
are independent of the RobobolTS interface. This is a very relevant feature, because this
ITS does not provide feedback about the student’s code, just about the result obtained
after running it on the simulation. Code feedback could be interesting too, but the goal
of the RobobolTS is not on teaching programming, but Al through robotics, so what is
relevant here is the final result of the code application and not the code itself.

The diagram of Fig. 2 is a sort of flowchart of the architecture. Starting with the
grey blocks, the Algorithms one is devoted with the adaptation of the activity and the
explanation to the student’s profile. The current version of RoboboITS uses a rule-based
approach for this adaptation. Once an activity is selected, the Adapted Activity block is
executed, which represents a period in which the activity is carried out by the student.
In this stage, the Data block runs, capturing relevant information to assess the student’s
performance and activity completion. The student solution is evaluated by running it on
the simulator. From such execution, the following data is captured: (dI) time required to
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solve the activity, (d2) number of attempts, (d3) student’s level at the beginning and end
of the activity, (d4) time required to read the statements, (d5) number of times the student
opens the documentation, and (d6) number of times the student reads the statements.

Next, the Data Analysis block is executed and personalized Feedback is provided to
the student through the simulator interface, of two main types:

1. Sub-activity: if the number of attempts (d2) is higher than a predefined threshold,
the student’s level is decreased. This implies that the global activity is divided into
smaller ones, so student can face a simpler problem.

2. Visual clues: the time required to solve the activity (d/) and the number of attempts
(d2) trigger the arousal of visual clues through the simulator interface, with the aim
of providing support to the student before downgrading the level.

going to program the robot to avoid an obstacle.
Your solution should work like this:

In the folowing block of instructions, how many moving
steps are executed?

|0
()
[ 18
[ B

Dwo

y

Fig. 3. Left: Example of question from the initial questionnaire. Right: Example of statement for
the main activity.

‘ Continue

3.2 RoboboITS Operation

RobobolTS aims to train pre-university students on Al fundamentals, so no previous
knowledge on these topics is required. But as it is based on the curriculum developed for
the Al + project, this first version is suitable for students between 15 and 18 years old,
because it is assumed a minimum background in mathematics and technology. In terms
of programming, previous experience is required, but RoboboITS has been designed
to leverage different profiles, so it adapts to students with low skills who require more
guidance, as well as those with a higher level who are more autonomous. The RobobolITS
operation can be summarized in the following consecutive steps:

1. The system assesses the student’s initial level: the first time the ITS is used, the student
must complete a questionnaire that allows knowing his/her skills in programming and
the previous knowledge about Al. The former is very important, because it establishes
the competence level in which the ITS starts. To this end, it includes questions about
programming experience, in which language, for how long, and specific ones to eval-
uate their knowledge, such as the one shown in Fig. 3 left. Regarding Al knowledge,
this data is captured to evaluate the progress of the student at the end of the session
in the core topics to be trained.
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2. The statement of the challenge is displayed: it is adapted to the level (Fig. 3 right) and
it must be carefully read by students. The learning goal of the ITS is that all leaners
reach the same final level by solving the Al challenge. So, depending on the initial
level, it proposes the activities with different guidance levels (sub-activities described
in the previous section). In the highest level, the system will propose the student just
to complete the global activity, being the division into small sub-activities part of
his/her work.

3. The student implements the program to solve the challenge: to this end, the interface
is organized in practice stage and a trial stage. In the first one, the student’ executions
are not evaluated, while in the second one the system checks if the solution is correct.
If it is, the next activity or sub-activity is presented, and if it is not, the student will
receive feedback and return to the practice stage. The visual clues introduced above
are provided at all levels when the student fails in trial stage or when the time elapsed
in practice stage is too long. They can be graphics, text, or recommendations to read
the documentation.

4. Continuous working: the system allows to continue the activity at any time. When
RobobolTS is executed for the first time, a unique code is assigned to the user. This
code can be used if the application is closed, so when the user returns, he/she starts
at the same point where it was. In addition, the student can access to all necessary
documentation at any time from the interface. It contains one button to open the
activity statement, and a second one that opens the Robobo programming manual.

Fig. 4. Four snapshots of the video that shows students the final response to achieve.
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4 Al Lesson Implemented

For a first test of the RobobolTS, a lesson related with the Al topic of perception and
actuation for autonomous robotics has been developed, which corresponds to two spe-
cific teaching units on the Al+ project. Regarding perception, the lesson focuses on
distance and orientation sensors, and regarding actuation it relies on basic motors. These
are fundamental topics in autonomous robotics, from which latter lessons can be focused
on more complex sensors and actuators (cameras, tactile screens, speech production, and
others). The learning objective in terms of Al is that students learn what autonomy is
in this scope, so the robot must be programmed relying on sensor measures and avoid-
ing predefined thresholds. In addition, for this first test, only 3 competence levels are
considered in the ITS. Finally, the programming must be performed using the Scratch
blocks of the Robobo robot [20]. The version of the RoboboITS that implements this
topic is accessible to download and test.!

Once the initial questionnaire is completed, and the student is therefore already
assigned to a level, the final challenge for this lesson is presented: programming Robobo
so it can autonomously avoid an obstacle, regardless of its position and size. The expected
robot response is presented through a video (see four snapshots in Fig. 4) that students
can play every time they need. This challenge was organized in two activities.

Remember speed can vary from -100 to 100.
T ——— N p——— Allowed block:
' ' Move wheaiswithspeed 7 ) : (D) or ) seconds snawa: o =
L) i
No other blocks can be used x

Fig. 5. Visual support provided in activity 1 for students in level 1 and level 2.

In the first one, students must program Robobo to avoid the obstacle but without
using any sensor, just adjusting speed and time of the Robobo wheel motors using the
appropriate Scratch blocks. The obstacle is always in the same position and its always
of the same size. Hence, by solving this activity students get familiar with the motor
response and, as main goal, they understand that adjusting specific values for this case
is possible, but it requires a trial-and-error stage which is highly time consuming.

As observed in Fig. 4, the robot starts in front of the obstacle and the goal is to avoid
it for its right side. Level 3 students do not receive any sub-activity, so they face the
challenge in an open way. For level 2, the ITS proposes two sub-activities. In the first
one, students just face the first two movements, displayed in the two top images of Fig. 4.
Until they complete them, the second sub-activity is not presented. On it, their goal is
to finish the remaining movements as shown in the bottom images of Fig. 4. Moreover,
some visual support regarding the motor programming is provided, as displayed in
Fig. 5 left. Lastly, level 1 students must solve five independent sub-activities, one for

U https://cutt.ly/I20RYDQ.
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each movement shown in Fig. 4, which are evaluated independently. In addition, the
specific Scratch blocks they must use are provided on the interface, as shown in Fig. 5
right. Therefore, level 2 and level 1 students receive a personalized challenge, with higher
guidance level according to their programming skills.

In activity 2, the final challenge is the same, but now the position and size of the
obstacle changes randomly every time the students run their solution. Consequently,
they realize that their previous program does not work in this setup, as it was adjusted
for a particular environment. This is the key concept to understand in this lesson. So, to
solve now the challenge, they must rely of Robobo sensors, specifically, on the infrared
sensor to detect distance to the obstacle, and the orientation sensor to turn.

The division into sub-activities depending on the level is the same as in Activity
1, but now students receive more information related to the sensor they must use. For
level 3, they only receive information about the Robobo sensors they should use, which
must be checked at the documentation (see Fig. 6 right). In the case of the level 2,
the programming pseudocode is provided (see Fig. 6 middle). Level 1 receive the full
program on the interface, and students must copy it and adjust the sensor values to make
it work properly (see Fig. 6 left).

Level 1 Level 2 Level 3

the following structure: Y

our program should have the following structure:

o R |

e o @ @
the box by reading m Wait until it reaches the box

the sensor. u by reading the sensor.

Stop motors. Moes@ @ @

Stop motors. "
é Check the sensors documentation

7 ry to solve t

‘our program should have the following structure:

ents.
Start moving straight.
Moves @ @
Wait until it reaches the box
by reading the sensor.
Moves@ @ @
Stop motors. Check the sensors documentation

Fig. 6. Statement for the 3 different levels in activity 2, with adapted guidance information.

Fig. 7. Left: visual clue for students in level 1. Right: visual clue for level 2.

For all levels, and in both activities, students receive visual clues if measures d/ and
d2 are above a threshold, as explained in the two previous sections. In this activity, the
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clues show the path to follow, the degrees to turn, and the point where the robot should
stop, as displayed in Fig. 7. Again, these clues are adaptive, and they arise just if the ITS
detects that the student requires them, so some of them could never see them.

5 Secondary School Validation

The validation of this first version of the RoboboITS was carried out in 2022 in three
secondary schools of three different countries. The first was held at Virginia (USA), with
agroup of 17 students. The second one was held at Fene (Spain), and 17 students attended
to the workshop. Finally, a last validation was carried out at Caldas das Taipas (Portugal),
with 24 students. In all cases, the students’ age ranged between 14 and 17 years, and
their programming background was heterogeneous.

The validation was organized in two workshops, performed in different days. In the
first one, an introduction to the Robobo programming with RoboboSim was carried out,
but no Al topics were trained. In the second one, students used the RobobolTS to solve
the challenge explained in the previous section. At the end of this second session, all
students filled a questionnaire containing comprehension questions about the specific
Al topic (which can be consulted in?), and also about the RoboboITS itself. These last
answers are shown in Table 1, as they are relevant in the scope of this work.

Table 1. Answers to the final questionnaire about ITS design and functioning.

Question USA SPAIN PORTUGAL
% positive | % positive | % positive

Do you like the video game style used in 82,4 88,2 100

RoboboSim?

Did you like it when the simulator showed you | 94,1 94,1 100

visual/text clues and proposed new levels
(sub-activities) to advance?

Would you like to use more intelligent tools, like | 100 88,2 91,7
RobobolTS, as you study at school?

Would you like to use more intelligent tools, like | 76,5 70,6 66,7
RobobolTS, as you study at home?

It can be observed that the simulation-based interface was positive for students in
all countries (question 1), as well as the visual clues it included (question 2). Moreover,
they felt motivated and engaged to learn with the tool (question 3) at school, but not that
much to use it as homework (question 4).

Figure 8 shows the learning trace for three students during the last test in Portugal,
just to give a clear example of how they interact with the ITS. The first student on the
top started on level 3, and it took 90 min to finish the challenge, with no clues. The

2 https://drive.google.com/drive/u/1/folders/1LzFewSmF9sHE;jOh83BKU31d_n9JOI4IW.


https://drive.google.com/drive/u/1/folders/1LzFew5mF9sHEj9h83BKU31d_n9JOI4IW

Simulation-Based Adaptive Interface for Personalized Learning 13

Level 3

Level 2
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ACT1 ACT 2

0] 10 20 30 40 50 60 70 80 90 100 MO 120 (min)
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Fig. 8. Progress of three students on the RobobolTS in the Portugal workshop.

second one also started on level 3, but he/she was downgraded twice, because he/she
required a lot of clues to solve the activity in the original setup. In fact, this student did
not reach the final goal, although he/she was able for finish activity 1 quickly once in
level 1. The third one (bottom line) was always in level 1, and he/she required 5 clues
to solve the challenge, which was achieved in 100 min. What is relevant here is that the
RobobolTS showed a reliable and stable functioning in all sessions, profiling students in
an autonomous way, and allowing all of them to properly learn with adapted materials
and interface. Some students did not reach the final goal in the session duration, but all
of them improved autonomously.

6 Conclusions

Our study focusses on the importance of personalized learning in education and how
Adaptive E-learning Systems can achieve this through analysing students’ profiles and
providing customized resources and interfaces. The development and validation of the
RobobolTS is presented, an Intelligent Tutoring System that uses a 3D simulator called
RoboboSim and a hands-on approach to learning AI with the Robobo robot. The system
is a novel contribution to the field, addressing the issues of short-term Al education and
providing personalization through adaptive 3D robotic simulations. Details of its proto-
type version and validation results obtained with students in three schools in the USA,
Spain, and Portugal was also presented. Overall, the results suggest that the RobobolITS
is a valuable support to teachers in teaching Al concepts to students.
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Abstract. This paper presents the design and evaluation of Gamified Collec-
tiveEyes that is a digital infrastructure to collectively share human eyes. Gamified
CollectiveEyes collects people’s viewpoints in the world anywhere at all times, and
a user sees several collected viewpoints simultaneously in a 3D virtual space. For
navigating human viewpoints collected by Gamified CollectiveEyes, we propose
a novel abstraction named topic channel in the paper, where a user can choose
appropriate viewpoints and hearings that he/she wants to see. After presenting
an overview of Gamified CollectiveEyes, we show two user studies to investigate
potential opportunities and pitfalls of Gamified CollectiveEyes: the first user study
is to investigate the human motivation mechanism to offer their viewpoints and
the second user study is to investigate the configuration to present multiple view-
points. We also show the limitation and future work of the current development
of Gamified CollectiveEys.

Keywords: Collectively sharing human eyes - Gamification - Topic channel -
Human motivation - Serendipity

1 Introduction

Distributed digital infrastructures that allow multiple participants to connect to them,
interact with them, and create and exchange value are rapidly transforming our daily
lives. In particular, digital sharing infrastructures are gaining popularity as they enable a
variety of attractive and innovative services [3, 9, 10]. Such digital infrastructures allow
individuals to offer their personal belongings and free time for the purposes of others. In
this study, we examine the lending of parts of the human body, especially human vision,
to others. Motivational design in conventional digital sharing infrastructures has been
well studied [12, 13], but digital infrastructures that share human eyes with a group of
people are very different from conventional shared objects in terms of human viewpoints,
so a new approaches are needed.

In recent years, our lives have been transformed by the widespread use of smart-
phones. Current mobile have strong computing power and provide easy access to a wide
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variety of information. In the near future, wearable smart gadgets like smart glasses [21]
and smart earphones [6] will be developed. These wearable appliances should be able to
more easily collect diverse information about the world around us. Images and sounds
collected from these wearable appliances can be used by others to hone their own visual
and auditory abilities. Exposure to the visual and auditory senses of others allows people
to think more flexibly and more deeply. For example, an earable device such as eSense
provides the ability to analyze a person’s behavior with earphones [6], and the ambient
sounds captured can be used to develop a variety of digital services.

A distributed digital infrastructure for collectively sharing human eyes becomes a
core infrastructure to help people to enhance their abilities through diverse viewpoints
of others. Gamified CollectiveEyes is an infrastructure to capture and store viewpoints
of people in the world. In this paper, for navigating human viewpoints collected by
Gamified CollectiveEyes, we propose a novel abstraction named topic channel in the
paper, where a user can choose viewpoints and hearings that he/she wants to see by
changing like a TV channel. After presenting an overview of Gamified CollectiveEyes,
we show two user studies to demonstrate the potential opportunities and pitfalls of
Gamified CollectiveEyes: the first user study is to investigate the human motivation
mechanism to offer their viewpoints and the second user study is to investigate the
configuration to present multiple human viewpoints for finding serendipitous viewpoints.

The remainder of this paper is organized as follows. In Sect. 2 shows an overview
of Gamified CollectiveEyes. In Sect. 3, we show several insights extracted from a user
study how the current topic channel design influences human motivation. In Sect. 4, we
show some insights extracted from a user study how the topic channel triggers human
serendipity. Section 5 presents several related concepts to the approaches introduced in
the paper. Section 6 shows the limitation of the current study. Finally, Sect. 7 concludes
the paper.

2 Gamified CollectiveEyes

Gamified CollectiveEyes is a distributed infrastructure to collect and share human eyes;
the infrastructure enables us to build novel services that would allow us to adopt some-
one else’s seeing capabilities. The infrastructure uses a user’s gaze-focused gestures to
choose which viewpoint the user wants to access. The infrastructure assumes that each
user is equipped with a wearable appliance that embeds a camera and microphone. In
[8], we presented the opportunities and pitfalls of the earlier version of Gamified Collec-
tiveEyes. The current version presented in the paper is enhanced from the earlier version
to implement a topic channel abstraction that is essential extension to adopt gamification
strategies proposed in the paper. The design presented in Sect. 2.1 and Sect. 2.2 is the
almost same as the original version and the details are explained in [8].

2.1 Seeing Several Viewpoints Simultaneously

When presenting several eye views, the viewpoints are shown in a virtual space as shown
in Fig. 1. Gamified CollectiveEyes provides the following two viewpoint presentation
modes with which to present the several viewpoints. One viewpoint presentation mode
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is the spatial view mode as shown in the left picture of Fig. 1. Another viewpoint
presentation mode is the temporal view mode as shown in the right picture of Fig. 1.
When using the spatial view mode, the four views to present respective viewpoints are
selected automatically and shown in a 3D virtual space. When using the temporal mode,
one viewpoint is selected and shown. Then, the viewpoint can be replaced to another
viewpoint successively until the most preferable viewpoint can be found.

Change Eye Views

Spatial View

Temporal View

Fig. 1. Watching multiple viewpoints

2.2 Navigating Views with Gaze-Focused Gesture

One of the most striking features of Gamified CollectiveEyes is to adopt gaze-focused
gestures for every control. Gamified CollectiveEyes offers the following four basic com-
mands. The first is the SELECT command, which is employed by a user to select a target
person by moving his/her viewpoint from top to bottom. The second is the DESELECT
command, which is used to return to the previous view by a user moving his/her view-
point from bottom to top. The third is the CHANGE command, which is used to change
a user’s current view to the view of another randomly selected person near him/her by
moving his/her viewpoint top to bottom in the current view. The fourth and last is the
REPLACE command, which is used to remove a view that a user wants to replace by
moving his/her viewpoint from bottom to top on the view.

2.3 Topic Channels

A user specifies a topic channel to select presenting viewpoints that are shown around the
user, much like a TV channel selector, from stored captured viewpoints in the database.
While each person’s viewpoint is captured by his/her wearable appliance through the
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camera embedded to the appliance, the person registers appropriate topic labels corre-
sponding to respective topic channels that can be seen in his/her current viewpoint as
hashtags for Gamified CollectiveEyes. In the current prototype infrastructure, the person
whose viewpoints are captured registers the topic labels into the infrastructure manually.

The viewpoints captured from a person who wears a wearable appliance are clustered
through topic labels and some of viewpoints are shown as icons in a 3D virtual space.
The icons are clustered according to topic labels as respective icon clouds and displayed
as shown in the top left screenshot of Fig. 2. A user chooses one of the icon clouds
through his/her wearable appliance. The lower right screenshot of Fig. 2 shows a view
after selecting one topic channel. Several viewpoints are displayed in a 3D virtual space,
and the user navigates these viewpoints. If the user chooses one of them, he/she can see
the viewpoint immersively as if it is his/her own viewpoint.

Topic Channel A “ﬁ "g Selects Topic Channel A
B ::_:?

: &I Topic Channel C
Topic Channel B

Topic Channel A

Fig. 2. Searching a viewpoint through topic channels

2.4 Thing-Focused and Value-Focused Topic Channel

For managing a large amount of viewpoints through topic channel, we investigate to
use world models for categorizing diverse viewpoints in the real world into respective
topic channels. In the current design of topic channels, we consider two approaches
to model diverse viewpoints. These approaches are extracted from the sociomateriality
perspective, and respective approaches treats the world from different attitudes and
perspectives to materialize the world [7].

One approach is to categorize viewpoints-focused on things appeared in the view-
points. The second approach is to categorize the viewpoints-focused on values appeared
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in the viewpoints. In the first approach, we model the world according to classifying
concrete things appeared in the real world. The classification contains the following
categories: the first is Personal Belonging, the second is Curiosity, the third is Food,
the fourth is Friends/Families, and the fifth is Landscape, as shown in Fig. 3. Gamified
CollectiveEyes chooses viewpoints that a user likes to see according to the topic channel.
The classification used for the topic channel is named as thing-focused topic channel,
and each viewpoint’s category is identified as a different topic in the thing-focused topic
channel.

Landscape

Food

Families/Friends

Fig. 3. Thing-focused topic channel

Another approach is to model the world according to abstract values on respective
viewpoints in the world. We consider that people usually like to see somethings based
on their perceived values. The classification contains the following categories: the first
is Aesthetic, the second is Enjoyable, the third is Cute, the fourth is Historical, and the
fifth is Frightening, as shown in Fig. 4. The classification used for the topic channel is
named as value-focused topic channel.

2.5 Gamification Strategies in Gamified CollectiveEyes

The topic channel abstraction is a significant extension from the previous CollectiveEyes
to identify what a user likes to see and how to assign topic labels to viewpoints to use
gamification strategies in CollectiveEyes. While each person’s viewpoint is collected
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Frightening

Fig. 4. Value-focused topic channel

by his/her wearable appliance through the camera attached to the appliance, the person
submits an appropriate topic label that is identified a belonging topic channel and that can
be seen in his/her view as hashtags. The person whose viewpoints are collected registers
the topic label of the current viewpoint into the infrastructure manually as shown below.

Gamified CollectiveEyes assumes that each captured and stored viewpoint assigns a
topic label for selecting viewpoints under the topic channel that a user specifies. Gamified
CollectiveEyes needs to consider the two aspects to exploit crowd power similar to
traditional digital sharing infrastructures [12, 13, 18]. The first aspect is to explicitly
assign different topic labels to respective viewpoints by users. The second aspect is to
collect a large amount of viewpoints in the world.

The current Gamified CollectiveEyes infrastructure adopted two gamification-
focused strategies to investigate the above aspects. The first gamification-focused strat-
egy is to incorporate a gauge representing abilities to watch others’ viewpoints. The
gauge is increased when offering his/her viewpoints to Gamified CollectiveEyes. Also,
the amount to increase the gauge depends on the assigned topic labels of the viewpoints.
The amount of the gauge of each label is changed according to the current situation.
Thus, a user needs to consider which viewpoints are appropriate to more increase his/her
gauges so he/she needs to be aware of what he/she will be watching next. The second
gamification-focused strategy is to assign a topic label to each viewpoint by each user.
It is hard to recognize the topic of an viewpoint automatically through the current image
recognition techniques. Thus, we adopted the human computation method like shown
in [20] for manually assigning topic labels to respective viewpoints by a user.



22 R. Kimura et al.
3 A User Study for Motivation Management

We conducted a user study to investigate the effect to use the thing-focused and value-
focused topic channel for designing gamification strategies in Gamified ColletiveEyes.
In the user study, we collect and analyze the opinions from participants, and summarize
them as the insights of the current design.

3.1 Research Method

We hired eight participants including six males and two females, whose average age is
27.8, where they are developing gamification services as their research topics, and asked
them to act scenarios to use Gamified CollectiveEyes by using the user enactments
method [16] after explaining an overview of Gamified CollectiveEyes. The user study
prepared three scenarios. In each scenario, a different topic channel is selected to explore
diverse viewpoints in the world. In the first scenario, the landscape topic channel which is
one of the thing-focused topic channel is adopted, in the second scenarios, the historical
topic channel is adopted, and in the third scenario, the aesthetic topic channel is adopted,
which are belonging in the value-focused topic channel. Each scenario describes what
participants will explore in their viewpoints under the thing-focused topic channel and
the value-focused topic channel.

After the user enactments, we conducted semi-structure interview with the partici-
pants for understanding their motivation to register their viewpoints to Gamified Col-
lectiveEyes. We summarize the participants’ opinions acquired from the interviews into
a document in accordance with the thematic analysis method [15]. We also adopted
the affinity diagram method [11] to help our analysis process in reviewing codes and
searching appropriate topics. Finally, we identified the following three themes.

3.2 Effects of Topic Channels

Many people use thing-focused topic channels when they want to see something specific,
and use value-focused topic channels when they want to discover something new. For
example, using a value-focused topic channel makes it more likely that different people
will label viewpoints according to their own value judgments, and that the ambiguity
arising from these value judgments will provide viewpoints that they have not imagined.
Therefore, more abstract topic channels increase the likelihood of discovering serendip-
ity. Specifically, “seeing something you don’t know or an image that is not currently in
your mind can lead to unexpected ideas,” “ideas and desires that were not in your mind
will be recalled, leading to new experiences,” and “rather than using a thing-centric topic

channel, you have the opportunity to get many different things in the same label.”

3.3 Effects of Gamification

Opinions were divided on whether a different gauge for each label would be an incentive
to provide viewpoints. Some said, “If you put different gauges on labels, the number of
viewpoints for a particular label will increase, and the reliability of Gamified Collec-
tiveEyes will decrease because you will be providing gauges in point collection for the
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viewpoints of labels with higher gauges.” On the other hand, some said, “If Gamified
CollectiveEyes is really useful to me, I would like to use Gamified CollectiveEyes to
provide viewpoints for higher gauges.”

Some of the specific comments are interesting, such as the following:

(1) I'would like to provide viewpoints when I find a scene that I think is worth providing,
so I don’t think the viewpoints that Gamified CollectiveEyes provides would change
much with a higher gauge.

(2) I thought I would not look at the labeled viewpoints because I feel that offering
popular viewpoints to earn points is a very selfish motive and that viewpoints with
high gauge labels are offered to collect points.

(3) If the distribution of points is unequal for each label, a variety of viewpoints will not
be offered, and the Gamified CollectiveEyes.

(4) If the distribution of points is uneven for each label, it may not provide a variety of
viewpoints, and the motivation to use Gamified CollectiveEyes may be inhibited.
Another commented.

(5) Because Gamified CollectiveEyes allows for differences in sensitivity between
myself and others, I am more motivated to use Gamified CollectiveEyes not only
when they provide viewpoints that I do not expect.

3.4 Effects of Consciousness

There were various comments that labeling increases the opportunity to be aware of
“what I am watching now” and “my feelings about what I am watching.” Other comments
included, (1) “I think I will actively try to find meaning in my viewpoint”, (2) “The more
viewpoints I provide, the more opportunities I have to be aware of what I am watching
and how I feel about what I am doing”, (3) “Gamified CollectiveEyes gives me an
opportunity to think about what is reflected in this viewpoint and what value it has.”,
(4) “Even if we automate the recognition of viewpoints, the manual label registration
increases awareness of what we are looking at, so the policy does not necessarily make
sense in terms of the significance of Gamified CollectiveEyes.”

On the other hand, another commented, “I am not aware of it when I am looking at
it now, but I will be aware of it later when I look back at that viewpoint.”

4 A User Study for Serendipity Management

We also conducted an additional user study to investigate the effect to use the thing-
focused and value-focused topic channel for investigating how a user navigates diverse
viewpoints in Gamified CollectiveEyes.

4.1 Research Method

We recruited twelve participants including ten males and two females, and their average
ageis 27.0. We asked them to perform scenarios to use Gamified CollectiveEyes based on
the user enactments method as same as the first user study after explaining an overview of
Gamified CollectiveEyes. The user study prepared the following scenarios. Each scenario
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adopts a different topic channel to explore diverse viewpoints in the world. One scenario
adopts the landscape topic channel which is one of the thing-focused topic channel,
and another scenario adopts the aesthetic topic channel, which are belonging in the
value-focused topic channel. Each scenario describes what participants will explore their
viewpoints under the thing-focused topic channel and the value-focused topic channel.
In the user study, viewpoints selected by a topic channel specified by a participant
are shown in Fig. 2, and several viewpoints shown in each topic channel are configured
in several ways. For the first scenario named Scenario A and the second scenario named
Scenario B, we setup these respective four configuration as shown in Table 1.
After the user enactments, we asked participants to answer the following question-
naires.
A-(Q1): Can you find favorite viewpoints in Scenario A: Configuration (i)?
A-(Q2): Can you find serendipitous viewpoints in Scenario A: Configuration (i)?
A-(Q3): Can you find serendipitous viewpoints in Scenario A: Configuration (ii)?
A-(Q4): Can you find serendipitous viewpoints in Scenario A: Configuration (iii)?
A-(Q5): Can you find serendipitous viewpoints in Scenario A: Configuration (iv)?
B-(Q1): Can you find favorite viewpoints in Scenario B: Configuration (i)?
B-(Q2): Can you find serendipitous viewpoints in Scenario B: Configuration (i)?
B-(Q3): Can you find serendipitous viewpoints in Scenario B: Configuration (ii)?
B-(Q4): Can you find serendipitous viewpoints in Scenario B: Configuration (iii)?
B-(Q5): Can you find serendipitous viewpoints in Scenario B: Configuration (iv)?
We investigated participants’ scores on the points using a five-point Likert scale (4:
induced, 3: to some extent, 2: cannot say either, 1: sometimes induced, 0: not induced)
on each question. After the answering the questionnaires, we conducted semi-structure
interview with the participants to understand their experiences with seeing serendipitous
viewpoints.

Table 1. Configurations for Scenario A and Scenario B

Scenario A | Configuration (i) Landscape 100% | Configuration (ii) | Landscape 70%,
Food 30%
Configuration (iii) | Landscape 70%, | Configuration (iv) | Landscape 40%,
Friends/Families Food 30%,
30% Friends/Families
30%
Scenario B | Configuration (i) Aesthetic 100% | Configuration (ii) | Aesthetic 70%,
Enjoyable 30%
Configuration (iii) | Aesthetic 70%, Configuration (iv) | Aesthetic 40%,
Historical 30% Enjoyable 30%,
Historical 30%
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4.2 Effects of Serendipity

As shown in Fig. 5, what is interesting about the tendency of many participants’ opin-
ions is that the focus of the viewpoint to be displayed becomes blurred and serendipity
decreases as the number of topic channels increases when using the thing-focused topic
channel, but the discovery of serendipity does not decrease even if the number of topic
channels increases when using the value-focused topic channel. The argument is sup-
ported from the opinion that the viewpoints provided by the value-focused topic channel
are collected by abstract categories, so even when displaying viewpoints in multiple
topic channels, it is possible to discover attractive or serendipitous viewpoints.

3.5

A-(Q1) A-(Q2) A-(Q3) A-(Q4) A-(Q5) B-(Q1) B-(Q2) B-(Q3) B-(Q4)
Scenario A(Q Num)  Scenario B(Q Num)
Q Num(Question Number) =1, 2, 3,4, or 5

2

wn

Score
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Fig. 5. Results of questionnaires

Offering an viewpoint that is different from a participant’s current viewpoint is effec-
tive in discovering serendipity for him/her. In particular, presenting the current viewpoint
of a user from different angles or presenting his/her current viewpoint at different dis-
tances is effective for discovering serendipity. A large number of participants answered
that the displaying diverse viewpoints was effective in offering attractive viewpoints.
On the other hand, when using the thing-focused topic channel, the participants felt that
it would be annoying if they were not interested in the viewpoints in the current topic
channel.

5 Related Work

Digital sharing infrastructures include Airbnb, a P2P lodging service, and Uber, a P2P
transportation network for sharing goods and services, among a growing number of
multifaceted digital infrastructures and offline activities. These infrastructures use infor-
mation technology to provide information to individuals, businesses, non-profit organi-
zations, and governments to optimize resources through the redistribution, sharing, and
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reuse of surplus goods and services [3]. Crowdsourcing is also a type of digital sharing
infrastructure that shares human skills by dividing tasks into various micro-tasks and
asking the crowd to complete them. Crowdsourcing in general uses monetary rewards to
motivate crowds like Amazon Mechanical Turk [10]. The use of gamification in crowd-
sourcing infrastructures to encourage the execution of more microtasks is one of the
current hot topics in gamification research [12, 13].

Gamification is the process of making a task more game-like by incorporating game
elements [2, 14]. For example, visualizing the achievement of a task as a score or compar-
ing the achievement with others can motivate users to accomplish a task. Gamification
has become common in the private sector like operating social media. Now gamification
also becomes popular in education, health, government, and science, incorporating the
advantage of the widespread activity of playing games. Furthermore, gamification is a
appropriate method for collecting data from crowds [1, 16].

There are several related work that exploits people’s seeing. Jack-in-Head is a concept
for extending human capabilities and presence [5]. This concept allows for immersive
connections between humans and other artifacts or between humans. Procyk studied
paired first-person video exchange with a head-mounted camera and mobile screen [17].
This study showed that paired mutual video streaming achieved a parallel experience
in public. Kinetic drones enhance the experience of flying [4]. Video captured by the
drone is transmitted to the user’s wearable intelligent glasses. The user feels as if he/she
is flying in the sky and can view scenes acquired by the drone while in his/her room.

6 Limitation of the Current Study

The current study focuses on the user study for only Japanese participants. When inves-
tigating human motivation to collect diverse viewpoints in terms of values, the collected
insights may be culturally biased. The discussions about ethical issues may also be
biased due to our culture and daily habits. For gathering more unbiased insights, we
need to conduct the user study for participants belonging to other cultures for under-
standing how seeing and hearing in the world is different in respective cultures. Also, as
shown in [19], people’s answers about their attitude about ethics may be different from
their actual behavior. Thus, we will need to observe their real behavior to use Gamified
CollectiveEyes not only the survey of their attitude.

The current research method focused on a qualitative method for designing
gamification-based strategies of Gamified CollectiveEyes so we need to adopt more
quantitative approaches to optimize the strategies. We also need to investigate the
effect of the manual registration of a topic label of each viewpoint: whether the con-
scious registration of a topic label is essential to increase the significance of Gamified
CollectiveEyes.

7 Conclusion and Future Work

The paper presented the design of Gamified CollectiveEyes to motivate people for
encouraging collectively sharing human eyes and ears. We conducted a series of user
studies and investigated some findings in the current design. The most important find-
ing in terms of the gamification aspect is that modelling the world meaningfully offers
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additional information to users, and the information increase human motivation to act
them more consciously.

Our approach suggests that digital technology can give us great power. The dreams
and fictions in past novels and movies will become reality in the near future. Cerebro,
for example, is a fictional scientific device that appears in Marvel Comics’ X-Men. As
society becomes increasingly complex, we need new sophisticated tools that amplify
our ability to think and make decisions in order for society to thrive. Because of the
simplicity of our approach in providing diverse human viewpoints, it is possible that the
diverse viewpoints could help enhance decision making as a tool to improve the ability
to think about the various human biases found in the behavioral economics research.
As a future direction, we would like to investigate how Gamified CollectiveEyes can
reframe our abilities of seeing and hearing activities and expand our ability to think by
presenting multiple people’s viewpoints. By enhancing these abilities, we may be able
to transform our daily lives into something more enjoyable and enriching through more
diverse and introspective thoughts and lifestyles.
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Abstract. Poor and sedentary lifestyles combined with bad dietary habits have an
impact on our health. Nowadays, diet-related diseases have become a major public
health issue, threatening the sustainability of healthcare systems, and new strate-
gies to promote better food intake are now being explored. In this context, the use of
ontologies has gained importance over the past decade and become more prevalent.
By incorporating ontologies in the healthcare domain, artificial intelligence (AI)
can be enhanced to better support healthcare systems dealing with chronic diseases,
such as obesity and diabetes requiring long-term progress and frequent monitoring.
This is especially challenging with current resource inefficiency; however, recent
research suggests that incorporating ontology into Al-based technological solu-
tions can improve their accuracy and capabilities. Additionally, recommendation
and expert systems benefit from incorporating ontologies for a better knowledge
representation and processing to increase success rates. This study outlines the
development of an ontology in the context of food intake to manage and moni-
tor patients with obesity, diabetes, and those using tube feeding. A standardized
vocabulary for describing food and nutritional information was specified to enable
the integration with different healthcare systems and provide personalized dietary
recommendations to each user.
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1 Introduction

Our dietary habits have a significant impact on our health, and diet-related diseases
pose a major public health concern, threatening the sustainability of healthcare systems.
Unbalanced food intake, in terms of both quantity and quality, can lead to various medi-
cal conditions, including metabolic disturbances, malnutrition, overweight, poor mental
performance, and medical risk factors such as hypertension, osteoporosis, cardiovascu-
lar diseases, type 2 diabetes, hip fractures, liver pathologies, Alzheimer’s disease, and
even cancer [1]. These diet-related diseases continue to be a major public health con-
cern and endanger the sustainability of healthcare systems [2, 3]. Therefore, it becomes
necessary to study and develop effective tools to monitor and support users in either
single or group contexts to make better decisions in their daily lives regarding the adop-
tion of healthier behaviors [4-6] and to support achieving health related goals [7]. As
a result, dietary habits will be improved to prevent and manage the aforementioned
diseases. In this context the FoodFriend project! was established as a novel technol-
ogy aimed at addressing these challenges in three different uses cases: prevention of
malnutrition in nursing homes and patients using tube feeding (1); and nutritional trans-
mural care of chronic diseases such as obesity (2) and type 2 diabetes (3). Traditional
food intake monitoring methods can be labor-intensive and time-consuming [8], and
feedback is not always absorbed correctly by the end-user. Therefore, the FoodFriend
project focuses on developing a complete toolset that can automatically measure a per-
son’s food intake with minimal user-input and provide personalized, actionable feedback.
The FoodFriend toolset consists of both hardware, such as sensors, and software, such
as an application or web portal, that can automatically monitor a person’s food intake,
reducing the workload and problems associated with traditional food monitoring. Addi-
tionally, the FoodFriend toolset can benefit various groups of users, including dieticians,
nutritionists, caterers, and individuals seeking to improve their dietary habits. For dieti-
cians and nutritionists, the tool can provide insight into their clients’ eating habits, while
clients can benefit from a reduced workload during the monitoring process. Additionally,
the comprehensive tool can lower the threshold for individuals not involved in dietary
coaching to get involved in improving their nutritional habits. The FoodFriend project
uses health behavior-change recommendation techniques, such as the transtheoretical
model of health behavior change [9, 10] to provide personalized suggestions to end-users
based on the collected data. The recommendation process is supported by visualization
techniques, enabling dieticians to provide feedback and steer the recommendation pro-
cess. Furthermore, FoodFriend platform also includes mobile device implementations
to improve accessibility. Finally, the project delivers a research database and a nutrition-
wise ontology for modeling nutritional behavior, providing semantic interoperability
between heterogeneous data sources and enabling data integration between the three use
cases of the project based on existing ontologies available in the literature that consider
the same concepts and relationships shared with the proposed ontology for the Food-
Friend project. In this work we present the methodological approach undertaken in the
FoodFriend project to establish a common shared ontology between the three different

1 https://itead.org/project/food-friend.html.
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use cases and we provide a representation of this ontology including the main concepts
and relationships identified.

In the next section, all the related works presenting different ontologies in the context
of food representation are described with a discussion of their application and relatedness
to the FoodFriend project. In Sect. 3, the methodology undertaken for each use case is
specified describing the associated concepts and relations in the context of each use case.
In Sect. 4, the architecture of the common shared ontology for the FoodFriend project
is presented. A discussion regarding the results achieved in this work is presented in
Sect. 5 and the main conclusions are drawn in the last section of this work.

2 Related Works

This section summarizes the current State of the Art regarding existing ontologies in
the context of Food representation. Each relevant ontology will be described in terms
of structure and main concepts and relationships as well as associated limitations in the
context of the FoodFriend project.

2.1 FoodOn Ontology

Perhaps the most well-known food ontology, FoodOn [11, 12] is an open-source, com-
prehensive ontology structured with several term hierarchy facets that cover basic raw
food source ingredients, process terms for packaging, cooking and preservation, and an
upper-level variety of product type schemes under which food products can be catego-
rized. FoodOn has been initially designed with several terms retrieved from Langual, a
library science and ontology friendly food classification system that is composed by 14
food product description facets including plant or animal food source, chemical addi-
tive, preservation or cooking process, packaging, and standard national and international
upper-level product type schemes. Currently, at least 3400 terms are used in FoodOn
to describe “the individual plant, animal, or chemical food source from which the food
product or its major ingredient is derived”. Furthermore, FoodOn describes the organ-
ism’s food source terms using intermediate groups like “stem or spear vegetable” but
separates chemicals (mainly additives) into a “food component class” to differentiate
whole organism references (see Fig. 1).

Additionally, FoodOn works in partnership with other OBOFoundry related ontolo-
gies which together represent the Joint Food Ontology Workgroup (JFOW). JFOW is
an informal group of ontology stakeholders and has the main goal of standardizing the
content of food products and research related ontologies. As such, this group aims to
simplify the annotation of datasets to meet interoperable FAIR data standards [13], as
well as to enhance plug-and-play, queryable knowledge graph search and provide vocab-
ularies for nutritional analysis, including chemical food components which are factors
in diet, health and plant and animal agricultural rearing research.

Other members of JFOW include:

e Food-Biomarker Ontology (FOBI)—An ontology with two interconnected sub-
ontologies: one to describe raw foods and multi-component foods terms and a
Biomarker Ontology to describe chemical classes.
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Fig. 1. FoodOn Ontology—adapted from [12].

e Ontology for Nutritional Studies (ONS)—Developed within the ENPADASI Euro-
pean project, has the main goal to represent a comprehensive resource for the descrip-
tion of concepts in the broader human nutrition domain covering classes necessary
for describing and querying for nutritional studies.

e Animal Health Surveillance Ontology (AHSO)—An ontology to describe animal
health data which can promote the secondary use of these data for surveillance (data-
driven surveillance, or syndromic surveillance).

e Crop Nutritional Data Ontology (CDNO)—An ontology structured with terminolo-
gies to describe nutritional attributes of material entities that contribute to human
diet.

e Ontology for Nutritional Epidemiology (ONE)—An ontology to describe nutritional
epidemiologic studies accurately.

e Medical Actions Ontology (MAXxO)—An ontology that provides a structured vocab-
ulary for medical procedures, interventions, therapies, and treatments, including
nutrition based medical interventions.

e Environmental Conditions, Treatments, and Exposures Ontology (ECTO)—An ontol-
ogy to describe experimental treatments of plants and model organisms, exposures
of humans or any other organisms to stressors through a variety of routes, stimuli,
any kind of environmental condition or change in condition that can be experienced
by an organism or population of organisms on earth.

Although FoodOn, and the associated ontologies part of the JFOW group already cover
a wide spectrum of elements associated to the Food variable these are still lacking in
terms of describing and modelling the human variable and associated characteristics
which including dietary and health issues (such as diabetes and obesity) leading to the
scope of FoodFriend project and the necessity to model this concept.
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2.2 Quisper Ontology

Eftimov and colleagues proposed in 2018 [14] a food ontology named Quisper ontology
that has been developed in a semi-automatic way and can be used for the harmonization
and enable research in the domain of personalized dietary web services. Additionally,
the proposed ontology combines aggregated data from different sources to provide new
knowledge to contribute for healthier lifestyles. The defined ontology (see Fig. 2) has
been initially designed to include 5 main groups (Component, Food, FoodGroup, Per-
sonal and SNP) and 7 main classes (Component, Food, FoodGroup, Personal, SNP, Unit,

and WebService).
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Fig. 2. Quisper Ontology—adapted from [14].

With this structure, the authors express the advantage of the ontology not being
focused only on food-related data, but also to include information for everyone from
his/her user profile, biomarker analysis, dietary reference intakes and recommendations.

This ontology goes in line with the goals of the FoodFriend project, however the

current description of the person/human variable is still very limited in terms of under-
standing characteristics which include dietary and health issues as well to understand

and describe the person’s meal intake over the days.

2.3 Ontology Based Food Recommendation

More recently, in 2022 [15], Chivukula and colleagues proposed a new food ontology,
named Ontology Based Food Recommendation to model in the food domain to help
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people in getting the right recommendation about the food, based on their health condi-
tion. Some of the key concepts that were considered are related to the food domain and
include types of food, flavors and textures, and different kinds of food courses and meals
(see Fig. 3). Additionally, information on recipes and corresponding ingredients together
with their nutritional values is also described. Finally, the user variable with the details
of physical attributes such as age, weight with health history is also maintained. The
authors explain how the proposed ontology could be used in different food and dietary
domains, for example, by people with culinary interests, nutritionists, restaurants, and
chefs.

Meal Course
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Fig. 3. Ontology Based Food Recommendation—adapted from [15].

The proposed ontology is the closest to meet the goals of the FoodFriend project as it
considers both food, human and even meals variables. However, additional concepts must
still be considered to correctly describe the user Meal Intake and additional components
are also necessary. For example, the Food variable should also include information
which is relevant to manage dietary and food issues such as Diabetes by considering
information on the associated glycemic index of each food.

3 Methodology

This section describes the different concepts and corresponding relationships associated
with each Use Case of the FoodFriend project. These concepts will be then combined
into a common FoodFriend Ontology which is described in the following section of this
document.
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3.1 Diabetes Use Case

Diabetes use case focuses on the creation and validation of technologies for objective
self-monitoring and management of patients with diabetes type 2. The major outcome
will be a quantified self, evidence-based coaching solution for self-monitoring and man-
agement of diabetes type II disease based on food intake and lifestyle monitoring. The
transparent integration of this type of technology in the daily routine of patients will
improve self-monitoring of disease, increase treatment adherence and the promotion of
healthy behaviors, having as consequence diminishing the acute complications of dia-
betes. By specifying an ontology in the context of the management of diabetes disease,
it is possible to develop a recommendation system using a structured and standard-
ized representation of knowledge, enabling efficient information retrieval and inference.
In this context, ontologies can be used to organize and categorize food-related data,
such as nutritional information and personal preferences to deliver personalized and
accurate dietary suggestions based on individual needs and constraints. Currently, a rec-
ommendation system has been developed regarding the type 2 diabetes use case. The
rules composing this system were generated based on the guidelines from the WHO
(World Health Organization), related to the consumption of the main macronutrients.
The application daily sends users’ macronutrient intake, and recommendations are sub-
sequently generated if the macronutrients exceed the specified levels or fall below the
recommended levels [16].

In the context of Diabetes Use case the following concepts and corresponding
relationships have been identified:

e User—Food—The person (user) has interests regarding each food available/inserted
in the system. These interests can cover aspects such as preferences and allergies.

e User—Meals Intake—Each person keeps track of all the meals intake, which corre-
sponds to any ingested food information provided to the system. These meals usually
refer to breakfast, lunch, dinner, and snacks.

e Meal—Food—As mentioned previously, each meal taken by the person will include
one or more foods. Additionally, each food (and its information) will also be related
to the types of meal for which that food is most recommended. For example, a bowl
of milk and cereal could be recommended for breakfast while a roast chicken could
be recommended for either lunch or dinner.

o Food—Nutritional Values—Foods have nutrients and therefore, each food available
in the system must also contain nutritional information regarding key nutrients to
manage a healthy diet. These nutrients correspond to proteins, carbohydrates, fibers,
fats, minerals (such as salt and sugar) and vitamins.

3.2 Obesity Use Case

Obesity use case focuses on people with desk jobs having a higher risk on obesity due
to their limited physical activity in daily life. The major idea is to detect every food
consumption of the user depending on the data collected via their mobile devices like
location of the user, movement of the user, social media sharing, mail sending activity,
incoming/outgoing calls, etc. In addition to concepts and corresponding relationship
described in Diabetes Use Case, we have identified the followings valuable for Obesity
Use Case:
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o User—Energy Consumption Activity—While food intake behavior of the user has
significant impact on weighing, the energy consumption during “Physical Activities”,
“Resting”, and “Sleeping” has as much impact as the level of food intake. In addition
to the duration of these activities, the energy consumption rate is also affected by the
attributes of the user, such as basal metabolism.

o User—Goal—Dietary Plan—Users have goals to achieve. The goals can be assigned
by the user itself or by professionals either as distinct goals or by combining with
their dietary plan.

e User—Disabilities—Physical activities suitable for the user will naturally depend on
their disabilities if they exist.

o User—Allergenics—Having allergies will affect the recommendation of food and
ingredients. Users may be allergic to some foods or constituents. This information
must be taken into account by professionals and Al based food recommendations.

e User—Disease—Users may have comorbidities which should be regarded in rec-
ommendation operation. Some foods may seem good for persons having obesity
conditions but may also threaten other disease treatment. The FoodFriend system
should not create any threat to patients.

3.3 Tube Feeding Use Case

Food intake of patients on tube feeding is performed by gathering data from the tube feed-
ing pump and determine the energy expenditure of the patient with indirect calorimetry
and accelerometers. Based on the obtained data and insights into the nutritional status
of the patient, personalized feedback can be provided through an easy-to-use platform
and incorporated into the treatment plans of dietitians. Also, by giving the patient more
insight into his/her nutritional status, compliance with the therapy will increase. The
concepts and relationships regarding the Tube Feeding use case are as follows:

o User—Feeding Pack—The user takes available/recommended feeding packages. The
recommended feeding package can be based on the users medical and health status.

o User—Food Intake—The feeding pump tracks the food intake of the user. For any
food intake (meals or beverages) the user utilizes the feeding pump. The food intake
can be a feeding pack, water, or coffee.

e Feeding Pack—Intake Status (Feeding Pump)—For each user based on the medical
status, a special intake status is recommended. The intake volume, flow rate, dose,
as well as the intake duration can be adjusted to the user’s demand. Each of these
elements have an influence on the health status of the user. These elements can be
adjusted and recorded automatically by the feeding pump.

e Feeding Pack—Nutritional Values—Each feeding package has nutrients and energy
produced by that. This information can be accessed by scanning the barcode of each
feeding package. The factsheet provided for each feeding package reveals the amount
of energy, protein, carbohydrate, fat, fiber, water, minerals, Vitamins, and other trace
elements.
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4 Proposed Ontology

This section describes the FoodFriend Ontology according to the scope of each Use Case
and how the knowledge representation is structured according to the different concepts
and relationships previously identified. All ontological structures from each use case
have been merged into a single ontology as is presented in Fig. 4. Furthermore, the
proposed ontology has also been inspired by the literature reach made in the context of
this Task and deliverable to consider essential concepts and relationships also like the
scope of the FoodFriend project.
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Fig. 4. FoodFriend ontology

The two main classes of the FoodFriend Ontology are the User and Food. A user
will contain demographic information such as age, gender, weight and height, and other
characteristics such as the recommended daily energetic consumption and food-related
diseases and may also have disabilities which incapacitate daily energetic consumption.
The user will be given different health goals that can be included in a diet (which is
created by a health professional). The user will also register his/her meals intake for
each meal taken throughout the day (breakfast, lunch, dinner, snacks, etc.). These meals
are part of a diet which is necessary to correctly accomplish an established health goal.
Additionally, certain meals have recommended recipes that can be provided by a food
provider. The user will relate to food in terms of preferences and allergies to certain
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types of food. Each food has its own nutritional information associated in terms of total
number of fats, vitamins, fibers, carbohydrates, etc. Certain foods can also be stored in
the feeding packages with the means of a feeding pump. The intake status is a crucial
element in tube feeding which is managed by the feeding pump. Foods are also part of
recipes and relate to food diseases as appropriate/inappropriate and can be recommended
by health professionals.

5 Discussion

The use of common shared ontology in the context of the FoodFriend project is essential
for several reasons (see Fig. 5). First, the use of this ontology can help to integrate data
from different sources, such as food composition databases, nutrition tracking apps, and
clinical studies related to each specific use case. By using a common vocabulary and
structure, data can be more easily shared and compared across the different systems
developed in the FoodFriend project. Second, ontologies can help to support decision-
making related to food and nutrition. For example, the proposed ontology could be
used to classify foods based on their nutritional content or allergenic properties. This
information could then be used to make personalized dietary recommendations adequate
to all the use cases depending on the data collected from users. Finally, the proposed
ontology can be used to advance our understanding of the complex relationships between
diet, health, daily activity, and diseases. By representing knowledge in a structured and
explicit way, the proposed ontology can facilitate the discovery of new associations and
hypotheses such as to explore relationship amongst different use case related concepts.
Overall, the use of a common ontology in the context of food, eating, and nutrition
has the potential to support a wide range of applications, from personalized nutrition to
public health policy. As more data becomes available in the context of the FoodFriend
project and the different use cases, the ontology here proposed will more likely play an
important role in organizing and making sense of this information.
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Fig. 5. FoodFriend technical value chain
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6 Conclusions

Ontologies play a crucial role in many areas of knowledge representation and data man-
agement, including the domain of food intake and nutrition. An ontology is a formal
representation of knowledge in a particular domain, defining a set of concepts and the
relationships between them. In the context of food intake and nutrition, an ontology can
provide a standardized vocabulary for describing food, nutrients, and dietary recommen-
dations, allowing for more accurate and consistent data analysis and decision-making.
The use of ontologies in the context of food intake and nutrition has become increas-
ingly important in recent years, as more and more data is being generated by various
sources such as wearable devices, mobile applications, and electronic health records.
These data sources often use different terminologies and standards for representing food
and nutritional information, making it difficult to compare and integrate data from dif-
ferent sources. By using an ontology, it becomes possible to reconcile these different
terminologies and create a unified representation of food and nutritional data that can
be easily shared and integrated with other systems. This can lead to improved decision-
making in areas such as personalized nutrition, clinical research, and public health policy.
The FoodFriend project is presented in this work leveraging the use of ontologies in the
context of food intake and nutrition to develop a personalized nutrition platform that
considers individual preferences, nutritional needs, and health goals. As such, the use of
ontologies in this project is essential to create a standardized vocabulary for describing
food and nutritional information, which will enable the integration of data from various
sources such as food diaries, wearable devices, and clinical records. As a result, the
FoodFriend platform will be able to provide personalized dietary recommendations that
are tailored to the specific needs and preferences of each user. In this work we have pre-
sented the methodological approach undertaken to define a common shared ontology for
food intake in the context of the FoodFriend project. By using ontologies to standardize
the representation of food and nutritional data, the FoodFriend project is paving the way
for a more personalized and effective approach to nutrition and health management.
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Abstract. We are used to seeing the manifestations of various emotions
in humans, but animals also show emotions. A better understanding of
animal emotions is closely related to creating animal welfare. Research in
this direction may impact other ways to improve the lives of domestic and
farm animals or animals in captivity. In addition, better recognition of
negative emotions in animals can help prevent unwanted behaviour and
health problems caused by long-term increased levels of stress or other
negative emotional states. Research projects focused on the emotional
needs of animals can benefit animals and contribute to a more ethical
and sustainable relationship between humans and animals.This article
is focused on the one hand on the description of the system that was
created in the previous related research for monitoring the vital functions
of animals, and on the other hand, especially on the investigation of the
possibilities of how the given system can be used to identify the emotional
states of animals.

Keyword: Animal health, Animal emotions, Monitoring, Detecting,
TIoT

1 Introduction

Much research on the positive psychology of animals and pets has been proposed
as a reaction to increase animals’ welfare and help detect abnormal behaviours in
their everyday life, which may indicate stress or illness. For these purposes, a data
collection and algorithms system was developed and proposed to detect these
abnormalities, which could indicate an underlying medical condition requiring
attention. This information could also be used to adjust an animal’s living con-
ditions, diet, or exercise routine to improve its overall well-being. In addition,
by monitoring the vital functions of animals, it is also possible to determine or
estimate the emotions that the monitored animal feels in a given state. Evalua-
tion algorithms were discovered in the System for Detailed Monitoring of Dog’s
Vital Functions [27]. This system was operated with the coordination of local Vet
stations, and more than 900 GB of data was collected from 35 animals, primar-
ily dogs, 30, and 5 cats. Overall, the System for Detailed Monitoring of Dog’s
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Vital Functions has been essential in advancing our understanding of animal
behaviour and well-being. Further research and development can revolutionise
how we care for and interact with animal companions. This work aims to show
that the created system can, in addition to monitoring and evaluating the vital
functions of animals (especially dogs), also be used to determine or estimate
the emotions that the animal feels at a given moment, which can also help to
understand its condition better and direct its care.

A better understanding of animal emotions can improve further research on
animal welfare. It can also identify other ways to improve the lives of home and
farm animals or captivity animals. Additionally, better recognition of negative
emotions in animals can help prevent undesirable behaviour and health issues
caused by long-term increased stress levels or other negative emotional states.
A better understanding of animal emotion can also lead to improved quality
of products produced by farm animals. One of the essential benefits of emotion
recognition is that society increasingly recognises ethical aspects. Animal welfare
regulations and laws have been developed in previous years due to unethical
mass production in agriculture. More studies focused on the emotional needs of
animals can benefit the animals and contribute to a more ethical and sustainable
relationship between humans and animals.

2 Related Works

Detecting animals’ emotions is a subject of ongoing research in animal behaviour
and cognitive science. While animals cannot communicate their emotions as
humans do, they display observable behaviours and physiological changes that
suggest emotional states (see, e.g., [2,4,8,20,24,25] or [26]. For example, dogs
wag their tails when happy, and their body language indicates whether they’re
confident or fearful. Cats may purr when content, and their pupils dilate in
response to certain emotions. Similarly, primates may use facial expressions and
vocalizations to convey their emotions.

According to [2], many animals experience in their lives quite often emo-
tions such as joy, fear, love, despair, and grief. It means these emotions are not
unique to humans and are considered universal across species. However, as [§]
stressed, different species may express emotions differently, making it challenging
to develop a universal approach. Paul and her colleagues [26] study the similar-
ities and differences in emotional experiences between humans and animals and
discuss the neural correlates and subjective aspects of emotion. The authors
note that while there are many similarities in the primary dynamic systems of
humans and animals, we cannot make confident comparisons between humans
and animals in the critical domain of conscious affect.

According to [3], evidence suggests that many animals experience emotions
similar to humans. Research has shown that animals have complex nervous sys-
tems and brain structures that are involved in processing emotions. Various
studies have shown that animals can exhibit a range of emotions, such as joy,
fear, anger, sadness, and even empathy. However, as [22] stressed, researchers
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should remember that if they translate from human emotional concepts, they
risk missing out on emotional states that other species may have, but humans
do not.

Various methods for studying the neural correlates of emotion in humans
and animals are used, including neuroimaging techniques such as fMRI and PET
scans and electrophysiological methods such as EEG and single-unit recordings.
An overview of current methodologies for studying animal emotion, including
those based on behaviour, cognition, and physiology, is presented by Kremer
[20]. The authors emphasized that the study of animal emotion poses several
challenges, such as difficulty directly assessing emotional experiences in non-
verbal beings and the need to understand how different animal species experi-
ence emotions. Currently, technology for monitoring the health status of farm
animals is developing considerably, and research into technologies for monitoring
their emotions is gaining importance. A whole series of articles provides infor-
mation on systems for automatic monitoring of the condition of farm animals,
which gradually includes monitoring their vital functions and changes in their
weight and other indicators of their overall well-being. Here are some examples
of sophisticated systems built for this purpose.

According to [15], three main categories of smart technologies are used in
animal welfare: wearable devices, environmental sensors, and video or image
analysis [13]. Wearable devices are used in animal welfare to track and monitor
animals’ behaviour, health, and location. Environmental sensors are used in ani-
mal welfare to monitor and control the environment of animals, and video and
image analysis is used for visual analysis of various expressions of emotions in
animals to identify or distinguish these expressions.

The review [16], devoted to recent advancements in the architecture of sys-
tems for animal healthcare, states quite clearly that for the successful deployment
of methods for monitoring the health status of animals, the technology of the
Internet of Things (IoT) can currently be used well. Implementing IoT in ani-
mal healthcare systems can improve animal welfare, increase farming operations
productivity, and reduce farmers’ costs.

Another useful survey is [18] on various animal health monitoring and track-
ing techniques using ZigBee module. The ZigBee technology has a low power
consumption range of 10-3000m and can support up to 64000 devices having
a distance of 50m. This makes it an ideal choice for animal health monitor-
ing and tracking. The sensors used in such a system include temperature, heart
rate, pulse rate, and respiratory. Systems of this type are very useful in farming
applications.

As an example of a pet location monitoring system based on a wireless sensor
network, the system described in [1] can be mentioned. Of course, this is not
about monitoring the monitored animal’s vital functions, but tracking a pet’s
movement in a locked apartment can sometimes be extremely necessary and can
prevent property damage or even the health of the observed animal (e.g. a dog).

We have given only a few examples of systems for monitoring the vital func-
tions of animals and other functional parameters, such as the animal’s move-
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ment, which are essential both in livestock breeding on farms and, for example,
in homes when caring for pets. A couple of further related research results are
described. e.g. in [5,7,11,17] and elsewhere. There are already many theoretical
works proving the existence of emotions in animals, experimental connection to
academic results is only a matter of time. None of them was used for recognizing
emotions in monitored animals described in detail. However, it is reasonable to
assume such usage, and an early publication in this area is anticipated in the
future.

3 Methodology

Many existing pieces of research confirm the correlation between Heart Rate
Variability (HRV) and emotions in animals with different approaches [2, 8,24, 26].
Still, they conclude with similar results that animal emotional changes can lead
to measurable changes in HRV. In this research, all requirements for measure-
ment and sensors will be defined to provide reliable and satisfactory results for
further data processing.

HRV forms one of the physiological markers used in emotion detection
because it’s influenced and regulated by the autonomic nervous system (ANS). In
ANS, two branches can be identified: the sympathetic nervous system (SNS) and
the parasympathetic nervous system (PNS). While The SNS is responsible for
the “fight or flight” responses, the second PNS branch is responsible for the “rest
and digest” responses. When an animal experiences some vigorous activity like
fear or excitement, this change leads to the corresponding action in ANS activ-
ity change, which also affects HRV. For example, fearful animals exhibit notably
reduced HRV as a result of increased SNS activity. Articles [12,19] refer to those
positive emotions usually leading to increased HRV, while negative emotions lead
to their decline. Nowadays, many exciting studies have been provided to measure
HRV to study emotions, including dogs, cats, and horses. For example, study
[21] and many similar studies confirm that HRV can be a valuable indicator
of a horse’s response to therapy and reflects their emotional state. Conversely,
calm and relaxed animals may have higher HRV due to increased PNS activity.
Overall, HRV can provide a helpful tool for studying animal emotions and help
determine the current state of mind. This technique offers a non-invasive and
objective measure of ANS activity that can be beneficial for easy and fast iden-
tification of emotional states and evaluation of the effectiveness of interventions
to reduce stress and promote animal well-being.

4 System Overview

The proposed solution is designed to monitor the health of animals in veterinary
clinics and provides mechanisms for automatic data collection and evaluation
based on a concept of edge computing where the system operates in three coop-
erating layers: a sensor layer, a middle edge layer, and a lower edge layer. The
lowest sensor layer is responsible for acquiring the measured data, operating the
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individual measurement sensors, and sending the data to the higher layers of the
system for evaluation and processing. The resulting measurement data is sent
to the middle edge layer, where other metadata containing essential informa-
tion about the type of monitored animal is added and, in some cases, data from
different sensors and then processed. The result is a set of values that indicate
the animal’s current health status, and various responses can be triggered, such
as displaying a warning on a monitor, sending a message to a veterinarian or
animal owner, or executing another predefined action by sending a command to
the lower edge layer.

The architecture assumes at least one computing node in each measurement
point, like a clinic or farm animal shelter, to provide complete control and man-
agement of sensors connected to the local network and enable full communica-
tion even in a complete internet connection failure. The system’s basic structure
is shown in Fig.1, which provides an overview of the individual system lay-
ers and the identification of basic functional units but does not provide specific
implementation methods or technologies for system development. Therefore, this
section presents only a brief overview of the individual system modules, their
function, the data set each layer has, and any dependencies the module may
have on other components in the system.

The system’s sensor layer can include various sensors for detecting animals’
breathing and heartbeat rates, monitoring their movements, and measuring their
current weight. The estimated data from these sensors are sent to the higher lay-
ers of the system for evaluation and processing. The middle edge layer enriches
the raw measured data with metadata containing essential information about the
type of monitored animal and, in some cases, data from other sensors. This layer
is responsible for processing the data and generating values indicating the ani-
mal’s health status. The lower edge layer is accountable for executing predefined
actions triggered by events, such as displaying a warning on a monitor or sending
a message to a veterinarian or animal owner. This sensor layer is also responsible
for acquiring the measured data, operating the individual measurement sensors,
and sending the data to the higher layers of the system for evaluation and pro-
cessing. This layer includes various sensors for detecting animals’ breathing and
heartbeat rates and monitoring their movements. The resulting measurement
data is sent to the higher layers of the system, where it is enriched with meta-
data and processed to generate a set of values indicating the animal’s current
health status.

The middle edge layer is responsible for processing the data received from
the sensor layer and generating a set of values that indicate the animal’s cur-
rent health status. This layer enriches the raw measured data with metadata
containing essential information about the type of monitored animal and, in
some cases, data from other sensors. The processing algorithms used in this
layer are designed to detect and identify patterns and anomalies in the data
to accurately assess the animal’s health status. This layer’s output is a set of
values indicating the animal’s current health status and potential health risks.
The purpose of each computing unit in the second layer is to provide complete
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control and management of sensors connected to the local network and enable
their full communication even without an internet connection. The sensor and
middle edge layers form the system’s edge, responsible for data acquisition and
processing. The lower edge layer forms the system’s core and executes predefined
actions triggered by events.

The last higher cloud layer provides remote access to the system and allows
for data storage, management, and analysis. The system can also operate offline
without an internet connection when data are stored locally until a connec-
tion is restored. The cloud layer also includes data visualization, reporting, and
extended analytics modules.

The system design is based on industry-standard practices. It is expected to
provide accurate and reliable monitoring of the health of animals in veterinary
clinics or farms or animal home care. This multi-layer modular system architec-
ture is flexible to various sensors. It can also be extended to include additional
modules and sensors based on the specific requirements of the veterinary clinic.
The system is designed to be scalable, and different computation nodes can be
added to handle the increased data load. The system can also be integrated
with other healthcare systems to provide a complete view of the animal’s health
status.
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Fig. 1. System overview

5 Experiments

In summary, while methods such as the hollow ECG and chest strap can provide
high-precision beat-to-beat heart monitoring and breathing measurement, they
are not practical for long-term portable use in dogs. The ballistocardiography
method, which measures the mechanical micro-movements induced by cardiac
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activity, can be measured using sensitive accelerometers or gyroscopes with a
high signal-to-noise ratio. This method is especially effective during sleep and
can examine the moments preceding seizures in epileptic dogs. To achieve the
necessary precision in measurement, minimal sampling frequencies are required,
as defined by the Nyquist-Shannon sampling theorem. For accurate beat-to-
beat precision, a sampling frequency of at least 100 Hz is necessary to detect
every heartbeat with sufficient accuracy (about ten milliseconds). A minimum
sampling frequency of 5 Hz is required for heart rate monitoring.

For this purpose, we used the system previously used to detect epileptic
seizures in dogs [27]. This system used three-dimensional accelerometers attached
to the dog’s collar and station with wireless data transfer to the evaluation server.
The process for data evaluation will cover all steps from data collection using
the custom system to result in interpretation utilizing a monitoring system.

The first part of the system is responsible for data collection. For this pur-
pose, was used raw data collected from the sensor on dog’s collar, which was
evaluated in real-time into heart rate (HR) and breath rate (BR). For evalu-
ation, ballistocardiography methods (BCG) were used, which detect mechani-
cal movement induced by heartbeat. This method was proven as an effective
non-invasive method for the measurement of heart activity of animals [6] and
effectively eliminating animals’ external movements. External factors like noise,
ambient light, skin colour, and coat length cannot negatively affect results. This
method requires no electrodes with a conductive gel or local hair removal, so it
is suitable for most animals. However, other methods, such as electrocardiogra-
phy (ECG) or photoplethysmography (PPG), can provide comparable results in
some exceptional cases.

The second part of the system is the data processing unit responsible for
processing HRV data. This additional procession will remove unexpected arte-
facts and extract relevant signals from the data. Various methods are available
to extract HR/HRV from the measured signal. We decided to use algorithms
based on [10,14], which provided an exact determination of heart rate variabil-
ity, which was necessary for further construction of decision models. To extract
variability from the measured signal, autocorrelation was used. Although this
method may have some similarities with pattern recognition, it only focuses
on the measured signal’s time base. It neglects minor variations, providing an
excellent solution for our use case. Calculating breathing information can use
analogous methods; however, eliminating the cardiac-related part of the signal
is crucial using appropriate frequency filters.

Based on the quick spectrogram distribution analysis shown in Fig.2 that
most of the measured frequencies are lower than 50 Hz, which indicates that
sampling frequencies of about 100 Hz will be sufficient to detect most of the vital
information about heartbeat and breath rate. However, patterns with signals
above 100 Hz are also presented in the spectrogram, where they are repeated
in regular intervals. These patterns could indicate the presence of noise from
the external environment but can also be a result of muscle activity or other
anomalies like pain or reaction to medical treatment. Therefore, further research
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Fres = 25.6675 Hz, Tres = 100 ms.

Fig. 2. Frequencies distribution chart

will be conducted to analyze better and interpret these higher-frequency signals
to understand the underlying physiological processes. In addition, it will also be
essential to consider the potential impact of noise on the accuracy and reliability
of the recorded signals and to explore methods for minimizing or mitigating its
effects.
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Fig. 3. Heart rate variability

To identify the heart rate in the ECG signal, the local maximum was calcu-
lated to detect the R wave in the signal, which is presented as the highest peak
in the QRS complex. This R peak has a typical amplitude of about ten mV and
can be used to calculate the variation in time intervals between successive heart-
beats. These RR intervals are then used to compute various time-domain and
frequency-domain measures of HRV, such as the standard deviation of NN inter-
vals (SDNN), mean root square of successive RR interval differences (RMSSD),
and power spectral density of HRV in different frequency bands (e.g., low fre-
quency (LF), high frequency (HF), shallow frequency (VLF)). The extracted
features should be analyzed to determine the most pertinent parts for emotion
detection. This can be done using statistical methods like correlation analysis
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or feature selection algorithms. Figure3 describes the R wave peak detection
process. Red marks represent individual heart strokes. The measured sample
number is described on the X-axis, and on the Y-axis, there is the rate of change
of each accelerometer axes.

To train a machine learning model: A machine learning model, such as a
support vector machine (SVM), neural network, or decision tree, can be trained
using the selected features and corresponding emotion labels. To model training
will be used calculated HR variations with notes from medics or pet owners,
or dog breeders and, with their cooperation, tried to identify the actual emo-
tions of animals or the scale of emotions. This self-report measurement can be
a valuable source of information related to HRV. The second option which can
help to detect animal emotions is a measurement of the physiological signs of
animals. These measures can involve recording physiological signals associated
with emotions like skin conductance and facial or vocal expressions. But these
detection techniques are hard to achieve in the home environment and are more
suitable for medical facilities or laboratories. The model should be trained on
a labelled dataset that includes HRV data and corresponding emotional states.
After the machine learning model is trained on a sufficient number of measure-
ments, the function of this model can be tested on a separate dataset to evaluate
its performance in detecting emotions. The model’s performance can be assessed
using various metrics, such as accuracy, sensitivity, specificity, and F1 score. The
results of the emotion detection model can be interpreted to gain insights into
the relationship between HRV and emotions. The model can also predict an
individual’s emotional state in real-time based on their HRV data.

6 Results Evaluation

This article has defined the requirements for an emotion monitoring system. We
described a real-time data collection and evaluation system, which can calcu-
late measured animals’ heart rate, breath rate, and heart rate variability. In our
previous research, we estimated 35 animals, primarily dogs and cats, in a medi-
cal environment and collected more than 900 GB of medical notes with factual
information about animals like animal breeds, age, actual weight, and kind of
disease or surgery was the reason for visiting the veterinary facility. On admis-
sion, heart rate was always measured using a calibrated medical device, which
was recorded in the notes. All these values were later valid for data classification.
In the experiments section, we described algorithms to identify heart and breath
rates and methods for constructing a machine-learning model.

Unfortunately, because the data was mainly focused on veterinary medicine,
creating a model for emotion detection was hard. Even if notes contain detailed
information about the current state of health and administered medication,
which was helpful for verification of the evaluation algorithm, due to the lack of
knowledge about emotions was tough to construct and train a machine learning
model that would provide satisfactory results.

Overall this article demonstrates the potential for using heart and breath
rates to detect emotions in animals. With further development and adaptation
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of the existing model, we hope to advance to understand better and identify
animals’ emotions and their relation to physiological signs, even if we cannot
successfully detect them. A couple of related articles confirm a demonstrable
correlation between emotions and heart rate variability, and it is worth devoting
further research to this topic.

7 Future Works

Since data collection and evaluation modules were tested adequately during this
research, in our future work, we would like to focus more on the research on the
emotion detection algorithm, which has not yet provided satisfactory results and
will require further analysis. There is also an opportunity to investigate pain and
muscle activity from measured signals. The system discovered in this article also
has the potential for long-term collection of data in traditional human health-
care for monitoring emotions and vital functions like heart and breath activity,
including anomalies during hospitalization, post-treatment care or monitoring
of long-term chronic diseases.

8 Conclusion

We are used to working with our emotions, experiencing them and trying to
manage them. Likewise, we often encounter other people’s emotions, and we are
more or less able to handle them or react to them adequately or less adequately
at other times. This area is pretty well covered in human emotion research but
not in recognizing and responding to emotions in different types of animals. As
Feighelstein [8] points out, research in automatic recognition of emotional states
in animals is still considerably undersized. The few publications that touch on the
given issue mainly focus on selecting a suitable methodology and then carefully
approaching the creation of the application and its practical use. Research in
this direction includes [9], where the authors, as perhaps the only ones so far,
deal with recognizing the emotional states of dogs, or the work [23], focused on
the detection of affective states in macaques, based on distinguishing their facial
expressions.

In our research, we developed and described a system aiming to increase
animals’ welfare and help detect abnormal behaviours in their everyday life,
which may indicate stress or illness. The developed system aims to collect data
and apply suitable algorithms to detect these abnormalities, which could indicate
an underlying medical condition that requires attention. This information could
also be used to adjust an animal’s living conditions, diet, or exercise routine to
improve its overall well-being.

Our experience so far from the practical use of the system in measuring the
vital functions of dogs and several cats shows that the approach to recognizing
the emotional states of these animals based on evaluating their vital parameters
is possible. Still, it requires further experiments in cooperation with veterinarians
or breeders of these animals. All this will be the subject of our subsequent
research.
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Abstract. As the frontier of machine learning applications moves fur-
ther into human interaction, multiple concerns arise regarding automated
decision-making. Two of the most critical issues are fairness and data
privacy. On the one hand, one must guarantee that automated decisions
are not biased against certain groups, especially those unprotected or
marginalized. On the other hand, one must ensure that the use of per-
sonal information fully abides by privacy regulations and that user iden-
tities are kept safe. The balance between privacy, fairness, and predictive
performance is complex. However, despite their potential societal impact,
we still demonstrate a poor understanding of the dynamics between these
optimization vectors. In this paper, we study this three-way tension and
how the optimization of each vector impacts others, aiming to inform
the future development of safe applications. In light of claims that pre-
dictive performance and fairness can be jointly optimized, we find this
is only possible at the expense of data privacy. Overall, experimental
results show that one of the vectors will be penalized regardless of which
of the three we optimize. Nonetheless, we find promising avenues for
future work in joint optimization solutions, where smaller trade-offs are
observed between the three vectors.

Keywords: Synthetic data - Privacy - Fairness - Predictive
performance

1 Introduction

Growing privacy concerns have led to several approaches aiming to preserve the
confidentiality of individuals’ information. Among the most prevalent approaches
to privacy preservation is the process of data synthesis, which mimics the orig-
inal data while maintaining its global properties [8]. The creation of synthetic
data offers a promising avenue, as it generates a protected version of the original
data that can be publicly available. Usually, approaches for data synthetization
include sampling methods or deep learning-based models [19]. However, despite

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. Moniz et al. (Eds.): EPTA 2023, LNAI 14115, pp. 55-66, 2023.
https://doi.org/10.1007 /978-3-031-49008-8_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49008-8_5&domain=pdf
http://orcid.org/0000-0002-7700-1955
http://orcid.org/0000-0003-4322-1076
http://orcid.org/0000-0002-9988-594X
https://doi.org/10.1007/978-3-031-49008-8_5

56 T. Carvalho et al.

significant progress in recent years, the challenge of synthetic data generation
methods in preserving the confidentiality of personal data and generating unbi-
ased and accurate machine learning models remains an ongoing area of research
and development. The interplay between privacy, fairness, and predictive perfor-
mance in synthetic data generation is a fundamental issue that requires attention
to facilitate the responsible utilization of data in machine learning applications.

This paper explores the dynamics between preserving privacy and improving
fairness and predictive performance in machine learning models. First, to address
privacy concerns, we apply privacy-preserving techniques for secure data pub-
lication, particularly data synthetization methods, where each synthetic data
variant is evaluated concerning its re-identification risk. Then, in the evaluation
process for fairness and predictive performance, models are trained and opti-
mized for each synthetic data variant using fairness-agnostic (standard machine
learning algorithms) and fairness-aware algorithms. Our main goal is to discover
the dynamics of optimizing each vector. The experiments conducted in this study
use some of the most popular data sets in FAccT! research [11,23].

The main conclusions of this work indicate that (1) solutions that achieve
a balance between predictive performance and fairness are only possible at
the expense of data privacy, and (2) generally, optimizing any of the vectors
will impact at least another one, but (8) three-way optimization demonstrates
promise for future research.

The remainder of the paper is organized as follows. Section 2 includes some
preliminaries on privacy and fairness in machine learning and overviews of related
work on this topic. The experimental study is described in Sect. 3, including
a description of data, methods, and results. Section4 discusses such results.
Conclusions are provided in Sect. 5.

2 Background

Existing literature outlines the key concepts of identifying and measuring privacy
and algorithmic fairness in machine learning applications [10,24]. In the subse-
quent sections, we provide concise definitions of relevant background knowledge.

2.1 Privacy

Releasing or sharing data about individuals often implies de-identifying per-
sonal information for privacy preservation [8,30]. Conventional de-identification
approaches involve applying privacy-preserving techniques such as generalization
or suppression to reduce data granularity or introduce noise to the data causing
distortion. These transformations are usually applied to a set of quasi-identifiers,
i.e., attributes that, when combined, generate a unique signature that may lead
to re-identification (e.g., date of birth, gender, profession, and ethnic group), as
well as sensitive attributes like religion and sexual orientation which are highly

! Acronym for Fairness, Accountability, and Transparency.
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critical. In the case of synthetic data generation, de-identification is generally
performed for all attributes and instances to capture the overall characteristics,
creating a new data set through generative models [19].

Even in a de-identified data set, it is crucial to evaluate the privacy risks
as it is challenging to know who the intruder is or what information he may
possess. The privacy measures depend on the types of disclosure [8]. Identity
disclosure is one of the most critical for data privacy. k-anonymity [28] is the most
popular measure indicating how many individuals share the same information
concerning a set of quasi-identifiers, defined according to assumptions on an
intruder’s background knowledge. A record is unique when k£ = 1, meaning an
intruder can single it out. Additionally, linking records between different data
sets is an approach that allows measuring the probability of re-identification
through different data sets. Record linkage [18] is also widely used but focuses
on the ability to link records, usually between de-identified data and the original.

2.2 Fairness

Diverse approaches to handling fairness address different parts of the model
life-cycle. Several methods to enhance fairness have been proposed in the litera-
ture, commonly classified into three categories: pre-processing, in-processing, and
post-processing. We focus on in-processing methods which involve modifying the
machine learning models during training to remove discrimination by incorpo-
rating changes into the objective function or imposing a constraint. Adversarial
debiasing [17] and exponentiated gradient [1] are prevalent algorithms.

In classification tasks, the most commonly used measures of group fairness
include demographic parity [16] and equalized odds [20]. Demographic parity,
also known as statistical parity [16], compares the difference in predicted out-
come Y between any two groups, |P[Y = 1|S = 1]— P[Y = 1|S # 1]| < e. Better
fairness is achieved with a lower demographic parity value, indicating more sim-
ilar acceptance rates. A limitation of this measure is that a highly accurate
classifier may be unfair if the proportions of actual positive outcomes vary sig-
nificantly between groups. Therefore, the equalized odds measure was proposed
to overcome such limitation [20]. This measure computes the difference between
the false positive rates [P[Y = 1]S =1,Y = 0] — P[Y = 1|S # 1,Y = 0]| < ¢,
and the difference between the true positive rates of two groups |P[Y = 1|8 =
1LY = 1] - P[Y = 1|S # 1,Y = 1]| < ¢, where smaller differences between
groups indicate better fairness.

2.3 Related Work

The increasing interest in synthetic data generation has led to studies on how
this type of data protects the individual’s privacy and reflects the inherent bias
and predictive performance in machine learning applications.

Bhanot et al. [5] proved the presence of unfairness in generated synthetic
data sets and introduced two fairness metrics for time series, emphasizing the
importance of evaluating fairness at each evaluation step in the synthetic data
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generation. Additionally, Chang and Shokri [12] have shown that fair algorithms
tend to memorize data from the under-represented subgroups, increasing the
model’s information leakage about unprivileged groups. Their experiments eval-
uate how and why fair models leak information on synthetic train data.

Machine learning models’ efficiency and fairness have also been investigated
using synthetic data generated by differentially private GANs. The experiments
conducted by Cheng et al. [14] show that integrating differential privacy does
not give rise to discrimination during data generation in subsequent classification
models. Still, it unfairly amplifies the influence of majority subgroups. Also, the
authors demonstrate that differential privacy reduces the quality of the images
generated from the GANs and, consequently, the utility in downstream tasks.
Recently, Bullwinkel et al. [7] analyzed the interplay between loss of privacy
and fairness in the context of models trained on differentially private synthetic
data. The experiments focused on binary classification, showing that a notable
proportion of the synthesizers studied deteriorated fairness.

The potential of synthetic data in providing privacy-preserving solutions for
several data-related challenges and their important role in striving for fairness
in machine learning applications prompted our experiments to center around
synthetic data generation. Although there are exciting and promising approaches
for synthetic data generation incorporating differential privacy, the current state
of software is still in its early stages, and only DP-CGANS [29] is a viable option
for our experiments. However, this tool is considerably time-consuming, and due
to this limitation, we do not account for differentially private synthetic data.

Privacy-protected data sets have not yet been analyzed, considering the three
vectors of privacy, fairness, and predictive performance. Especially, conclusions
about the impact of maximizing each of the vectors remain unclear. Moreover,
we focus on the risk of re-identification in privacy-protected data sets rather
than membership attacks on predictive models (e.g. [12])—identity disclosure
can cause severe consequences for individuals and organizations.

3 Experimental Study

In this section, we provide a thorough experimental study focused on the impact
of optimization processes for privacy, fairness, and predictive performance in
machine learning. We aim to answer the following research questions. What are
the impacts associated with optimizing a specific vector (RQ1), what are the
impacts in prioritizing the remaining vectors (optimization paths) (RQ2), and
is there a solution capable of providing a balance between the three vectors
(RQ3)? We describe our experimental methodology in the following sections,
briefly describing the data used, methods, and evaluation procedures, followed
by presenting experimental results.

3.1 Data

In this section, we provide an overview of the commonly used data sets for
fairness-aware machine learning [11,23]. A general description of the main char-
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acteristics of these data sets is provided in Table 1. The number of attributes
and instances were obtained after the cleaning, such as missing data removal.
The selection for the protected attributes and quasi-identifiers adheres to pre-
vious literature. As fairness measures require protected attributes in a binary
form, categorical attributes are grouped; for instance, race={caucasian, african-
american, hispanic, other} is transformed to race={white, non-white}, and con-
tinuous attributes are discretized like age={< 25, >= 25}. Such discretization is
also defined in the literature and is determined based on privileged and unpriv-
ileged groups.

Table 1. General description of the used data sets in the experimental study.

Dataset # Instances # Attributes Domain Quasi-identifiers Protected attributes

Education, age, gender, race, occupation,
native country
Purpose, years of employment, age,

Adult 48.842 15 Finance Gender, race, age

German Credit 1000 22 Finance Y : ) | Gender, age
years of residence, job, gender, foreign worker

Bank marketing ~ 45.211 17 Finance Age, job, marital, education, housing Age, marital

Credit card clients 30.000 24 Finance Gender, education, marriage, age Gender, marriage, education

COMPAS 6.172 34 Criminology Gender, age, race, recidivism Gender, race

Heart disease 1.025 14 Healthcare Gender, age, heart rate, chest pain Gender

Ricci 118 6 Social Position, race, combined score Race

3.2 Methods

In this section, we describe the (i) methods used in generating privacy-preserving
data variants; (i7) the learning algorithms and respective hyper-parametrization
optimization details employed to generate models, which include standard
machine learning (fairness-agnostic) and fairness-aware algorithms; followed by
(i) evaluation metrics used and (i) the overall experimental methodology.

Synthetic Data Variants The synthetic data variants are obtained using two
different approaches, PrivateSMOTE and deep learning-based solutions. Pri-
vateSMOTE [9] generates synthetic cases for highest-risk instances (i.e., single-
out) based on randomly weighted interpolation of nearest neighbors. We apply
PrivateSMOTE with ratio € {1,2,3}, knn € {1,3,5} and € € {0.1,0.3,0.5},
where € is the amount of added noise. On the other hand, deep learning-based
solutions rely on generative models. For comparison purposes, we only synthe-
size the single-out instances using conditional sampling. Such instances and all
attributes are replaced with new cases. We leverage the Python SDV package [25]
to create different deep-learning variants for this aim. The experiments include
Copula GAN, TVAE, and CTGAN with the following parameters: epochs €
{100,200}, batch_size € {50,100} and embedding-dim € {12,64}. Each set of
parameters produces a different synthetic data variant.

Learning Algorithms There are two types of algorithms used in our experi-
mental evaluation: standard machine learning algorithms (fairness-agnostic) and
fairness-aware algorithms. Concerning the former, we leverage three classification
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algorithms through Scikit-learn [26] toolkit: Random Forest [21], XGBoost [13]
and Logistic Regression [2]. Final models for each algorithm are chosen based on
a 2*5-fold cross-validation estimation of evaluation scores for models based on a
grid search method. For fairness mitigation, we use FairMask [27] and exponen-
tiated gradient from Fairlearn [6]. Table 2 summarizes this information.

Table 2. Learning algorithms and respective hyper-parameter grid used in the exper-
imental study.

Algorithm |Parameters

n_estimators € {100, 250,500}
maz_depth € {4,7,10}

n_estimators € {100, 250, 500}
max_depth € {4,7,10}
learning _rate € {0.1,0.01}

C € {0.001, 1, 10000}
maz_iter € {10e”,10e%}

Random Forest

Boosting

Logistic Regression

Evaluation All synthetic data variants are evaluated in terms of re-
identification risk, fairness, and predictive performance.

To assess the potential of re-identification, we use the Python Record Linkage
Toolkit [15] to compare each variant with the original considering a specified set
of quasi-identifiers. In this study, we focus on exact matches, where all values
for the quasi-identifiers match, resulting in a 100% likelihood of re-identification.
Such comparisons are carried out in the sets of single-out instances. In the learn-
ing phase, we use equalized odds difference for fairness evaluation and Accuracy
for predictive performance concerning the testing data.

Experimental Methodology For conciseness, our experimental methodology
is illustrated in Fig. 1. The experimental study begins by splitting each original
data into training and test sets corresponding to 80% and 20%, respectively.
Then, we generate several synthetic data variants using the training data set for
privacy constraints, in which re-identification risk is evaluated by comparing each
synthetic data variant to the original data. Then, models are generated using
both fairness-agnostic and fairness-aware algorithms. After the training phase,
out-of-sample predictive performance and fairness of the models are measured.

3.3 Experimental Results

The following set of results refers to the probability of each optimized vector win-
ning or losing when compared to the remaining vectors. We construct optimiza-
tion paths, as demonstrated in Fig. 2, to analyze the relevance of prioritizing a
specific vector. To calculate the probabilities, we select the best models estimated
via cross-validation in out-of-sample. Each solution, i.e., privacy-protected data
variant outcome, is compared to a baseline. For visual purposes, “AQ” | “FM@”
and “FLQ" refers to the fairness-agnostic and fairness-aware algorithms, namely,
Agnostic, FairMask, and Fairlearn.
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Predictive performance vector. The left image in Fig. 3 shows the probabilities
of each solution’s fairness winning and losing against the baseline as well as
the probabilities of privacy winning and losing, while the right image shows the
reverse path. Such a baseline corresponds to the best solution in terms of pre-
dictive performance for each data set. Note that the probabilities refer to the
percentage of the cases in the total number of privacy-protected data variants for
each fairness-agnostic and fairness-aware algorithms. Results show that models
optimized towards predictive performance demonstrate a balanced probability of
winning or losing w.r.t. fairness. Also, when the models outperform the baseline,
the solutions tend to be more private, however, the opposite is not necessar-
ily true: the reverse path shows that except for PrivateSMOTE, all synthetic
approaches outperform the baseline in terms of privacy. Therefore, optimizing
predictive performance results in losses for privacy but it is possible to attain
fairer models to a certain extent. Additionally, we observe that Fairlearn leads
to fairer and more private solutions.

Fairness vector. Concerning this vector, Fig. 4 illustrates the probabilities of each
solution’s predictive performance winning or losing compared to the baseline
(best solution in terms of equalized odds) with the respective probabilities of
privacy winning and vice-versa. A notable outcome is the outperformed solutions
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Fairness vs Re-identification Re-identification vs Fairness
Improved Worsened Improved Worsened
A@PrivateSMOTE | | A@PrivateSMOTE [ [
FM@PrivateSMOTE I FM@PrivateSMOTE I
FL@PrivateSMOTE | ] FL@PrivateSMOTE ]
A@CopulaGAN [ | A@CopulaGAN 1 ]
FM@CopulaGAN ] FM@CopulaGAN ]
FL@CopuaGAN I FL@CopuBGAN I
A@CTGAN I A@CTGAN 1l
FM@CTGAN I FM@CTGAN I
FL@CTGAN L FL@CTGAN I
A@TVAE I A@TVAE I
FM@TVAE I FM@TVAE I
FL@TVAE L FL@TVAE L]

100 80 60 40 20 0 20 40 60 80 100 10 8 60 40 20 0 20 40 60 8 100

Faimess wins Faimess losses Privacy wins Privacy losses
= Privacy wins = Privacy losses = Faimess wins = Faimess losses

Fig. 3. Predictive performance optimization paths. Total wins/losses comparing each
solution to the baseline (best solution in terms of Accuracy) for fairness along with the
respective wins for privacy (left) and vice-versa (right)

in terms of predictive performance with the same probability of privacy wins.
In the reverse path, the majority of solutions present a lower re-identification
risk compared to the baseline. Besides, the models for such solutions present a
probability equal to or higher than 50% of improving predictive performance.

Predictive Performance vs Re-identification Risk Re-identification Risk vs Predictive Performance
Improved Worsened Improved Worsened
A@PrivateSMOTE I A@PrivateSMOTE I
FM@PrivateSMOTE I FM@PrivateSMOTE I
FL@PrivateSMOTE I FL@PrivateSMOTE I
A@CopulaGAN | A@CopuiaGAN |
FM@CopulaGAN [ FM@CopulaGAN I
FL@CopulaGAN | FL@CopulaGAN [ ]
A@CTGAN I A@CTGAN I
FM@CTGAN I FM@CTGAN I
FLacToaN I FLecToA I
A@TVAE I A@TVAE I
FM@TVAE I FM@TVAE I
FL@TVAE I FL@TVAE I
10 80 60 4 20 0 2 40 60 80 100 10 8 60 4 20 0 20 4 60 80 100
Predictive Performance wins Predictive Performance losses Privacy wins Privacy losses
= Privacy wins = Privacy losses. mm= Predictive Performance wins = Predictive Performance losses

Fig. 4. Fairness optimization paths. Total wins/losses comparing each solution to the
baseline (best solution in terms of equalized odds) for predictive performance along
with the respective wins for privacy (left) and vice-versa (right)

Privacy vector. Lastly, Fig. 5 illustrates the total wins and losses of each solu-
tion’s predictive performance compared to the baseline (best solution in terms of
re-identification risk) along with the respective probabilities of fairness winning
and vice-versa. In this scenario, the baseline has a probability greater than 50%
of outperforming the remaining solutions in w.r.t. predictive performance. On
the other hand, when we prioritize fairness, the baseline tends to lose.

All vectors optimized. In the previous set of results, we show the impacts of opti-
mizing a single vector. However, an optimal solution should maintain a balance
across all the vectors. Therefore, we aim to analyze to what extent is possible to
obtain such a balance. Figure6 provides a comparison reporting the statistical
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Predictive Performance vs Fairness Fairness vs Predictive Performance
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Fig. 5. Privacy optimization paths. Total wins/losses comparing each solution to the
baseline (best solution in terms of re-identification risk) for predictive performance,
and respective wins for fairness (left) and vice-versa (right)

tests using the Bayes Sign Test [3,4] with a ROPE interval of [—1%, 1%] to
evaluate the statistical significance concerning the percentage difference for each
vector optimization. This percentage is defined as R‘IR;;% * 100 where R, is the
solution under comparison and Ry is the baseline. ROPE (Region of Practical
Equivalence) [22] is used to specify the probability of the difference of values
being inside a specific interval as having practically no effect. If the percentage
difference is within the specified range, they are of practical equivalence (draw),
and if the percentage difference is less than —1%, b outperforms solution a (lose).
Such a baseline corresponds to the best solutions for each vector while the solu-
tions under comparison correspond to the ones with the best average rank across
the three vectors for each data set.

Figure6 shows the comparisons for each synthetic approach between the
optimal solutions for each vector and the solutions with the best-averaged rank
across all vectors. Concerning predictive performance, the average rank solutions’
models are, for the most part, capable of providing practical equivalence to the
optimal solutions of this vector with a probability higher than 50%. Although
the privacy vector presents higher losses for some solutions, AQCopulaGAN and
AQCTGAN stand out with a probability of drawing to the baseline greater than
80%. However, the models for these solutions are less fair. Additionally, such an
outcome shows that it may be possible to obtain a balance between the three
vectors, through TVAE-based solutions.

4 Discussion

Given the results of the experimental evaluation presented above, conclusions
imply that developing safe machine learning applications—one that protects
individual data privacy and prevents disparate treatment with a negative impact
on protected groups, may face even greater challenges than currently construed.
This leads to questions that require attention in future work:

— (RQ1) A notable finding for future work is the relationship between the
different optimization vectors. Figures3 and 4, show that many solutions



64

T. Carvalho et al.

Result
= Lose Draw
> 1.0 m
>
:§ns
5 —
Soa4
<
02
2

0.0

10
Zos
3
06
s
o4
3 0.2
0.0
> 1.0
<
3
=08
35 0.6
5,
E04
o2

0.0

& & & 2 2 2
& 5 mf 5 @v? &f &f &
S s NF & SEFe & IONINC) © )
& & & S S AR AN A R
& & © @ @ <Q <
& & F @

Fig. 6. Proportion of probability for each candidate solution drawing or losing signif-
icantly against the solution with the best-averaged rank between the three vectors,
according to the Bayes Sign Test

5

tested and which do not improve their respective optimization vector exhibit a
considerable ability to reduce re-identification risk when privacy is the priority
in the optimization path. Also, we observe in Figs.3 and 5 that optimizing
predictive performance or privacy shows a similar impact on fairness.
(RQ2) Although it is unlikely to obtain a solution with practically no losses,
the optimization paths allow us to find which vector should be prioritized
to prevent higher losses. When optimizing privacy (Fig.5), and prioritizing
predictive performance, we observe that the majority of the solutions main-
tain the ability to produce accurate models. Such an outcome shows that
it is possible to obtain private solutions with minimal impact on predictive
performance but this comes at the expense of fairness.

(RQ3) Nevertheless, finding a solution that balances the three vectors is cru-
cial. However, as shown in Fig. 6, it is, in general, very improbable to achieve
a good balance between all vectors. Despite our experiments demonstrating
that TVAE-based solutions are, to a certain degree, capable of obtaining such
a balance, that does not happen for the remaining approaches.

Conclusion

This paper thoroughly analyzes the dynamics between privacy, fairness, and
predictive performance by assessing the impact of optimizing a single vector
on the remaining vectors. We generate multiple privacy-protected data variants
from the original data using synthetization methods and evaluate each variant
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in terms of privacy w.r.t re-identification risk but also fairness and predictive
performance for both fairness-agnostic and fairness-aware algorithms.

The main conclusions indicate that in single vector optimization, the remain-
ing vectors will suffer from losses. Nevertheless, optimizing privacy and prioritiz-
ing predictive performance allows for obtaining private solutions while maintain-
ing the predictive performance intact. However, it is difficult to navigate a bal-
ance between the three vectors. These results highlight the importance of further
developments in discriminatory bias when the goal is to release or share personal
information. For future work, we plan to analyze the effects of data preparation
on fairness as the presence of inherent biases in a data set may pose challenges
in achieving fairer models [31]. The Python code and data necessary to replicate
the results shown in this paper are available at https://tinyurl.com/yku3s7du.
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Abstract. Competition in Artificial Intelligence (Al) technologies is at its fiercest,
pushing companies to move fast and sometimes cut corners regarding the risks
to human rights and other societal impacts. Without simple methodologies and
widely accepted instruments is hard for an organization to adopt a safe pace on
how to develop and deploy Al in a trustworthy way. This paper presents a Matu-
rity Model for Responsible Al, inspired in the EU Ethics Guidelines for Trust-
worthy AI and other principles and codes of conduct. The core component is a
self-assessment tool that generates a roadmap for organizations to improve their
approach to Al related development, enabling a positive effect in their business
value. It includes requirements to achieve Trustworthy Al, and the methods and
key practices that will enable the principles outlined. The result is a consistent
and horizontal approach to all industries and functions, taking into consideration
that a simple and generic Maturity Model, specific for Responsible Al, is still
not available. The model presented in this paper is purposed to fill that gap. The
model was pre-tested in two organizations, improved and pre-tested again. Results
are presented in this paper. The next phase is to apply the model in several other
organizations, and conduct interviews at different hierarchical levels and promote
case study discussions. Its final version is planned to be published at the end of
2023.
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1 Introduction

1.1 Context and Justification

The past several decades have seen information technology revolutionise many different
sectors, bringing countless achievements for our life.

In particular, Al technologies have great potential to disrupt most of the human
life experience, bringing huge benefits in areas such as climate action and sustainable
infrastructure, health and well-being, and quality education and digital transformation.
At the same time, Al may introduce significant risks to human rights and other societal
impacts, such as illegal and unethical identification and tracking of individuals, enabled
citizen scoring in violation of fundamental rights, and lethal autonomous weapon systems
(European Commission, Ethics Guidelines for Trustworthy Al, 2019).

Al technologies refer to solutions, algorithms, platforms, frameworks and machine
learning data and training services. In a simpler way, OECD defines an Al system as
a machine-based system that can, for a given set of human defined objectives, make
predictions, recommendations, or decisions influencing real or virtual environments
(OECD, Digital Economy Papers No. 291, 2019).

It is therefore important to understand how organisations and stakeholders involved
in the development of Al, especially in the Research and Innovation (R&I) phases, are
considering and dealing with those threats and risks, especially the ethical, legal and
social issues (ELSI). In fact, it is in the R&I process, at the earlier stage, that societal
intervention can help to avoid technologies to fail, and that their positive and negative
impacts are better governed and exploited (von Schomberg, 2011).

1.2 Why a Maturity Model for Responsible Artificial Intelligence (RAI)?

The objective of this paper is to understand how organisations involved in the design,
development and deployment of Al technologies, are addressing the values, needs and
expectations of society, and to identify ways to make those processes more responsible.

To pursue these objectives, several research questions were addressed, as identified
in Table 1.

Researchers urge the discussion of ethical boundaries to guide research and devel-
opment of the technologies mentioned above (Schwab, 2019), but the task is not simple,
as ethical questions around technology or science are, on one hand, often complex and
uncertain while increasingly influencing our everyday lives (Hahn et al., 2014). On
another hand, de Woot (2016) states that economic creativity operates in an “ethical vac-
uum’”, as it serves a logic of means to maximise the creation and use of scarce resources
and the benefits that result therefrom, not a logic of ends.

At the bottom line, moral and ethics are not easily standardised and can be highly
contested; the weighing of different values and belief systems can vary substantially
across society (Hahn et al., 2014).

Technology Assessment (TA) and Responsible Research and Innovation (RRI) are
considered specific approaches to assess how research and innovation processes should
deal with Ethical, Legal and Social Issues (ELSI). Nevertheless, there are several authors
that point out several contradictions and problems that can limit the potential success of
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Table 1 Research questions addressed in this research.

Research question Objective

How are the Ethical, Legal and Social Issues To understand the maturity of current Al
(ELSI) protected by current Al development development processes to manage ELSI
processes? values threads

How the size and type of the different To understand if the solutions to mitigate

organizations affect the way they deal with ELSI | ELSI values threats should be different
values threats in the Al development processes? | depending on the organization’s size and

type
How the hierarchical level and functions of the | To understand if the approach to mitigate
people involved in the AI development ELSI values threats should be different
processes affect the way they deal with ELSI depending on the hierarchical level and
values threats? functions of the people involved

RRI and TA. Stahl et al. (2017) mention the desire of RRI to broaden the conversation
about R&I to include wider stakeholder groups, to justify the unsolvable difficulty to
encompass that aspiration with the traditionally tightly focused definition of excellence
in research. Regarding another challenge for RRI, those authors also state that much
of the RRI discourse concerns publicly funded research. This is obviously problematic,
especially for this present research, because a significant amount of research, and a large
proportion of innovation activities in Al are conducted by privately funded organisations
including companies.

Besides recent interesting attempts to foster the implementation of RRI in small and
medium enterprises (SMEs) and to start-ups, such as the EU PRISMA and COMPASS
projects, it is not immediately obvious whether the arguments in favour of RRI are
relevant to companies, or whether the incentive structures that are being put in place
resonate with companies’ R&D processes.

Maturity Models (MM) is a widely accepted tool to assess the maturity (i.e. compe-
tency, capability, level of sophistication) of a selected domain based on a more or less
comprehensive set of criteria (de Bruin et al., 2005).

Developing a Maturity Model for Responsible Artificial Intelligence seems to be a
well-suited way to prepare Al practitioners for “the job” as van Merkerk and Smits R.
(2007) suggests. According to the author, actors involved in the innovation process must
be better prepared to change the actions and interactions for the actual shaping to be
altered. Those actions and interactions are “the job”, in this context.

In 2019 the European Commission presented the Trustworthy Al approach to enable
“responsible competitiveness”, by providing the foundation upon which all those affected
by Al systems can trust that their design, development and use are lawful, ethical and
robust, both from a technical and social perspective.

In sequence, the EU assembles the High-Level Expert Group on Artificial Intel-
ligence (AI HLEG) that produces the Ethics Guidelines and the Assessment List for
Trustworthy Al, a reference model to manage how values, needs and expectations of



70 R. M. E D. Ferreira et al.

society should be addressed by organisations evolved in developing Al technologies, in
Europe.

Another important development was made by the Responsible Al Institute (RAII),
that issued a white paper, providing detailed maturity scores for several dimensions
and sub-dimensions, which will determine the certification level that can be attributed
for the Al system. (The Responsible Al Institute, The Responsible Al Certification -
White Paper, 2022) The RAII approach constitutes an innovative and coherent approach,
but eventually too complex for most of the organizations, with too many instruments,
assessments, metrics and recommendations, different for each industry and function,
demanding a significant effort and dedication of third-party consultancy to drive the
work inside the organization. For most of them, at least in Europe, it makes sense to use a
simpler approach, common to all industries and functions, that allows for self-assessment
and identification of key improvement practices, capabilities, and competences.

This paper presents the development of a Maturity Model (MM) for Responsible
Al inspired in the EU Ethics Guidelines for Trustworthy Al and other principles and
codes of conducts published by UNESCO, OECD, NIST, IEEE, Google and others. The
result is a consistent approach to find answers for the research questions posted, taking
in consideration that it is still not available a simple and generic Maturity Model for
Responsible AL

2 Methodology

The methodology used to develop the RAI Maturity Model took as reference the
framework developed by de Bruin et al. (2005), which is summarised in the sequence
below:

Scope >Design >Populate >Test >Deploy >Maintain

Table 2 describes the main characteristics of each phase proposed by de Bruin et al.
(2005) and the options adopted by this research.

3 The Maturity Model for Responsible Al

The proposed Maturity Model (MM) adopts a prescriptive model as the overall objective
is the development of a roadmap for organizations to improve, enabling a positively affect
in their business value.

Figure 1 represents the MM structure, inspired by the Capability Maturity Model
(CMM) from the Software Engineering Institute (SEI). It shows that Maturity Levels
are organized by Requirements for Trustworthy Al. Those are related with Methods to
Ensure Trustworthy Al, which contain Key Practices.

Table 3 presents the main components of the MM for RAL

The RAI Maturity Model adopts the following 4-level model (Table 4) based on the
level definitions suggested by Ellefsen et al. (2019) and Stahl et al. (2017).

The proposed model includes the same seven requirements as the ones of the EU
Ethics Guidelines for Trustworthy Al (European Commission, 2019) (Table 5).
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Table 2 Phases of a Maturity Assessment Model and its relation to the present research.

Phase # | Phase name Options adopted by this research

Phase 1 | Scope/Focus of Model The focus of this Maturity Model is
Responsible Artificial Intelligence

Development Stakeholders The stakeholders involved in the
development and test of the model are the
industry (large companies, SMEs and
startups), research centres and public
institutions evolved in the development of
Al in Portugal

Phase 2 | Define the number of stages This research uses a model of 4 levels, for
reasons of simplicity and the relative
novelty and complexity of the RAI subject

How maturity stages can be reported to | This research uses the EU Guidelines for
the audience Trustworthy Al seven requirements and
its several sub-components

Phase 3 | Populate A self-assessment with several questions
to each requirement and each
sub-requirement was developed

For each requirement, the RAI MM is
presented in an intuitive, clear and
convincing way, to help the organizations
easily find their maturity level

Methods to ensure Trustworthy Al and
key-practices are generated to offer a
roadmap for improvement

Phase 4 | Pre-Test This RAI MM was pre-tested in 2
organizations. Based on the results of this
pre-test, the model was tuned,
complemented, and sophisticated in terms
of is comprehensiveness and readiness for
application, regarding either the
assessment and the tools for the
improvement roadmap

(continued)

The model provides several technical and non-technical methods that can be
employed to implement the requirements to ensure Trustworthy Al, once again inspired
in the EU Ethics guidelines for trustworthy Al (2019).

Technical methods focus on developing and implementing specific technical mech-
anisms or algorithms to ensure trustworthy Al, such as Architectures for Trustworthy
Al and Testing and validating.

Non-technical methods are broader in scope and encompass various organizational,
legal, and societal measures such as:
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Table 2 (continued)

Phase #

Phase name

Options adopted by this research

Test

The model will be case studied in several
organizations, different than the ones that
participated in the pre-test. To identify
possible differences of perspectives, the
model will be tested in each organization
at 3 hierarchical levels: C level (ex. CEO),
managerial level and operational level (ex.
Al developers)

The case studies will include individual
interviews to each respondent and a group
discussion to evaluate the model, having
the overall results for all organizations
assessed in place, but maintain the results
anonymous. This process will help to
ensure a company isn’t answering
questions in an unfair or biased manner
(intentionally or not) which could affect
their performance

Phase 5

Deploy

Extract conclusions from the test phase,
redefine the aspects of the model that
needs improvement and then publish it

Phase 6

Maintain

The author plans to repeat the exercise
regularly, each 12 to 24 months, in all or
some of the organizations, to understand
if there are or not progress and the reasons
behind the evaluation

MaturityLevels

Organized by

Requirements for
Trustworthy Al

\ Relate with

Methods to ensure
Trustworthy Al

contain

Key Practices

Fig. 1. The RAI MM structure, based on the CMM Structure (Paulk et al., 1993).
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Main components of the MM for RAL

RAI MM component

Definition

CMM constituent equivalent

Maturity Levels

A maturity level is a
well-defined evolutionary
plateau toward achieving a
mature process. Each maturity
stage provides a layer for the
continuous process
improvement. Maturity implies
a potential for growth in
capability and indicates both
the richness of an
organization’s process and the
consistency with which it is
applied in projects through cut
the organization (Paulk et al.,
1993)

Maturity Levels

Requirements for Trustworthy
Al

Requirements are the concrete
translation to achieve the
principles outlined for
Trustworthy Al It includes
systemic, individual and
societal aspects. Each
requirement encompasses
several sub-requirements

Key Process Areas

Methods to ensure Trustworthy
Al

To implement the
requirements, both technical
and non-technical methods can
be employed. These methods
encompass all stages of an Al
system’s life cycle

Common Features

Key Practices

For each sub-requirement, the
model presents several actions
and best practices that could be
implemented and
institutionalized to effectively
minimize the risks while
maximising the benefit of Al

Key Practices

e Regulation involve developing frameworks, regulations, and policies to govern the
use and deployment of Al systems. These measures outline ethical guidelines, data
protection regulations, and legal frameworks that Al systems should adhere to.

e Stakeholder participation and social dialogue Encouraging multi-stakeholder involve-
ment, including users, developers, researchers, policymakers, and civil society
organizations, to collectively shape the development and deployment of Al systems.
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Table 4. Maturity Model stages adopted in this research.

Stage name Level definition

Unaware The organization is not aware of RAI or its components and does not
incorporate it in its processes

Exploratory/reactive | The organization has a reactive response to external pressures
concerning aspects of RAI

Proactive The organization realizes the benefits of RAI and increasingly
integrates these into its business processes

Strategic The organization has adopted RAI as a component of its strategic

framework and aims to ensure that all R&D activities consider the RAI
components

Table 5. Requirements for Trustworthy Al, from the EU Ethics Guidelines for Trustworthy,
European Commission, 2019.

Requirements

Definition

Human agency and oversight Al systems should follow the principle of respect

for human autonomy. This requires that Al systems
should support user agency and decision-making
and uphold fundamental rights

Technical robustness and safety This requirement deals with Al system’s

dependability (the ability to deliver services that
can justifiably be trusted) and resilience
(robustness when facing changes). Includes
resilience to attack and security, fall back plan and
general safety, accuracy, reliability and
Reproducibility

Privacy and data governance . Prevention of harm to privacy necessitates

adequate data governance that covers the quality
and integrity of the data used, its access protocols
and the capability to process data in a manner that
protects privacy. Includes respect for privacy,
quality and integrity of data, and access to data

Transparency

Transparency in Al systems refers to the ability to
understand, interpret, and explain the
decision-making processes and algorithms used by
artificial intelligence systems. This includes the
ability to identify and explain why certain outputs
were generated and how inputs and variables
influenced these results. Includes traceability,
explainability and communication

(continued)
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Table 5. (continued)

Requirements

Definition

Diversity, non-discrimination and fairness

Al systems should be user-centric and designed in
a way that allows all people to use Al products or
services, regardless of their age, gender, abilities or
characteristics

Including the avoidance of unfair bias, accessibility
and universal design, and stakeholder participation

Societal and environmental wellbeing

Measures to secure the environmental friendliness
of an Al system’s entire supply chain should be
encouraged. Includes sustainability and
environmental friendliness, social impact, society
and democracy

Accountability

Accountability addresses the way mechanisms are
put in place to ensure responsibility for the
development, deployment and/or use of AL
systems. Including auditability, minimisation and
reporting of negative impact, trade-offs and redress

As Al systems are continuously evolving, an evaluation should be made to choose
the methods best suited to the level of maturity and to each particular Al system’s life

cycle stage.

For each sub-requirement, the model presents several key actions and best practices
that could be implemented and institutionalized to effectively minimize the risks while

maximising the benefit of Al

For example, for the Human Agency and Autonomy sub-requirement, the following
key-practices are suggested, depending on the maturity level:

e Prevent end-users over-relying on the Al system by actively made end-user aware that
a decision, content, advice or outcome of the Al system is the result of an algorithmic

decision.

e Detect if end-users or subjects in case they develop a disproportionate attachment to
the AI System, like addictive behaviour or addiction. If so, take measures to deal with

possible negative consequences.

e Take measures to avoid the Al system affect human autonomy by generating over-

reliance by end-users.

e Take measures to avoid the Al system affect human autonomy by interfering with the
end-user’s decision-making process in any unintended and undesirable way.

4 Implementation, Results and Discussion

The implementation starts with a Responsible Al Self-Assessment composed by 58 state-
ments, inspired by the Assessment List of Trustworthy AI (ALTAI) and by the Ethical OS
toolkit checklist. The assessment uses a Likert scale with the following response options:
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2% < LLIY3

“strongly agree,” “somewhat agree”, “somewhat disagree,” and “strongly disagree”.
Examples of the statements are:

e “My organisation made end-user aware that a decision, content, advice or outcome
of the Al system is the result of an algorithmic decision” for the Human Agency and
Autonomy sub-requirement”.

e “My organisation plan fault tolerance via, e.g. a duplicated system or another parallel
system (Al-based or ‘conventional’), for the General Safety sub-requirement.

e “My organisation implemented any sort of recourse for people demanding explanation
from your Al system, for example people who feel they have been incorrectly or
unfairly assessed” for the Explainability sub-requirement.

To assess the maturity level for each subsection, the research uses the following
formula:

MR = Psum/(Number of Valid Questions x4)

where MR refers to the Maturity Result expressed in a percentage, used to determine
the Maturity Level in each requirement/ sub requirement, according to the key offered
in the Table 7.

Where Psum refers to the accumulated points assigned accordingly the Table 6, for
the valid questions, where 4 is the biggest score possible in each question, means the
reference for 100%.

Table 6. Points assigned in each response.

Strongly agree

Somewhat agree

Somewhat disagree

S| W&

Strongly disagree

Table 7 Maturity level assignment related to the percentage calculated in the formula above.

Strategic >80%

Proactive <= 80%> = 50%
Reactive <50%> = 25%
Unaware <25%

The model was first pre-tested in two organizations, one large research centre and
an early-stage startup, both working in AI and both in Portugal. Then the model was
improved and pre-tested again in the early-stage startup.

The following radar diagram presents the maturity level for each Trustworthy Al
requirement for this start-up. The radar diagram presents maturity as far from the cen-
tre the better. The radar shows that the start-up is performing best in Human Agency
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and Oversight and, in the other extreme, is performing low regarding Accountability
requirement (Fig. 2).

oversight
- Technical robustness al
Accountability
safety
Societal and Privacy and data
mental well-being governance
Diversity non-
discrimination and Transparency

fairness

Fig. 2. Radar diagram for the start-up organization for each Trustworthy Al requirement assessed
in the pre-test.

5 Conclusions

The development of a Maturity Model (MM) for Responsible Al was presented, including
a self-assessment tool, requirements to achieve the principles outlined, the methods to
ensure Trustworthy Al and the key practices that will enable Trustworthy Al The result
is a consistent and horizontal approach to all industries and functions, considering that
it is not yet available a simple and generic MM for Responsible Al

Considering the result of the pre-tests, the model was tuned, complemented, and
sophisticated in terms of is comprehensiveness and readiness for application, mainly
regarding the tools for the improvement roadmap: the Methods to Ensure Trustworthy Al
and the Key Practices. The next phase is to apply the model in several other organizations,
including interviews at different hierarchical levels and provide case study discussions.
The author plans to repeat the exercise regularly, each 12 to 24 months, in all or some of
the organizations, to understand if there are or not progress and the reasons behind the
evaluation.

This way, the author hopes to have a simple, intuitive and improvement-oriented
instrument to help large to small organizations involved in developing Al systems to
adopt a set of responsible Al competences and processes, in order to better safeguard
values and expectations of society.
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Abstract. ML/AI is the field of computer science and computer engi-
neering that arguably received the most attention and funding over the
last decade. Data is the key element of ML/AI, so it is becoming increas-
ingly important to ensure that users are fully aware of the quality of the
datasets that they use, and of the process generating them, so that pos-
sible negative impacts on downstream effects can be tracked, analysed,
and, where possible, mitigated. One of the tools that can be useful in
this perspective is dataset documentation. The aim of this work is to
investigate the state of dataset documentation practices, measuring the
completeness of the documentation of several popular datasets in ML /AT
repositories. We created a dataset documentation schema-the Documen-
tation Test Sheet (dts)-that identifies the information that should always
be attached to a dataset (to ensure proper dataset choice and informed
use), according to relevant studies in the literature. We verified 100 pop-
ular datasets from four different repositories with the dts to investigate
which information were present. Overall, we observed a lack of relevant
documentation, especially about the context of data collection and data
processing, highlighting a paucity of transparency.

Keywords: Data documentation + Al transparency Al accountability

1 Introduction and Motivation

Machine Learning/Artificial Intelligence (ML/AI) research made great strides in
recent years, and its industrial applications became increasingly pervasive within
society, automating organizational processes and decisions in several fields.
Datasets are fundamental in the ML/AI ecosystem and many issues related
to fairness, transparency, and accountability in ML /AT systems are rooted in the
data collection and in the data processing procedures [11]. Every decision made
during the workflow may contain implicit values and beliefs [21], so tracking them
can improve transparency [1]. The information accompanying them plays a very
significant role in uncovering data issues [5], in fostering reproducibility and
auditability [13], in ensuring accountability [10], users’ trust [2], and in avoiding
data cascading effects on the entire ML/AI pipeline [20]. With documentation,
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it is possible to better understand the characteristics of the training data to
at least partially mitigate the risks of downstream negative effects [4]. This is
particularly true for those technologies where the impact of biased results can
be severe, such as Speech Language Technologies (SLT) [16]. Documentation
production should be seen as an essential part of dataset production, as a place to
disclose fundamental choices, in parallel with what is proposed to be documented
in terms of models [15,19] or rankings [25,26].

This study focuses on the dataset documentation state of practice. The aim
was to measure whether and how much relevant information about data collec-
tion and data processing procedures is present in the documentation of the most
popular (and influential [12]) datasets. The research question which directed the
design of the research is: Which of the information, that should be trans-
parent to dataset users, is present in the most popular datasets in
ML/AI repositories? In order to answer this research question, we developed
a test schema to measure the completeness of dataset documentation: Sect. 2 will
describe the construction of the DTS. Subsequently, Sect.3 describes the selec-
tion of repositories and datasets. The results of the application of the DTS are
presented in Sect. 4. Finally, limitations (Sect.5), future work (Sect.7) and the
conclusions (Sect. 6) are presented. Furthermore, we provide additional materials
in the online Appendices.’

2 Documentation Test Sheet from Related Works

We built a collection of recommended information that should be present in
dataset documentation to ensure a proper choice of dataset and informed use.
The aim was to recognize, with a study of relevant work in the literature of
dataset documentation schemas, which information are important to be present
in dataset documentation to achieve transparency, accountability, and repro-
ducibility. The goal of this schema is to measure how complete a dataset doc-
umentation is: this property is the first necessary element to be scrutinized for
enabling any further analysis on further quality dimensions of documentation
(e.g., correctness). We called this schema the Documentation Test Sheet (DTS).

2.1 Fields of Information

The list of Test Fields is largely based on Datasheets for Datasets [7], with
some further insights from relevant documentation standardization proposals
in the literature [3,9]. We grouped the information into 6 sections, following
the categorization presented in Datasheets for Datasets (DfD): 1 Motivation,
2 Composition, 3 Collection processes, 4 Data processing procedures, 5 Uses,
6 Maintenance. In addition to dataset metadata, some characteristics of the

! The appendices available at https://doi.org/10.5281/zenodo.8052683 contain: the
DTS (A), the provenance of the field of information composing it (B), the metadata
of the selected datasets (C), the reading principles that guided the documentation
investigation (D), the raw results (E) and additional tables and figures (F).
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data were tracked in section ¢ Characteristics. We discarded the Distribution
section because it proved inapplicable when testing documentation of datasets
already published in public repositories. The full DTS can be found in Appendix
A, but the list of Test Fields is also available in Table2. Further details on
the motivations behind this choice, and a description of the provenance of each
information field, are reported in Appendix B. One of the novelties of this work
is the design of the individual Test Fields as concepts expressed by few words to
which it is easy to answer ‘yes’ or ‘no’, depending on the presence or absence of
the related information in the documentation under analysis. Some fields from
the related work were collapsed in a few Test Fields for the sake of brevity and
ease of application. We designed the DTS to be generalizable as possible to any
type of documentation, so that it can be used for datasets pertaining to different
areas of ML/AL

2.2 Measurement

The other core elements of the DTS are the Presence Check Values and the
Presence Averages. During the analysis of the documentation, each Test Field
is associated with a value indicating the presence or the absence of the repre-
sented information. Specifically, the Presence Check Value can take on one of
the following three possible values:

— 1: it is possible to retrieve the information represented by the Test Field;
— 0: it is not possible to retrieve the information represented by the Test Field;
— NA: the information represented by the Test Field does not apply to dataset.

The Presence Average represents the completeness measure of the DTS.
It is obtained by averaging the Presence Check Values of the group of Test
Fields under analysis such as dataset (Dataset Presence Awverage), section
(Section Presence Average), and field (among different datasets, Field Presence
Average).

3 Study Design

One of the novel elements of this study concerns the analysis of the informa-
tion found in the very same place where the data can be accessed, instead of
selecting datasets from a corpus of academic papers [8,17]. The documentation
in the public repository provides information about how the dataset is actually
used in practice. Since the purpose of a scholarly article is different from that of
a repository, some information may have no reason for inclusion in the article,
and vice versa. For this reason, the documentation being analysed is the docu-
mentation web page where data can be downloaded. Given this design choice,
we first selected the repositories under analysis, as described in Sect. 3.1. In the
second step, we collected the metadata useful to perform the dataset selection,
as described in Sect. 3.2. We focused on the most popular datasets, as seen in
other work [6]. This is because these datasets are the most influential ones, and
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therefore studying their documentation is an important step in the path towards
a deeper understanding of common documentation practices. We then collected
data on the presence of information in the documentation.?

3.1 Repositories Under Analysis

The choice of repository is a relevant decision in this study, due to the design
decision to analyse the online documentation present in the same place where the
data are hosted. Indeed, different repositories have different documentation and
metadata schemas. Therefore, we decided to select more than one repository to
avoid obtaining too specific results. We selected four well-known and commonly
used repositories to capture different practices in the ML/AI community. The
criteria used for the choice were: free access; the presence of popularity proxies
among the metadata; the presence of hundreds of datasets. We consulted the
Wikipedia List of portals suitable for multiple types of ML applications® and,
as a result, the following repositories have been selected: Hugging Face(HUG),
Kaggle (kAG), OpenML (oML) and UC Irvine ML Repository (uUcr).

3.2 Datasets Selection

To guarantee the feasibility of the research, it was also necessary to limit the
number of datasets for each repository. For this reason, we selected 25 datasets
from each repository, for a total of 100 datasets to be examined. We decided to
focus on the concept of popularity, so that we could analyse some of the most
used and influential datasets: where available, the number of downloads was
identified as the best proxy; where not available, number of views was identified
as a good alternative. The resulting metrics used are: HUG, number of downloads
(APIs); KAG, platform upvotes and then the number of downloads (APIs)*; oML,
number of downloads (web scraping); UCI, number of views (web scraping). We
eliminated any duplicates within the same or different repositories (the com-
parison of information about the same dataset in different repositories was not
a central aim of this research). As a selection criterion between duplicates, we
used the highest ‘popularity’. In the case of two datasets at the same ranking
position, we eventually observed whether one of them was the primary source
of the other. The full list of selected datasets, together with the date of data
collection, can be found in Appendix C. The principles that guided the reading
of the documentation are presented in the Online Appendix D.

4 Results and Discussion

In this section, we present the results and their discussion for each of the fol-
lowing levels: dataset (Sect.4.1), DTS section (Sect.4.2), Test Fields (Sect.4.3).

2 For reasons of space, summary tables with raw data are presented in Appendix E.

3 https://en.wikipedia.org/wiki/List_of_datasets_for_machine-learning_research.

4 Due to the unavailability of direct download count APIs, datasets were sorted by
upvotes via APIs and then sorted by download count, as presented in the results.
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Fig. 1. Distribution of Dataset Presence Averages grouped by repository.

Table 1. Characteristics of the 100 selected datasets (25 for each repository).

Repository Data is people | Presence of Dataset is a Recently

related explicit target sample or a updated

variable reduction of a
larger set

Hugging Face |04 21 01 25
Kaggle 12 08 02 05
OpenML 11 25 07 00
UCI MLR 11 22 04 00
Total 38 76 14 30

Additional information on the distribution and dispersion of values is included
in Appendix F.

4.1 Datasets Level

The dataset with the most comprehensive documentation was hugl6, the
enn dailymail from Hugging Face (HUG). It contains over 300k unique news
articles written by journalists. Its Dataset Card (i.e. its documentation) was
comprehensive in all the different sections, and it can be considered a positive
reference from the point of view of documentation practice. Figure 1 shows that
overall very few datasets achieved more than 50% completeness, and variation
between repositories is small. The selected datasets from HUG have the highest
mean of the Dataset Presence Average distribution, while the ones from UCI have
the lowest mean of the Dataset Presence Average distribution. One of the con-
tributing factors to this result is that the three most complete documentations
belong to HUG datasets.

In Tablel it is possible to observe specific characteristics of the datasets:
most datasets did not contain personal data, had an explicit target variable,
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and were not a sample or reduction of a larger set. All datasets updated after
1 January 2021 were considered ‘Recently updated’: all datasets from HUG and
five datasets from KAG have been recently updated in terms of data or docu-
mentation, while all the oML and UCI datasets have not been updated in this
timeframe. Additional statistics can be found in Appendix F.

4.2 Sections Level

As can be seen in Fig. 2, the Uses section was the most complete one, followed
by the Motivation section. Sections Collection processes and Data processing
procedures had the lowest values of Section Presence Average. Additionally, we
observed that the results of the Maintenance section are very different between
repositories. These results suggest that the documentation of public datasets
is currently utilisation-oriented, with less attention to the previous stages of
the dataset construction pipeline. This aspect is also correlated with the high
Section Presence Average of the Motivation section: the purpose of the dataset
often encapsulates the meaning of why the data within it should be used. The
low completeness of the Composition, Collection processes and Data processing
procedures sections suggests that either little effort is devoted to describing the
early stages of the dataset construction phase. Frequently, there is no informa-
tion at all about these delicate phases. The failure to take into account these
contextual aspects can lead to various problems in the models trained on such
undocumented data [20]. Recent work devoted to partially automating the doc-
umentation process could help users to easily complete the Composition section
[18,22,23]. Finally, the Maintenance results, although very variable between
repositories, confirmed recent studies in the literature about the opportunities to
improve documentation in datasets repositories and the lack of attention paid to
what happens after the dataset is published [14,24]. As for the other aggregation
level, the distributions of measurements are provided in Appendix F.
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4.3 Test Fields Level

Table 2 shows the Presence Average value of each information field, globally and
by the repository. Results show that certain documentation fields are very com-
monly used, such as the 2.01 Description of the instances (0,92), 2.02 Number
of the instances (0,90) and 5.01 Description of the tasks in which the dataset
has already been used and their results (0,95). In many cases, the high level
of completeness could be explained by the ability of the repository’s metadata
structure to promote the presence of a particular piece of information. Indeed,
the information represented by these fields was very much present in repositories
that structurally expose this information in the metadata schema of the repos-
itory. Conversely, it was almost completely absent in repositories that do not
include such information in their metadata schema. Some examples are: 2.11
Statistics (HUG 0,00; KAG 1,00; oML 1,00; ucr 1,00), 5.04 Repository that links
to papers or system that use the datasets (HUG 0,92; KAG 0,00; oML 0,00; UcCt
1,00), 5.05 Description of license and terms of use (HUG 0,48; KAG 0,68; OML
1,00; ucrt 1,00). This highlights the role played by repository hosts, who have
the potential to trigger virtuous documentation practices.

In the Motivation section, on the one hand, it was very common to find infor-
mation about the authors (the ‘resource creators’), while on the other hand, it
was rare to find details about who funded the creation of the dataset, important
information for achieving accountability. Within the Composition section, basic
information such as the description or number of instances was usually present.
On the contrary, information about data confidentiality and dangerousness was
usually absent. It is important to note that data protection laws may have been
different before the datasets were made available (see Sect.5 for more details).
The analysis of information related to Collection processes pointed out, in a
context of a general scarcity of details, the near total absence of specifics about
ethical review processes and about analysis of potential impacts of dataset uses.
With regard to the Data processing procedures, we observed that the ‘Dataset
Card’ in HUG favoured the presence of (at least) some useful tags to obtain
indications on the workers involved in these procedures. As already mentioned
above, in terms of Uses, much attention on the part of dataset creators is paid to
the description of the previous usage of the dataset and to the description of the
recommended uses. The same cannot be said for non-recommended uses: only
the documentation of a couple of HUG datasets contained this information. Sur-
prisingly, although it was common to find details on the subject that supports or
manages the dataset, the contact of the owner was rarely present. Furthermore,
in terms of Maintenance, the DOI was quite rare and no information on the
management of older dataset versions could be retrieved.
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Table 2. Field Presence Averages: overall and for each repository.
1D Field description Tot | HUG | KAG | OML | UCI
1.01 Purpose for the dataset creation 0,57/0,64 |0,52 0,68 |0,44
1.02 Dataset creators 0,86 0,88 10,96 |1,00 |0,60
1.03 Dataset funders 0,06 0,16 | 0,08 |0,00 |0,00
2.01 Description of the instances 0,92|1,00 1,00 |0,80 |0,88
2.02 Number of the instances 0,90/0,92 0,72 | 1,00 |0,96
2.03 Information about missing values 0,50|0,00 0,12 |1,00 |0,88
2.04 Recommended data splits 0,31]0,92 0,08 |0,12 |0,12
2.05 Description of errors, noise or redundan-|0,13 0,00 | 0,16 0,08 |0,28
cies
2.06 Information about data confidentiality 0,04 10,08 0,08 0,00 |0,00
2.07 Information about possible data danger-|0,03 0,12 |0,00 0,00 |0,00
ousness (offensive, insulting, threatening
or cause anxiety) or biases
2.08 Information about people involved in data|0,43|0,25 0,42 |0,64 | 0,31
production and their compensation (if peo-
ple related)
2.09 Description of identifiability for individu-|0,15|0,50 | 0,17 0,09 | 0,08
als or subpopulations (if people related)
2.10 Description of data sensitivity (if people| 0,03 0,25 |0,00 |0,00 |0,00
related)
2.11 Statistics 0,50 /0,00 |1,00 |1,00 |0,00
2.12 Pair plots 0,00 | 0,00 |0,00 |0,00 |0,00
2.13 Probabilistic model 0,00 | 0,00 0,00 |0,00 |0,00
2.14 Ground truth correlations 0,00 /0,00 |0,00 |0,00 |0,00
3.01 Description of instances acquisition and|0,53 0,52 | 0,60 0,64 |0,36
data collection processes
3.02 Information about people involved in the|0,08 0,16 |0,12 0,00 |0,04
data collection process and their compen-
sation
3.03 Time frame of data collection 0,19/0,04 /0,48 |0,12 |0,12
3.04 Information about ethical review processes | 0,01 | 0,04 | 0,00 0,00 |0,00
3.05 Information on individuals’ knowledge of|0,05|0,25 |0,00 0,09 |0,00
data collection (if people related)
3.06 Information on individuals’ consent for|0,05|0,25 |0,00 0,09 |0,00
data collection (if people related)
3.07 Analysis  of potential impacts of the|0,00|0,00 |0,00 0,00 |0,00
dataset and its use on data subjects
4.01 Description of sampling, preprocessing, | 0,3910,32 0,24 0,56 | 0,44

cleaning, labelling procedures
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Table 2. continued

ID Field description Tot | HUG | KAG | OML | UCI
4.02 Information about people involved in the|0,11|0,44 | 0,00 0,00 |0,00
data sampling, preprocessing, cleaning,
labelling procedures and their compensa-
tion
4.03 Description of others possible sampling, | 0,02 0,00 | 0,04 0,04 |0,00
preprocessing, cleaning, labelling proce-
dures
5.01 Description of the tasks in which the|0,95]0,92 | 1,00 1,00 |0,88
dataset has already been used and their
results
5.02 Description of recommended uses or tasks | 0,62 0,56 | 0,72 0,64 |0,56
5.03 Description of not recommended uses 0,02|0,08 0,00 |0,00 |0,00
5.04 Repository that links to papers or system|0,48 10,92 | 0,00 0,00 |1,00
that use the datasets
5.05 Description of license and terms of use |0,7910,48 0,68 1,00 | 1,00
6.01 Information about subject supporting,|0,84 0,36 | 1,00 | 1,00 |1,00
hosting, maintaining the dataset
6.02 Contact of the owner 0,30/0,20 0,80 |0,16 |0,04
6.03 DOI 0,09/0,24 /0,04 |0,08 |0,00
6.04 Erratum 0,00 | 0,00 0,00 |0,00 |0,00
6.05 Information about dataset updates 0,38 1,00 0,52 |0,00 |0,00
6.06 Information about management of older|0,00|0,00 | 0,00 0,00 |0,00
dataset versions
6.07 Information about the mechanism to|0,26|1,00 |0,04 0,00 | 0,00
extend, augment, build on, contribute to
the dataset

5 Threats to Validity and Limitations

One of the main limitations of this research is the non-scalability of the pro-
posed procedure, which was primarily based on manual inspection of dataset
documentation: the alignment of repositories metadata with the documentation
fields proposed in the literature, and included in the DTS, was very poor.

The choice of repositories may have influenced the final result. However,
by focusing on some of the most prominent repositories and the most popu-
lar datasets in each repository, we analysed the documentation of influential
datasets. The dataset selection criteria—popularity—was implemented slightly
differently to the different repositories, due to differences in the metadata
schemas: however, the number of downloads was present in three out of four
repositories, and for the remaining one we selected the most reasonable and
available proxy (visualizations). In addition, popularity tends to be a proxy
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for longevity: this criterion may have introduced a selection bias, favouring
datasets from a time when documentation was less important or emphasized
and with different data protection laws. On the contrary, the lack of documen-
tation updates on such datasets reinforces the findings of this study, i.e. poor
attention/availability on dataset documentation.

Despite the fact that considerable effort has been made to make the data
collection as accurate and standardized as possible, the study design, strongly
based on human reading and interpretation of documentation texts, is inherently
prone to the risk of interpretation errors. We controlled this threat by providing
the reading principles in Appendix D.

Finally, due to lack of resources, the DTS was not tested for consistency
and validation with target users: however, the information fields were all derived
from documentation schemes already available in the academic literature.

6 Conclusions

We empirically investigated the state of documentation practice in the most
popular datasets in the ML/AI community. A set of information that should
always be clear to the users of the datasets, in order to achieve transparency
and accountability, was adapted into a Documentation Test Sheet (DTS) able
to measure the completeness of documentation. The DTS was applied to 100
dataset documentations from Hugging Face, Kaggle, OpenML and UC Irvine
MLR repositories.

This investigation brought out some relevant results about the state of prac-
tice of documentation of datasets manufacturing. First, it emerged that infor-
mation related to how to use the dataset was the most present. On the contrary,
maintenance over time or processes behind the data generation were very poorly
documented. In general, a lack of relevant information was observed, highlighting
a paucity of transparency. All these observations are even more relevant when
considering that the analysis was restricted to some of the most popular and
well-known datasets. Finally, the potential of repositories to help curators of
datasets to produce better documentation emerged.

Altogether, these results let us hypothesize that efforts of the ML/AT com-
munity in devoting more attention to the dataset documentation process are
necessary. These efforts might enable the reuse of datasets in a way that is more
aware of the choices, assumptions, limitations and other aspects of their creation,
and ultimately facilitating human-respectful ML/AT innovations. The proposed
DTS can be an easy-to-use tool in the hands of dataset creators, maintainers,
and hosts to move a further step in this direction.

7 Future Work

The first hypothesis of future work relates to increasing the number of datasets
and repositories under investigation. Moreover, a complementary analysis of a
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selection of recent datasets could tell us if the growing awareness of data cura-
tion is bringing some results in common practice. Quantitative expansions of
the research could be put investigating the feasibility of an automatic system
capable of controlling the presence of information. This possibility, however, is
fully dependent on the evolution of the repositories, and actions made possible
by dataset hosts to standardize documentation and make it machine-readable.

From the qualitative point of view, it might be possible to expand the DTS
to measure other aspects of documentation quality. For example, comparing
the information found in the repositories with the information retrieved from
academic articles using those datasets could reveal further insights to understand
documentation practices, reduce documentation debt and possibly integrate it
with additional aspects (e.g., ‘sparsity’ [6], dataset quality). Finally, a test with
target users that also explores the differences between different types of dataset
users could be useful for prioritizing DTS Test Fields according to possible users
and uses.

Acknowledgments. This study was carried out within the FAIR - Future Arti-
ficial Intelligence Research and received funding from the European Union Next-
GenerationEU (PIANO NAZIONALE DI RIPRESA E RESILIENZA (PNRR) -
MISSIONE 4 COMPONENTE 2, INVESTIMENTO 1.3 - D.D. 1555 11/10/2022,
PE00000013). This manuscript reflects only the authors’ views and opinions, neither
the European Union nor the European Commission can be considered responsible for
them.

References

1. Afzal, S., Rajmohan, C., Kesarwani, M., Mehta, S., Patel, H.: Data readiness
report. In: 2021 IEEE International Conference on Smart Data Services (SMDS),
pp. 42-51 (2021). https://doi.org/10.1109/SMDS53860.2021.00016

2. Arnold, M., Bellamy, R.K.E., Hind, M., Houde, S., Mehta, S., Mojsilovi¢, A., Nair,
R., Ramamurthy, K.N., Olteanu, A., Piorkowski, D., Reimer, D., Richards, J., Tsay,
J., Varshney, K.R.: FactSheets: increasing trust in Al services through supplier’s
declarations of conformity. IBM J. Res. Dev. 63(4/5), 6:1-6:13 (2019). https://
doi.org/10.1147/JRD.2019.2942288

3. Bender, E.M., Friedman, B.: Data Statements for Natural Language Processing:
Toward Mitigating System Bias and Enabling Better Science. Trans. Ass. Comp.
Ling. 6, 587604 (2018). https://doi.org/10.1162/tacl_a_00041

4. Bender, E.M., Gebru, T., McMillan-Major, A., Shmitchell, S.: On the Dangers of
stochastic parrots: can language models be too big? In: Proceedings of the 2021
ACM Conference on FAccT, pp. 610-623. FAccT ’21. ACM (2021). https://doi.
org/10.1145/3442188.3445922

5. Boyd, K.L.: Datasheets for datasets help ML engineers notice and understand
ethical issues in training data. Proc. ACM Hum.-Comput. Interact. 5(CSCW2),
438:1-438:27 (2021). https://doi.org/10.1145/3479582

6. Fabris, A., Messina, S., Silvello, G., Susto, G.A.: Algorithmic fairness datasets: the
story so far. Data Min. Knowl. Disc. 36(6), 2074-2152 (2022). https://doi.org/10.
1007/s10618-022-00854-z


https://doi.org/10.1109/SMDS53860.2021.00016
https://doi.org/10.1147/JRD.2019.2942288
https://doi.org/10.1147/JRD.2019.2942288
https://doi.org/10.1162/tacl_a_00041
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3479582
https://doi.org/10.1007/s10618-022-00854-z
https://doi.org/10.1007/s10618-022-00854-z

90

7

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

M. Rondina et al.

. Gebru, T., Morgenstern, J., Vecchione, B., Vaughan, J.W., Wallach, H., III, H.D.,
Crawford, K.: Datasheets for datasets. Commun. ACM 64(12), 86-92 (2021).
https://doi.org/10.1145/3458723

. Geiger, R.S., Yu, K., Yang, Y., Dai, M., Qiu, J., Tang, R., Huang, J.: Garbage in,
garbage out? Do machine learning application papers in social computing report
where human-labeled training data comes from? In: Proceedings of the 2020 Con-
ference on FAccT, pp. 325-336 (2020). https://doi.org/10.1145/3351095.3372862

. Holland, S., Hosny, A., Newman, S., Joseph, J., Chmielinski, K.: The Dataset

Nutrition Label: A Framework To Drive Higher Data Quality Standards (2018).

arXiv:1805.03677 [cs]

Hutchinson, B., Smart, A., Hanna, A., Denton, E., Greer, C., Kjartansson, O.,

Barnes, P., Mitchell, M.: Towards Accountability for machine learning datasets:

practices from software engineering and infrastructure. In: Proceedings of the 2021

ACM Conference on FAccT, pp. 560-575. FAccT ’21, ACM (2021). https://doi.

org/10.1145/3442188.3445918

Jo, E.S., Gebru, T.: Lessons from archives: strategies for collecting sociocultural

data in machine learning. In: Proceedings of the 2020 Conference on FAccT, pp.

306-316 (2020). https://doi.org/10.1145/3351095.3372829

Koch, B., Denton, E., Hanna, A., Foster, J.G.: Reduced, Reused and Recycled:

The Life of a Dataset in Machine Learning Research (2021). https://doi.org/10.

48550/arXiv.2112.01716

Konigstorfer, F., Thalmann, S.: Software documentation is not enough! require-

ments for the documentation of Al Digital Policy, Regul. Gov. 23(5), 475-488

(2021). https://doi.org/10.1108/DPRG-03-2021-0047

Luccioni, A.S., Corry, F., Sridharan, H., Ananny, M., Schultz, J., Crawford, K.: A

framework for deprecating datasets: standardizing documentation, identification,

and communication. In: Proceedings of the 2022 ACM Conference on FAccT, pp.

199-212. FAccT 22, ACM (2022). https://doi.org/10.1145/3531146.3533086

Mitchell, M., Wu, S., Zaldivar, A., Barnes, P., Vasserman, L., Hutchinson, B.,

Spitzer, E., Raji, I.D., Gebru, T.: Model cards for model reporting. In: Proceedings

of the Conference on FAccT, pp. 220-229. FAT* ’19. ACM (2019). https://doi.org/

10.1145/3287560.3287596

Papakyriakopoulos, O., Choi, A.S.G., Thong, W., Zhao, D., Andrews, J., Bourke,

R., Xiang, A., Koenecke, A.: Augmented datasheets for speech datasets and ethical

decision-making. In: Proceedings of the 2023 ACM Conference on FAccT, pp. 831—

904. FAccT ’23, ACM (2023). https://doi.org/10.1145/3593013.3594049

Peng, K., Mathur, A., Narayanan, A.: Mitigating Dataset Harms Requires Stew-

ardship: Lessons from 1000 Papers (2021). arXiv:2108.02922 [cs]

Petersen, A.H., Ekstrgm, C.T.: dataMaid: Your assistant for documenting super-

vised data quality screening in R. J. Stat. Softw. 90, 1-38 (2019). https://doi.org/

10.18637/jss.v090.106

Richards, J., Piorkowski, D., Hind, M., Houde, S., Mojsilovi¢, A.: A Methodol-

ogy for Creating AT FactSheets. arXiv:2006.13796 [cs] (2020). https://doi.org/10.

48550/arXiv.2006.13796

Sambasivan, N., Kapania, S., Highfill, H., Akrong, D., Paritosh, P., Aroyo, L.M.:

”Everyone wants to do the model work, not the data work”: data cascades in

high-stakes AI. In: Proceedings of the 2021 CHI Conference on Human Factors

in Computer System, pp. 1-15. CHI ’21. ACM (2021). https://doi.org/10.1145/

3411764.3445518


https://doi.org/10.1145/3458723
https://doi.org/10.1145/3351095.3372862
http://arxiv.org/abs/1805.03677
https://doi.org/10.1145/3442188.3445918
https://doi.org/10.1145/3442188.3445918
https://doi.org/10.1145/3351095.3372829
https://doi.org/10.48550/arXiv.2112.01716
https://doi.org/10.48550/arXiv.2112.01716
https://doi.org/10.1108/DPRG-03-2021-0047
https://doi.org/10.1145/3531146.3533086
https://doi.org/10.1145/3287560.3287596
https://doi.org/10.1145/3287560.3287596
https://doi.org/10.1145/3593013.3594049
http://arxiv.org/abs/2108.02922
https://doi.org/10.18637/jss.v090.i06
https://doi.org/10.18637/jss.v090.i06
http://arxiv.org/abs/2006.13796
https://doi.org/10.48550/arXiv.2006.13796
https://doi.org/10.48550/arXiv.2006.13796
https://doi.org/10.1145/3411764.3445518
https://doi.org/10.1145/3411764.3445518

21.

22.

23.

24.

25.

26.

Completeness of Datasets Documentation on ML/AI Repositories 91

Scheuerman, M.K., Denton, E., Hanna, A.: Do datasets have politics? Disciplinary
values in computer vision dataset development. In: Proceedings of ACM Human-
Computer Interaction 5(CSCW2), 1-37 (2021). https://doi.org/10.1145/3476058
Schramowski, P., Tauchmann, C., Kersting, K.: Can machines help us answering
question 16 in datasheets, and in turn reflecting on inappropriate content? In:
Proceedings of 2022 ACM Conference on FAccT, pp. 1350-1361. FAccT '22. ACM
(2022). https://doi.org/10.1145/3531146.3533192

Sun, C., Asudeh, A., Jagadish, H.V., Howe, B., Stoyanovich, J.: MithraLabel: flex-
ible dataset nutritional labels for responsible data science. In: Proceedings of 28th
ACM International Conference on Information and Knowledge Management, pp.
2893-2896. CIKM ’19. ACM (2019). https://doi.org/10.1145/3357384.3357853
Thylstrup, N.B.: The ethics and politics of data sets in the age of machine learning:
deleting traces and encountering remains. Media, Culture & Soc. 44(4), 655-671
(2022). https://doi.org/10.1177/01634437211060226

Yang, K., Stoyanovich, J., Asudeh, A., Howe, B., Jagadish, H.V., Miklau, G.: A
Nutritional label for rankings. In: Proceedings of 2018 International Conference
on Management of Data, pp. 1773-1776 (2018). https://doi.org/10.1145/3183713.
3193568

Zehlike, M., Yang, K., Stoyanovich, J.: Fairness in Ranking: A Survey (2021).
https://doi.org/10.48550/arXiv.2103.14000


https://doi.org/10.1145/3476058
https://doi.org/10.1145/3531146.3533192
https://doi.org/10.1145/3357384.3357853
https://doi.org/10.1177/01634437211060226
https://doi.org/10.1145/3183713.3193568
https://doi.org/10.1145/3183713.3193568
https://doi.org/10.48550/arXiv.2103.14000

q

Check for
updates

Navigating the Landscape of AI Ethics
and Responsibility

Paulo Rupino Cunha® and Jacinto Estima®®

Department of Informatics Engineering, University of Coimbra, Coimbra, Portugal
{rupino,estima}@dei.uc.pt

Abstract. Artificial intelligence (Al) has been widely used in many fields, from
intelligent virtual assistants to medical diagnosis. However, there is no consensus
on how to deal with ethical issues. Using a systematic literature review and an
analysis of recent real-world news about Al-infused systems, we cluster existing
and emerging Al ethics and responsibility issues into six groups - broken sys-
tems, hallucinations, intellectual property rights violations, privacy and regula-
tion violations, enabling malicious actors and harmful actions, environmental and
socioeconomic harms - discuss implications, and conclude that the problem needs
to be reflected upon and addressed across five partially overlapping dimensions:
Research, Education, Development, Operation, and Business Model. This reflec-
tion may be relevant to caution of potential dangers and frame further research at a
time when products and services based on Al exhibit explosive growth. Moreover,
exploring effective ways to involve users and civil society in discussions on the
impact and role of Al systems could help increase trust and understanding of these
technologies.

Keywords: Ethical Al - Responsible Al - Trustworthy Al - Al risks - Al
regulation

1 Introduction

Research and use of artificial intelligence (Al) are enjoying great momentum. For exam-
ple, ChatGPT, released only a few months ago, is already considered the fastest-growing
consumer application in history [1]. Advances in software and hardware over the last
few years have enabled many useful applications in widespread areas, from intelligent
virtual assistants to autonomous vehicles or medical diagnosis tools.

However, those same impressive advances, specifically in large language models,
such as the one underlying ChatGPT, have raised grave concerns for a group of figures
in academia (namely in Al), technology, and business [2]. Citing extensive research,
they caution of profound risks to society (specifically, democracy) and humanity. Sam
Altman, the CEO of Open Al-the company behind ChatGPT—acknowledges these risks
and admits that Al will reshape society and that the prospect scares him [3].

Compounding these concerns is an apparent trend to disregard ethical issues in big
tech players, such as Microsoft, Twitter, Meta, or Google, who have recently fired or
constrained their ethical and responsible innovation teams [4—7].
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Conversely, national and state governments, as well as national and international
organizations have released ethical principles and legislation [8, 9]. However, these
are often deemed abstract and difficult to implement and operationalize [10]. Even so,
new efforts keep emerging, such as the first-ever global agreement on the Ethics of Al
promoted by UNESCO a few months ago [11].

Most Al ethics and responsibility discussions seem to focus on algorithmic solutions,
while the challenges are of a much broader nature. In this context, we decided to examine
the literature to find out how it addresses the topic. Thus, our research question is:

RQ: What Al ethics and responsibility issues are currently being discussed?

The remainder of this paper is organized as follows: in Sect. 2 we present the process
and protocol used in our systematic review of the literature, which we analyze in Sect. 3.
In Sect. 4, we provide a clustering of Al ethics and responsibility issues and suggest that
the topic traverses several overlapping dimensions. We close with some conclusions,
limitations, and future work in Sect. 5.

2 Research Methodology

To answer our research question, we performed a systematic literature review using
guidance from [12, 13]. Preliminary experiments to tune the search keywords led us to
the final expression shown in Table 1.

Table 1. Final search expression.

TITLE-ABS-KEY (“ethical AI” OR “responsible AI”) AND (LIMIT-TO (DOCTYPE, “cp”)
OR LIMIT-TO (DOCTYPE, “ar”’)) AND (LIMIT-TO (SUBJAREA, “COMP”)) AND
(LIMIT-TO (LANGUAGE, “English”))

We searched by title, abstract, and keywords on the Scopus database in April 2023,
restricting the results to the computer science area. Our inclusion criteria were papers
published in conferences and journals written in English with no date constraints.

We obtained 333 results, which we exported as a. RIS file and imported into Rayyan,
a web-based collaborative tool to manage systematic literature reviews [14]. Rayyan
automatically identified 10 possible duplicates, which we analyzed and resolved.

We have then screened the remaining papers to identify those relevant to our research.
We used researcher triangulation to decrease biases and improve validity [15, 16]. Each
author independently reviewed titles, abstracts, and keywords, classifying papers as
“include,” “maybe,” or “exclude.” Interrater reliability, indicating the level of agreement
[17], was 85%. To conduct this study, we selected only the papers that both researchers
marked as “include”. As a result, 24 papers remained for full-text analysis. From those,
we excluded three additional papers, one preprint and two papers that were not available.
The steps of the SLR process are summarized in Fig. 1.



94 P.R. Cunha and J. Estima

Of the resulting 21 papers, 13 are journal papers and 8 are conference papers. Chrono-
logically, the number of studies has been evolving throughout the last 5 years, with 1
paper in 2018, 2 papers in 2021, 6 papers in 2022, and 12 papers in 2023 (up to now).

| Identification of papers in the Scopus database |

s | | Total academic papers
& | identified | Excluded duplicates
€= P
2| | (n=333) (n=10)
2
_ !
Screening based on title, Excluded: not in scope
- abstract and keywords > (n=299)
£1 | (n=323)
[
g I
Screening based on full text .| Excluded: unavailable or miscategorized
(n=24) 1 (n=3)
— v
= | | Studies included in the
31| | review
=1 | (n=21)

Fig. 1. PRISMA flowchart of the systematic literature review.

3 Analysis of the Literature

Most studies on ethical and responsible Al are recent, with the majority being published
in the last five years. This probably contributes to the lack of consensus on what these
concepts truly entail. Table 2 offers an overview of the terminology used in five of these
studies, highlighting the diversity of terms used.

Transparency and fairness are the most consensual, appearing in five studies, fol-
lowed by explainability and accountability, which are used in four, and privacy and
security, employed in three. Ethics, data quality, and safety are mentioned in only two
studies, while the remaining 39 terms are each used in only one study. Besides, all these
papers refer to the terms in different ways, e.g., barriers, risks, aspects, or principles.

In most papers, three key terms are commonly used: Responsible Al Ethical Al, and
Trustworthy Al. While some may use more than one of these terms, two do not use any
of them. The distribution of papers using these different terms is illustrated in Fig. 2.

Two papers have contributed to the classification of information. Yu et al. [23]
proposed Al governance taxonomy that categorizes ethical concerns into four groups:
exploring ethical dilemmas, individual ethical decision frameworks, collective ethical
decision frameworks, and ethics in human-Al interactions. Weidinger et al. [24] focused
on language models and classified risks into six areas, including discrimination, hate
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Table 2. List of issues/risks/aspects/principles used as the basis of specific studies.

Issues/Risks/Aspects/Principles [18] [19] [20] [21] [22]
Accessibility/digital divide reduction X
Accountability X X X X
Accuracy X

Bias X

Civil society interaction/inclusion X
Completeness X

Correction of existing inequalities in society X

Data Protection X

Data quality X X

DEI regulation conformity X

Diluting Rights X

Diversity in learning datasets X
Diversity in the Al sector X

Equity X

Ethical issues/Ethics X X

Explainability X X X X
Extintion X

Fairness X X X X X
Human decisions made X

Human dignity X
Inclusion X
Interpretability X

Justice X

Legal X

Liability X

Manipulation X

Moral X

Nondiscrimination X

Opacity X

Organizational culture X

Perception X

Power X

(continued)
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Table 2. (continued)

Issues/Risks/Aspects/Principles [18] [19] [20] [21] [22]
Privacy X X X

Protection X

Reliability X

Remedies for discrimination X
Representativeness X
Resistance X

Responsibility X

Safety X X

Security X X X

Semantic X

Skillful workers X

Social justice X
Systemic X

Transparency X X X X X
Trust X

speech, and exclusion; information hazards; misinformation harms; malicious users;
human-computer interaction harms; and environmental and socioeconomic harms.

Trustworthy Al

Fig. 2. Number of papers using the different key umbrella terms.

Sham et al. [25] stands out as one of the few papers delving into the technical aspects
of ethical and responsible Al. The authors analyzed racial bias in facial expression
recognition methods and found bias towards the races present in the training data. They
further noted that an increase in performance can exacerbate bias, especially if the
training dataset is imbalanced. Including more variance in the training data can partially
mitigate bias but does not eliminate it. To improve the performance of these methods, they
recommend adding missing races equally. In contrast, Papakyriakopoulos and Xiang [26]
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focused on best practices for ethical speech datasets for responsible Al They highlighted
the limitations of existing datasets and advocate for a human-centered approach and
interdisciplinary research when developing Al applications. The proposed best practices
aim to mitigate harm and ensure inclusivity.

Discussions about ethics and responsibility in Al often center on algorithmic solu-
tions. Lu et al. [10] reinforce this idea, highlighting that recently issued high-level prin-
ciples, guidelines, and regulations are difficult to implement in practice. The authors
argue that a system-level approach is necessary for responsible Al, encompassing mul-
tiple components of the software engineering lifecycle. They also identify a gap in the
literature concerning the design of responsible Al systems and propose a set of design
patterns that can be integrated into Al systems to promote responsible Al by design.

Minkkinen et al. [27] interviewed 15 experts in responsible Al (RAI) to understand
their work expectations and compared them with those identified in the European ecosys-
tem’s technological frame. The study found congruent and incongruent expectations,
each with further sub-classes, and proposed ecosystems as a mediating level between
regulation, ethical principles, and organizational Al implementation. In a similar vein,
Gianni et al. [28] analyzed current national strategies and ethics guidelines to provide
solutions to societal, ethical, and political issues posed by Al systems. However, based
on their limitations, the authors proposed an alternative approach to enhance society’s
active involvement in discussing the impact and role of Al systems.

Abbu et al. and Treacy [29, 30] propose frameworks for ethical considerations in
Al systems. Abbu et al. developed a conceptual model based on interviews with leaders
of digitally mature organizations, identifying six key areas that organizations should
consider: leadership, data, talent, visual analytics, standards, and governance. Mean-
while, Treacy developed a theoretical framework based on judgement studies with data
science experts, which identifies six performance areas and includes constraints and
mechanisms to ensure ethical expectations are met throughout the Al system’s lifecycle.
Implementation of these frameworks can improve trust between technology and people,
with significant implications for research and practice in information systems.

Most papers discuss the issues themselves, regardless of the areas of application,
while four papers specifically address health (two papers) and military (two papers)
fields. Trocin et al. [31] provide a systematic analysis of Responsible Al in digital
health, identifying ethical concerns that are both epistemic (i.e., quality of the evidence)
and normative (i.e., fairness of the action and its effects) in nature. They suggest that
these concerns are especially critical in healthcare, where lives are at risk and sensitive
considerations may not be as pertinent in other domains beyond healthcare. Epistemic
concerns include inconclusive, inscrutable, and misguided evidence, while normative
concerns relate to unfair outcomes and transformative effects. Traceability is a concern
that is related to both epistemic and normative concerns. El-Sappagh et al. [32] conducted
areview of recent developments in the Trustworthy AI (TAI) domain, including standards
and guidelines, with a specific focus on the diagnosis and progression of Alzheimer’s
Disease (AD). They proposed several requirements that need to be addressed in the
design, development, and deployment of TAI systems.
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In the military domain, the discussion has focused on the use of lethal autonomous
weapon systems and the potential dangers of providing Al systems with too much auton-
omy. Meerveld et al. [33] address this topic, calling for solutions subject to meaningful
human control and considering military effectiveness and the decision-making chain in
military operations. One solution is to team human and Al systems to facilitate faster and
more appropriate decision-making under pressure and uncertainty and use Al systems
for adaptive training of military personnel, thus helping mitigate decision-making biases.
Boulanin and Louis [34] propose the concept of “responsible reliance” as a means to
ensure compliance with international humanitarian law and accountability when using
Al tools in armed conflicts. They argue that states should establish a framework to enable
natural persons involved in the use of Al tools to responsibly rely on the tool’s technical
aspects, the conduct of other people involved in its development and use, and the policies
and processes implemented at the state level.

The analysis of the 21 papers reveals a lack of real-world examples that illustrate
the importance of ethical considerations in Al. While five papers mention real cases,
only three provide detailed descriptions of their relevance. Squadrone [35] discusses bias
issues in multiple datasets used to train machine learning algorithms, such as the Cor-
rectional Offender Management Profiling for Alternative Sanctions (COMPAS) dataset,
the German credit dataset, the adult dataset, the default credit card clients, and the law
school dataset. Varsha [36] discusses the gender distortion in Amazon’s Al recruit-
ing tool, Airbnb’s customer rejection issue, and concerns about bias, privacy, and data
transparency in Google Ad personalized page. Belle [37] details the COMPAS dataset
problem, the infamous trolley problem, and the Tesla Model S crash in 2016. Besides,
the trolley problem is mentioned in the study by Yu et al. [23], while Teixeira et al.
[19] refers to several real problems such as the Cambridge Analytica revealed, the Self-
Driving Uber car that killed a pedestrian, the Tesla autopilot fatal car crash, the IBM
Watson Recommending “unsafe and incorrect” cancer, the Amazon Facial recognition
which wrongly identified 28 lawmakers, the Facebook security breach that exposed 50
million users, as well as the unfairness detected in the COMPAS system.

4 Discussion

Combining our findings from the literature with an increasing stream of real-word news
about recent developments in Al-infused products, we clustered existing and emerging
Al ethics and responsibility issues into the following categories. Weidinger et al. [24]
have also identified some similar ones in the context of language models.

Broken systems: These are the most mentioned cases. They refer to situations where the
algorithm or the training data lead to unreliable outputs [38]. These systems frequently
assign disproportionate weight to some variables, like race or gender, but there is no
transparency to this effect, making them impossible to challenge. These situations are
typically only identified when regulators or the press examine the systems under free-
dom of information acts. Nevertheless, the damage they cause to people’s lives can be
dramatic, such as lost homes, divorces [39], prosecution, or incarceration [40]. Besides
the inherent technical shortcomings, auditors have also pointed out “insufficient coor-
dination” between the developers of the systems and their users as a cause for ethical
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considerations to be neglected [41]. This situation raises issues about the education of
future creators of Al-infused systems, not only in terms of technical competence (e.g.,
requirements, algorithms, and training) but also ethics and responsibility. For example,
as autonomous vehicles become more common, moral dilemmas regarding what to do
in potential accident situations emerge, as evidenced in this MIT experiment [42]. The
decisions regarding how the machines should act divides opinions and requires deep
reflection and maybe regulation [43].

Hallucinations: The inclusion of erroneous information in the outputs from Al systems
is not new. Some have cautioned against the introduction of false structures in X-ray
or MRI images [44], and others have warned about made-up academic references [45].
However, as ChatGPT-type tools become available to the general population, the scale
of the problem may increase dramatically. Furthermore, it is compounded by the fact
that these conversational Als present true and false information with the same appar-
ent “confidence” instead of declining to answer when they cannot ensure correctness.
With less knowledgeable people, this can lead to the heightening of misinformation and
potentially dangerous situations. Some have already led to court cases [46].

Intellectual property rights violations: This is an emerging category, with more cases
prone to appear as the use of generative Al tools—such as Stable Diffusion, Midjourney,
or ChatGPT-becomes more widespread. Some content creators are already suing for
the appropriation of their work to train Al algorithms without a request for permission
or compensation [47-49]. Perhaps even more damaging cases will appear as developers
increasingly ask chatbots or assistants like CoPilot for ready-to-use computer code. Even
if these Al tools have learned only from open-source software (OSS) projects, which is
not a given, there are still serious issues to consider, as not all OSS licenses are equal,
and some are incompatible with others, meaning that it is illegal to mix them in the
same product. Even worse, some licenses, such as GPL, are viral, meaning that any code
that uses a GPL component must legally be made available under that same license. In
the past, companies have suffered injunctions or been forced to make their proprietary
source code available because of carelessly using a GPL library [50].

Privacy and regulation violations: Some of the broken systems discussed above are
also very invasive of people’s privacy, controlling, for instance, the length of some-
one’s last romantic relationship [51]. More recently, ChatGPT was banned in Italy over
privacy concerns and potential violation of the European Union’s (EU) General Data
Protection Regulation (GDPR) [52]. The Italian data-protection authority said, “the app
had experienced a data breach involving user conversations and payment information.”
It also claimed that there was no legal basis to justify “the mass collection and storage of
personal data for the purpose of ‘training’ the algorithms underlying the operation of the
platform,” among other concerns related to the age of the users [52]. Privacy regulators
in France, Ireland, and Germany could follow in Italy’s footsteps [53]. Coincidentally,
it has recently become public that Samsung employees have inadvertently leaked trade
secrets by using ChatGPT to assist in preparing notes for a presentation and checking and
optimizing source code [54, 55]. Another example of testing the ethics and regulatory
limits can be found in actions of the facial recognition company Clearview Al, which
“scraped the public web—social media, employment sites, YouTube, Venmo—to create
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a database with three billion images of people, along with links to the webpages from
which the photos had come” [56]. Trials of this unregulated database have been offered to
individual law enforcement officers who often use it without their department’s approval
[57]. In Sweden, such illegal use by the police force led to a fine of €250,000 by the
country’s data watchdog [57].

Enabling malicious actors and harmful actions: Some uses of Al have been deeply
concerning, namely voice cloning [58] and the generation of deep fake videos [59].
For example, in March 2022, in the early days of the Russian invasion of Ukraine,
hackers broadcast via the Ukrainian news website Ukraine 24 a deep fake video of
President Volodymyr Zelensky capitulating and calling on his soldiers to lay down their
weapons [60]. The necessary software to create these fakes is readily available on the
Internet, and the hardware requirements are modest by today’s standards [61]. Other
nefarious uses of Al include accelerating password cracking [62] or enabling otherwise
unskilled people to create software exploits [63, 64], or effective phishing e-mails [65].
Although some believe that powerful Al models should be prevented from running
on personal computers to retain some control, others demonstrate how inglorious that
effort may be [66]. Furthermore, as ChatGPT-type systems evolve from conversational
systems to agents, capable of acting autonomously and performing tasks with little
human intervention, like Auto-GPT [67], new risks emerge.

Environmental and socioeconomic harms: At a time of increasing climate urgency,
energy consumption and the carbon footprint of Al applications are also matters of ethics
and responsibility [68]. As with other energy-intensive technologies like proof-of-work
blockchain, the call is to research more environmentally sustainable algorithms to offset
the increasing use scale.

These categories show that Al ethics and responsibility needs to be reflected upon
and addressed across various partially overlapping dimensions, as shown in Fig. 3.

Al Development
Al Research Al Operation

Al Education

AT Business Model

Fig. 3. Dimensions of Al ethics and responsibility in a social and political environment.

Al Research must be ethical and responsible, considering which avenues to follow,
why, how, and when. Al Education of future professionals should emphasize ethical
considerations alongside technical skills to prepare them for addressing ethical issues.
Lessons from current broken systems should guide the AI Development of the next gen-
eration of tools. Al Operation and Al Business Models should align with ethical stan-
dards, avoiding the launch of products that provide erroneous information and violate
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intellectual property, privacy, and regulations. The military and healthcare fields exem-
plify the need for a cross-dimensional approach to addressing ethical and responsible
Al applications.

Philosopher Karl Popper wrote, “One of the few things we can do is to try to keep
alive, in all scientists, the consciousness of their responsibility” [69]. Some argue that,
like medical doctors, computer scientists should also take a Hippocratic oath that their
work does no harm to society [70].

5 Conclusion

We provided a reflection on Al ethics and responsibility. Departing from a systematic
literature review [12, 13], we identified several key cases and issues that have led to
the development of taxonomies, conceptual models, and official regulations, to better
understand these issues and propose potential solutions to address them. In our discus-
sion, we classified real-world cases of unethical or irresponsible uses of Al into six
groups—broken systems, hallucinations, intellectual property rights violations, privacy
and regulation violations, enabling malicious actors and harmful actions, environmental
and socioeconomic harms—providing examples and discussing implications. We con-
cluded that Al ethics and responsibility need to be reflected upon and addressed across
five partially overlapping dimensions: Research, Education, Development, Operation,
and Business Model.

We must acknowledge two main limitations of our work. First, our literature review
was restricted to Scopus, potentially excluding relevant papers not indexed in this
database. Second, our reflection on the Al ethics and responsibility across the five
identified dimensions is brief and should be considered only as a seed for further work.

This literature review has identified several promising avenues for future research.
First, more discussion and consensus-building are needed regarding the meaning of
key umbrella terms used in the literature and shown in Fig. 2. Further study of the
identified issues, risks, aspects, and principles would enhance understanding of these
concepts. Second, exploring ways to involve users and civil so