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Preface

We are happy to present to you the proceedings of the 29th International Conference on
Information and Software Technologies (ICIST 2023). This yearly conference was held
during October 12–14, 2023, in Kaunas, Lithuania. These proceedings contain a diverse
array of research and insights in the field of Information Technology and related areas.
The present volume includes four chapters, which correspond to the major areas that
were covered during the conference, namely:

I. Intelligent Methods for Data Analysis and Computer-Aided Software Engineering,
II. Intelligent Systems and Software Engineering Advances,
III. Language Technologies and Smart e-Learning Applications,
IV. AI-Based IT Solutions.

Conference participants not only had the opportunity to present their rigorous
research in more specialized settings, but also had the possibility to attend high-quality
plenary sessions. This year, we had the pleasure of hearing keynote presentations by
Marcin Woźniak (Silesian University of Technology) on “Recent Advances in AI Mod-
els for IoT Applications,” and Chief Scientist at the Institute for Future Intelligence in
the USA Charles Xie on “Using Generative AI to Create Adaptive Feedback in Engi-
neering Design”. We would like to express our deepest gratitude to the special session
chairs Audrius Lopata (Kaunas University of Technology, Lithuania), ZbigniewMarsza-
łek (Silesian University of Technology, Poland), Martyna Kobielnik (Silesian University
of Technology, Poland), and Jurgita Kapočiūtė-Dzikienė (Vytautas Magnus University,
Lithuania). We acknowledge and appreciate the immense contribution of the session
chairs not only in attracting the highest-quality papers but also in moderating the ses-
sions and enriching discussions between the conference participants. The entire team
working on organizing the conference is proud that despite the uncertainties of the pan-
demic period, the conference maintained and attracted the interest of numerous scholars
across the globe. Every year ICIST attracts researchers from all over the world, and this
year was not an exception – we received 75 submissions from Europe and beyond. This
indicates that over the years the conference has truly gained international recognition
as it brings together a large number of brilliant experts who showcase the state of the
art of the aforementioned fields and come to discuss their newest projects as well as
directions for future research. As we are determined not to stop improving the quality of
the conference, only 27 scientific papers were accepted to be published in this volume
(thus giving a 36% acceptance rate). Each submission was reviewed by at least three
reviewers, while borderline papers had an additional evaluation. Reviewing and selection
was performed by our highly esteemed Program Committee, who we thank for devoting
their precious time to produce thorough reviews and feedback to the authors. It should be
duly noted that this year, the Program Committee consisted of 40 reviewers, represent-
ing 24 academic institutions. In addition to the session chairs and Program Committee
members, we would also like to express our appreciation to the general chair, Audrius
Lopata (Kaunas University of Technology, Lithuania), who has taken the responsibility
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of steering the wheel of ICIST since the 25th anniversary of the conference in 2019.
Moreover, we would like to thank the Local Organizing Committee and the Faculty
of Informatics at Kaunas University of Technology, for the conference would not have
been a great success without their tremendous support. The proceedings of ICIST 2023
are published as an issue of the Communications in Computer and Information Science
series. This would not be possible without the kind assistance that was provided by the
Springer team, for which we are extremely grateful. We are very proud of this collabo-
ration and believe that this fruitful partnership will be sustained for many more years to
come.

October 2023 Audrius Lopata
Daina Gudonienė

Rita Butkienė
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Daina Gudonienė (Chair) Kaunas University of Technology, Lithuania
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A Deep Learning Algorithm
for the Development of Meaningful Learning
in the Harmonization of a Musical Melody

Michele Della Ventura(B)

Music Academy “Studio Musica”, Department of Music Technology, Treviso, Italy
micheledellaventura.mdv@gmail.com

Abstract. The interest of musicians and computer scientists in AI-based auto-
matic melody harmonization has increased significantly in the last few years. This
research area has attracted the attention of both teachers and students of Theory,
Analysis and Composition, looking for support tools for the learning process. The
main problem is that the systems designed and developed up to now harmonize
a melody written by a user without considering the didactic and therefore cogni-
tive aspects at the basis of a “significant learning”: given a melody, the system
returns a harmonization finished without any user input. This paper describes a
self-learning algorithm capable of harmonizing a musical melody, with the aim of
supporting the student during the study of Theory, Analysis and Composition. The
algorithm, on the basis of the ascending and descending movement of the sounds
of the melody (soprano), proposes the sounds for the bass line: the Viterbi algo-
rithmwas applied to evaluate the probability of the best match between themelody
sounds and the provided Markov chains, to reach the “optimal” state sequences.
Subsequently, the algorithm allows the user to complete the chords for each sound
of the bass line (tenor and alto), or to create the complete chords. Examples of
musical fragments harmonized in thisway demonstrate that the algorithm is able to
respect the concatenation rules of the tonal functions which characterize classical
tonal music.

Keywords: artificial intelligence · Hidden Markov Model · melodic
harmonization · significant learning · symbolic music generation

1 Introduction

Even if the use of artificial intelligence in the music composition process is nothing
new, in recent years it has become a solid reality, destined to have more and more
space. One of the main fields of research interest concerns the possibility of creating the
accompaniment (or harmonization) of a melody. There have been several efforts made
towards this task in the past, using different approaches: from hidden Markov models
(HMMs) [1–3] to deep learning models [4, 5]. These systems had in common the goal
of educating the computer (so that it could learn autonomously from various situations)
rather than programming it, as happened in Rule-Based Algorithms [6–8]: algorithms
based on specific rules of musical grammar mathematically formalized.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Lopata et al. (Eds.): ICIST 2023, CCIS 1979, pp. 3–12, 2024.
https://doi.org/10.1007/978-3-031-48981-5_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48981-5_1&domain=pdf
https://doi.org/10.1007/978-3-031-48981-5_1
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Nowadays, there are dozens of platforms that use AI for the harmonization of a
melody or for automatic musical composition. The most important platforms carried out
to date include the following: Flow Machines, IBM Watson Beat, Google Magenta’s
NSynth Super, Jukedeck, Melodrive, Spotify’s Creator Technology Research Lab e
Amper Music. Most of these systems work using deep learning networks, a type of
artificial intelligence that depends on analyzing large amounts of data.

In many cases, assisted music composition systems are used as a support tool for the
teaching and learning activities of the Theory, Analysis and Composition discipline. The
aim would be to stimulate the creativity of the student, i.e. his ability to produce ideas
and objects that are new, original, appropriate, and to which a value is attributed, which
can be of a social, spiritual, aesthetic, scientific and technological nature [9]. However,
a passive use of these tools could affect the student’s active learning [10]: what is called
“meaningful learning” [11, 12] would thus be lacking.

Starting from the assumption that the learning process must allow the student to
develop the skills useful for the specific discipline, this paper presents a new algorithm
(that taking inspiration from the previous algorithms) able to support the student in
harmonizing a musical melody: given the sounds of the melodic line, it is able to define
the sounds of the bass line, leaving the student with the possibility of completing the
harmony independently. For each melody sound, the Viterbi algorithm was applied to
evaluate the probability (defined through the Markov chains) of the best matching of the
bass line sound.

The structure of this paper has been organized as follows. In the Introduction, the
context of this study is presented, followed by a review of related studies on automatic
melody harmonization and an analysis of the characteristics that these systems present
in order to define the research goals. Section 2 explores the concept of “significant
learning”, which is the basis of the proposed algorithm. This is followed (Sect. 3) by
a description of the (mathematical) method used to achieve the goal. Section 4 shows
some experimental tests that illustrate the effectiveness of the proposed method. Finally,
in Sect. 5 the paper ends with concluding remarks on the current issues and future
research possibilities with respect to the efficient enhancement of educational practices
and technologies.

2 Harmonization and Significant Learning

The first step in the study of musical composition is to know the musical grammar rules
through the 4-voice harmonization (bass, tenor, alto and soprano) of a bass line (see
Fig. 1b). Above each sound of the bass line, the sounds that make up the respective
musical chord must be arranged so as to obtain a melody (soprano), that is, a succession
of sounds that have different heights and which together with the sounds of the other
voices (bass, tenor and alto) forma harmonic texture, amusic that is pleasant and pleasing
to the ear [13].

The musical chord (built on a specific degree of the musical scale) is a set of three
notes [14]: the root note, and intervals of a third and a fifth above the root note (see
Fig. 1a). As can be seen in Fig. 1b, in 4-voice harmonization there is always a sound
that is doubled (doubled sound).



A Deep Learning Algorithm for the Development 5

Fig. 1. Example of harmonization of a bass line.

The next step consists in harmonizing (always for 4 voices) a melodic line (soprano).
This is a more complex operation than the previous one. The note of the bass line directly
represents a degree of the scale with respect to the tonality of the piece of music and
therefore it is sufficient to arrange the sounds of the other voices according to the previous
chord (concatenation of chords). Instead, for each note of themelody it is possible to find
different chords with which to harmonize it, according to the needs and the sound one
intends to obtain [15]. This means arranging a melody in a harmonic context, submitting
a sound texture to the music [13], choosing and evaluating the alternatives among the
possible chords [16]. For example, the note “Do” can belong to the following chords
(see Fig. 2):

• all chords where C is the root;
• all chords that contain C as a third;
• all chords that contain C as a fifth;
• all chords that contain C as the seventh.

Fig. 2. Examples of possible chords for the “C” note of the melody.

It is evident that the harmonization of the melody presents greater difficulties and
requires more time to carry out than the harmonization of the bass line. Furthermore, the
student must possess specific skills and competences which allow him to observe a note
from several points of view. All this could become a pretext for the student to justify the
use of platforms capable of automatically harmonizing a melody, without being aware
of the result obtained.

The type of study that should prevail in the theory, analysis and composition learn-
ing process is what is called “significant learning”, that is to say the process through
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which new information, entering into relation with pre-existing concepts, acquire a deep
meaning, linked to a variety of information and contexts. This allows us to remember
the acquired knowledge for a long time and to really understand the meaning of what we
are learning [17]. It is a mechanism made possible by the active attitude towards what
the student has to learn and by the connections he is able to make with the information
he/she already possesses (given that understanding the connections between the various
elements requires an effort and a more complex operation than learning a simple defini-
tion). This type of learning not only allows for cognitive development, but also increases
the student’s sense of self-efficacy, defined by Albert Bandura as the awareness of being
able to dominate specific knowledge and situations [18]. It is a consequence that derives
from the greater mastery of information, their links and the contexts in which they apply
[19].

In order to achieve meaningful learning, therefore, the motivation to learn actively
is fundamental, and therefore the tools that the student can use in the learning process
are also important.

The algorithm presented in this article is inspired by these considerations and is
proposed as a support tool for the teaching activity of the Theory, Analysis and Com-
position discipline, because, given a melody, it is able to suggest to the student possible
solutions for the bass line, leaving the student to complete the tenor and contralto lines,
taking care not to make any mistakes in the musical grammar. In this way the student
has the possibility to observe (and memorize) how the movements of the melody and
the bass line vary without the interference of other sounds. Each bass line proposed by
the algorithm tries to respect the harmonic functions of the chords, functions taken from
Schenkerian analysis [16] which give a piece of music different intentions depending
on their resolution/concatenation with the preceding chords and they follow.

3 Methodology for Melody Harmonization

This paragraph illustrates the method used by the algorithm to analyze the melody and
propose the sounds of the bass line consistent with the theories described in the previous
paragraphs.

The algorithm takes its cue from an important assumption of the harmonization rules:
a bass sound can be harmonized in different ways in order to obtain a better melodic line
or to avoid errors in musical grammar [14]. This paper does not illustrate the rules of
musical grammar and not even the errors that it asks to avoid in musical harmonization:
in the first place because a manual should be illustrated and there would be the risk of
creating confusion for the reader who is inexperienced in the field of music; secondly,
because the algorithm was designed without presetting any rules of musical grammar,
as its goal is to analyze the melody trend and define the sounds of the bass line (and
subsequently those of the other voices). Therefore, harmonizing a sound means not only
deciding which sounds must compose the chord, but also which sound must be doubled
(see example in Fig. 1). The disposition of the sounds in the 4 voices (harmonization) and
the trend of the melody are two things connected to each other since the first determines
the second and vice versa: in Fig. 3a with the same bass line there is a melody different
while in Fig. 3b with the same melody there is a different bass line, according to the
sounds of the chord, their disposition and their doublings.
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Fig. 3. Example of the relationship between harmonization and melody progression.

Analysis of the Melody
In the previous paragraph it was highlighted that each sound of the melody can belong
to different chords and this can determine a different harmonization: a different degree
of the musical scale and therefore different sounds and doublings.

The model developed for the automatic harmonization of a melody includes a self-
learning phase inwhich the algorithm, through the reading and analysis ofmusical scores
written in the form of a 4-voice choral, defines:

(1) the degrees of the scale for each chord underlying a sound of the melody (see Fig. 4);
(2) the ascending (a) or descending (d) trend between two consecutive sounds of the

melody (see Fig. 4);
(3) the distance (in semitones) between two consecutive sounds of the melody (called

musical interval) (see Fig. 4).

Fig. 4. Analysis of the musical melody.

This type of analysis can be done using the Markov process [20]. From reading
musical scores it is possible to construct a transition matrix

P = (pij) (1)

in which are represented: the probabilities that one degree of the musical scale Xd
resolves on another degree of the musical scale based on the ascending or descending
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movement of the melody and the number of semitones between the various sounds of
the melody:

pij = P(Xd+1 = j | Xd = i) (2)

Figure 5 shows an excerpt of the transition matrix: column 2 and row 2 refer to the
degrees of the musical scale; column 3 and row 3 refer to the number of semitones which
separate the sound of the melody of the first chord (indicated in column 2) and the sound
of the melody of the second chord (indicated in line 2); column 4 and row 4 refer to the
ascending or descending movement of the melody as it moves from one chord to the
next.

Fig. 5. Example of transition matrix derived from the reading of more than 500 chords
concatenation.

Definition of the Bass Line
To define the bass line (which will determine the definition of the sounds of the chord
and their arrangement) it is possible to use the Viterbi algorithm associated with the
transition matrix represented in Fig. 5 [21]. The probability of the most probable path
ending in state k with observation “i” is

pij(i, x) = el(i) maxk (pk(j, x - 1) • pkl) (3)

where “i” represents the probability to observe element “i” in state “l”, “j” represents the
probability of the most probable path ending at position x-1 in state “k” with element
“j”, and pkl represents the probability of the transition from state “l” to state “k”.

The Viterbi algorithm is used to compute the most probable path (as well as its
probability) [22]. It requires knowledge of the parameters of the transition matrix and
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a particular output sequence and it finds the state sequence that is most likely to have
generated that output sequence [23]. It works by finding a maximum over all possible
state sequences [24].

Figure 6 shows an example of trellis diagram. The number of possible states depends
on themusical scores used for the training phase and therefore the possibility of obtaining
a bass line as coherent as possible with the tradition of musical grammar rules is directly
proportional to the number of chord concatenations analyzed.

Fig. 6. Excerpt of the trellis diagram.

4 Results and Evaluation

The model presented in this paper is part of a pilot project which aims to investigate the
effectiveness of the use of technologies in the teaching/learning process. In the specific
case considered in this paper, the research made it possible to develop an algorithm
capable of supporting the student in the study of theory, analysis and composition (or
autonomously harmonizing a melodic line in the form of a 4-voice choral).

The algorithm does not provide any limitation with respect to the dimensions of the
transition matrix, which is automatically dimensioned based on the characteristics of the
music scores used during the algorithm training phase: non-modulating musical scores
have been used (written in the form of chorale for 4 voices) in order to speed up the
procedures for reading and collecting the necessary data (as described in the previous
paragraph).

The algorithm was tested in 3 different steps during the training phase:

1) after reading about 500 concatenations of different chords,
2) after reading about 1000 concatenations of different chords,
3) after reading about 3000 concatenations of different chords.
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The result supplied important information so as to be able to continue with the test.
In particular, in each of the 3 verification steps, some musical melodies were proposed
to the algorithm and it was observed that the bass line musically improved as the cases
analyzed increased (see Fig. 7). In the first step the algorithm failed (for some proposed
melodies) to conclude the bass line: this was determined by the fact that the algorithm
found possibilities of movement of the melody, all with the same probability (derived
from the transition matrix). In the second step (after reading about 1000 concatenations
of different chords), the algorithm was able to finish the bass line even if in some cases
in the last sounds (of the bass line) it proposed chords that did not give a final meaning
to the musical piece. In the last step, the algorithm concluded the bass line satisfying
also the musical cadence aspect.

Fig. 7. Example of the results for the 3 steps.

A second type of test was performed to evaluate the algorithm. In this case, 10
students (including 2 dyslexic students) from the third year of a Music High School
were involved, and they were asked to use the software while carrying out 2 exercises
related to the melody harmonization. To simplify the testing procedures, some fixed test
melodies have been chosen. These melodies were not randomly chosen but needed to be
relatively simple and inmajor key rather thanminor as our training data had substantially
more major key musical pieces.

It was possible to notice that all the students consulted the algorithm to see the
bassline it proposed. Three students then partially modified this bass line while the other
students limited themselves to completing the other voices: they still had to figure out
which type of chord could be inserted, which sounds were missing and which ones could
be doubled. Also in this case, 2 students harmonized some sounds in two different ways,
respecting (without errors) the melody and the bass.
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It is therefore clear that machine learning systems are not born “ready”, with a
predefined and “embedded” knowledge, but this is acquired over time, as new situations,
new documents, data and information are encountered. In this case, if the algorithm
encounters new cases in reading new musical scores the solutions can be greater and
different.

In order to implement themachine learningmechanisms, and therefore the algorithm
begins to “come to life” and to learn automatically according to the preset settings, both
the training phase and the subsequent phase are fundamental (bound to the continuous
availability of new data on which to retrain the model).

5 Discussion and Conclusions

Research in the field of artificial intelligence has begun to investigate the concept of
metacognition [25]: the ability to “learn to learn”, knowing how to abstract from a
specific domain of knowledge strategies for solving certain problems, even in a new and
different context.

In this paper, a method for melody harmonization (mainly for bass line creation) has
been presented: it is a part of a pilot project which aims to investigate the effectiveness
of the use of technologies in the teaching/learning process. It is a method (algorithm)
still under development but the first results have highlighted its potential.

The proposed method allows to obtain a bass line (as a guide for the resolution of a
given exercise) to encourage the student to develop new ideas, apply previous knowledge
anddevelop newskills: increasing his involvement and enriching the learning experience.
The different harmonization proposed by the algorithm or created by individual students
can be analyzed by other students and teachers, thus providing further information to
increase the training dataset and refining the transition matrix, useful to guide the Viterbi
algorithm to provide more successful harmonization.

New tests must be carried out both as regards the autonomy of the algorithm in
harmonizing amelody (through a careful analysis of the proposed results), and as regards
the number of students called to use the software as a support during the harmonization
of a melody. In the latter case it is possible to evaluate the effectiveness of the algorithm
as a teaching tool.

Future work can be directed in two directions. First of all, it is important to extend
the training dataset, increasing the number of chord concatenations read and analyzed
by the algorithm: including more complicated chords such as those of the seventh and
ninth (which offer different possibilities for harmonizing the chords and therefore for
their resolutions and doublings). Secondly, in addition to the task of harmonizing the
melody (or generating the bass line), it would also be interesting to study the generation
of a bass line conditioned by some chords inserted by the user within the melody.

The challenge will be to evolve in two parallel directions: to help students become
stylistically unique and competent, and to understand how to use these new tools to
enhance their creativity and explore new frontiers.
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Abstract. In this paper, we investigate the statistical properties of the CTR mode
of a previously presented block cipher based on thematrix power function. Relying
on the obtained results we propose an improvement of our original idea to achieve
a better mixing of bits. We demonstrate that the modified version of our cipher
satisfies both the avalanche effect and the bit independence criterion. To evaluate
the quality of the obtained results we compare them to the statistical properties
of widely used AES-128 and TDES CTR modes of encryption. Additionally, we
present the preliminary analysis of collisions for the CTR mode of our cipher.

Keywords: CTR mode · symmetric encryption · matrix power function ·
avalanche effect · bit independence criterion

1 Introduction

The increasing amount of information encourages attention to the cryptographic systems
used to avoid data leakage, disclosure of private information, or damage by malicious
adversaries. The ever-growing progress of quantum computers draws the scientific com-
munity closer to the day when the currently widely used cryptographic algorithms will
be broken in a reasonable time. The latest achievement of IBM is the 433-qubit Osprey
quantum computer [1]. In the same paper it is mentioned that IBM plans to develop
a 4000-qubit quantum computer by 2025. Therefore, the development of new crypto-
graphic ciphers resistant to quantum cryptanalysis is becoming increasingly actual every
day.

Our research group studies encryption algorithms and is currently investigating sym-
metric block ciphers based on the so-called matrix power function (MPF), previously
defined in [2]. In our recent papers [3–5] we have proved that these ciphers possess
the perfect secrecy property. The most intuitive definition of a perfectly secure cipher
states that the ciphertext c is statistically independent of the initial message m i.e., the
following identity holds [6]:

Pr[c = c0 |m = m0 ] = Pr[c = c0] (1)

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Lopata et al. (Eds.): ICIST 2023, CCIS 1979, pp. 13–24, 2024.
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where Pr[•] denotes the probability of a random event and c0, m0 are fixed. To put it
simply, any efficient adversary cannot obtain any useful information about the initial
message based on the obtained ciphertext.

For practical implementation, however, the block ciphers are usually used in one of
the operationmodes [6]. In this paper, we consider the counter (CTR)mode of our cipher
since it is currently one of the most widely used modes of encryption. This mode is used
to encrypt large messages by splitting them into blocks of fixed size and is probabilistic
i.e., the same message is encrypted differently every time, provided that the value of the
nonce is chosen randomly.

In this paper, we consider the block cipher previously presented in [7] and investigate
its statistical properties namely the avalanche effect and the bit independence criterion
[8, 9]. The values of these criteria are commonly calculated by considering the avalanche
vector Aei , which describes ciphertext bits change after flipping one bit in the plaintext:

Aei = Enc(k, μ) ⊕ Enc(k, μ ⊕ ei) = [
aei1 a

ei
2 . . . aein

]
, (2)

where the vector ei has all entries equal to 0 except for the i-th one which is equal to 1
whereas the entries aeij ∈ {0, 1} for all j = 1, 2, . . . , n and Enc(k, μ) is the encryption
functionmapping the shared key k and the plaintextμ to the ciphertext generally denoted
by c.

The avalanche criterion is used to evaluate the probability that a randomly chosen
bit of the ciphertext changes its value if the i-th bit of the plaintext is flipped [8]. Using
the vector Aei defined by (2) the avalanche criterion is calculated as follows:

kAVAL(i) = 1

n2n

n∑

j=1

W
(
aeij

)
, (3)

where W
(
aeij

)
is the Hamming weight of aeij . Ideally the avalanche criterion should be

equal to 0.5 indicating that the bits in the ciphertext are flipping randomly each time the
single bit in the plaintext flips.

The bit independence criterion is used to evaluate the correlation coefficient between
the two components of the so-called avalanche vector Aei defined by (2). According to
[9] the bit independence criterion is calculated as follows:

BIC
(
aj, al

) = max
j≤i≤n

∣∣∣corr
(
aeij , aeil

)∣∣∣. (4)

Moreover, the bit independence criterion of the encryption function can be calculated
as follows:

BIC(Enc) = max
l,l �=j

BIC
(
aj, al

)
. (5)

Ideally the bit independence criterion of a statistically secure cipher should tend to
0 indicating that any two bits of the ciphertext act as independent random variables.

However, in practice the near to chaotic flipping of bits can rarely be observed and
hence it makes sense to consider the average of correlation coefficients, which is less
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strict and less sensitive to robust values of corr
(
aeij , aeil

)
i.e.,

BIC(Enc) = 1

n2n
∑

l �=j

BIC
(
aj, al

)
. (6)

These are characteristics that allow us to make assumptions about the resistance of a
cipher to cryptographic attacks. In addition to the above-mentioned characteristics, the
preliminary analysis of possible collisions was also performed. Although research has
shown that sometimes collisions can be found, choosing a sufficient matrix order can
yield a large enough set of possible values to ensure that the total scan cannot be done
in reasonable time.

This paper is organized as follows: in Sect. 2 we briefly revise the mathematical
background of our research; in Sect. 3 we briefly revise the original block cipher and its
application in CTR mode; in Sect. 4 we consider the statistical properties of our cipher,
discuss the obtained results, and compare them with other widely used block ciphers.
Conclusions are presented at the end of the paper.

2 Preliminaries

Our previous research presented in papers [4, 10, 11] was mainly based on the study of
the certain two-sided matrix mapping called MPF. This mapping in the general case acts
on a base matrix Q defined over some multiplicative semigroup S by raising it from the
left and from the right to the matrix powers X and Y defined over the number ring R i.e.

MPFQ(X ,Y ) : R × S × R �→ S (7)

For simplicity we use the following notation for MPF:

(
XQ

)Y = E, (8)

where E is the matrix exponent value.
It can be easily derived that the cardinality of the so-called power ring R depends

on the multiplicative order of the elements of the platform semigroup S. Moreover, the
properties of MPF also depend on the properties of the semigroup S. Assuming that S
is commutative, MPF is associative and hence the order of actions in expression (8) can
be ignored. For this reason, the entries of the exponent matrix E can be calculated as
presented below:

eij =
m∏

k=1

m∏

l=1

q
xik ylj
kl . (9)

However, if S is non-commutative the expression (9) does not hold in general [12].
Hence, we have to define the one-sided MPF in the following way:

XQ = A, aij =
m∏

k=1

qxikkj ; (10)
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QY = B, bij =
m∏

k=1

q
ykj
ik . (11)

We call mappings defined by expressions (10) and (11) the left-sided and the right-
sided MPFs respectively. In our research we use the two-sided MPF to construct a block
cipher if S is a commuting platform group [4, 11]. Otherwise, we have to use one-sided
MPFs due to the lack of property (9) [5, 7].

In this paper, we use a non-commuting platform group generally denoted by M2t

which is defined in the following way [7]:

M2t =
〈
a, b

∣∣∣a2
t−1 = e, b2 = e, ab = ba2

t−2+1
〉
, (12)

where a and b are two non-commuting generators of this group and e is the identity
element. We refer to t as a group-defining parameter, since it determines the cardinality
of the set M2t . In this paper, we consider values of t ≥ 4.

This family of groups was previously considered in papers [13–15] and drew our
attention since it is indecomposable and hence cannot be split into smaller groups of
any kind. We have covered the basic properties of a special case of this group, namely
M16 in our paper [12]. However, we can easily generalize these properties to get the
following expressions for the basic operations in M2t :

(
bβ1aα1

) · (
bβ2aα2

) =
{
bβ1+β2aα1+α2+2t−2

, if α1 is odd and β1 = 1;
bβ1+β2aα1+α2 , otherwise;

(
bβaα

)n =
{
bβnaαn+2t−2	 n

2
, if α1 is odd and β1 = 1;
bβnaαn, otherwise,

where α1,2 ∈ {0, 1, . . . , 2t−2 − 1} and β1,2 ∈ {0, 1}.
Recently we have written several papers [5, 7] introducing the block cipher based on

the one-sidedMPFmappings. In those papers we have considered cipher block chaining
and counter modes of symmetric encryption. Moreover, in [16] we have considered the
statistical properties of a block cipher based on the MPF defined over the multiplicative
Sylow group [3]. The obtained results have shown that the considered cipher meets the
requirements for statistical security for reasonably large values of the main parameters.
Furthermore, we also considered the performance of that cipher in [17]. The results have
shown that for certain values of the main parameters the proposed cipher can surpass
the CBC mode of AES-128.

However, the cardinality of a non-commuting group M2t is a power of two and
hence it makes sense to revisit these properties since we have to consider the effect of
our changes on the statistical security of our cipher.

3 Symmetric Block Cipher

In this section we briefly revise the block cipher defined in [7] and its implementation
in the CTR mode. Firstly, we define the private key of our block cipher as a triplet of
matrices (�, X, Y ). Matrix � is binary i.e., its entries take on values from the set {0,1},
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whereas the entries of matrices X and Y are picked from the set Z2t−1 . In our previous
research, we saw that to restore the original plaintext from a ciphertext we need to restrict
the matrix Y to be a permutation matrix modulo 2 [5]. In some way this restriction is
natural given that the platform group M2t is non-commuting and hence it ensures that
the decryption function correctly recovers the original plaintext.

Let us first assume that we want to encrypt a single block represented in its matrix
form M, where each entry is t bits long. We split this matrix into two parts: a binary
matrixMb which contains the leading bits of each entry of the original matrixM and the
matrix Ma which contains the rest of bits from M. These matrices represent powers of
generators a and b respectively. We now define the following block cipher:

C1 = bMb+� � aMa+X ,

C2 = Y (C1)
Y ,

C = Shiftκ(�(C2)‖�(C2) ) + (�‖X ),

where by bMb+� and aMa+X we denote the entry-wise exponentiation of the generators
a and b to respective power matrices, � denotes the Hadamard product of two matrices,
‖ denotes the entry-wise concatenation, and the mappings � and � output the powers
of generators b and a respectively, i.e.

�(bβaα) = β,

�(bβaα) = α.

At the last step of the algorithm the entries of the matrix �(C2)‖�(C2) Are shifted
by κ bits, where κ is fixed. Hence, denoting the private key (�,X ,Y ) = K , we obtain
the following encryption function:

Enc
( K,M

)
= Shiftκ

(
�

(
Y (C1)

Y
)∥∥
∥�

(
Y (C1)

Y
))

+ (�‖X ).

To shorten the expression, we omitted substituting C1 with its value.
The decryption of the original plaintext is performed by reversing each step of the

encryption algorithm. However, since the CTR mode makes use of encryption function
only (see Fig. 1 for details) we omit the decryption function in this paper. It can be found
in [5]. Moreover, due to this feature of the CTRmode, below we consider the possibility
of discarding the constraint on matrix Y. Notably this cannot be done for the CBCmode,
since it uses both encryption and decryption functions. We think that due to this reason
the overall security of the CTR mode of our block cipher may increase.

One of the notable features of the CTR mode is the notion of nonce – a randomly
generated string of bits. This string can be viewed as a one-time key and cannot be
reused. Also nonce is concatenated with the counter which is used to keep track of the
blocks.

Notably, the last step of the CTR mode resembles the one-time pad technique where
the original message is XORed (denoted by ⊕ in Fig. 1) with a private string of bits
represented in CTR mode by the encrypted concatenation of the nonce and the counter.
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Fig. 1. The general structure of the counter mode of our block cipher.

Furthermore, due to the presented structure of the CTRmode the encryption process
is probabilistic. This fact is beneficial when the security of the encryption is considered
since it plays a major role in protecting the data against active and passive adversaries
[6].

4 Investigation of the Avalanche Effect of Our Cipher

It is important to note that since the encryption function is not applied to the original
message, the statistical properties of our block cipher are considered for the concatenation
of the nonce and the counter.

Notably, the notion of the avalanche effect appears naturally when CTRmode is con-
sidered since the nonce is fixed throughout the encryption process whereas the counter
changes. Hence for, say, the first and the third blocks of the original message the con-
sidered concatenations differ by exactly one bit. Another case of an occurring avalanche
effect is a random flipping of the bit in the nonce when the counter is fixed. This inves-
tigation is important since an active adversary has control of the nonce and hence can
use the obtained ciphertext as a basis of his statistical analysis.

However, for a secure block cipher we can focus on encrypting a single block, since
both the described scenarios are simply special cases of bit flipping. Hence, we vary
the main parameters of our block cipher: the matrix order m and the group-defining
parameter t. These parameters take on integer values from 4 to 7. For each pair we
perform 100 simulations and take the average of the observed avalanche effect. The
obtained results are presented in Table 1:
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Table 1. Avalanche effect of the original block cipher

m = 4 m = 5 m = 6 m = 7

t = 4 0.1123 0.0941 0.0841 0.0733

t = 5 0.1316 0.1141 0.1056 0.0982

t = 6 0.1472 0.1302 0.1238 0.1153

t = 7 0.1523 0.1463 0.1397 0.1343

We can see that the results are far from perfect and hence our cipher requires modifi-
cations from the statistical point of view. Hence relying on these results, we can see that
theMPFmapping by itself cannot ensure bit mixing. Comparing results obtained here to
the ones presented in [16] we see that the avalanche effect was higher for the previously
chosen algebraic structures. However, the block cipher presented here is better from
the point of view of practical implementation since the cardinalities of the algebraic
structures are powers of 2. Furthermore, the block cipher considered here is based on
non-commuting platform group.

Let us first consider the option of eliminating the constraint on the matrix Y. Then
applying the same methodology, we obtained the results presented in Table 2.

Table 2. Avalanche effect of our block cipher after eliminating the constraint on matrix Y.

m = 4 m = 5 m = 6 m = 7

t = 4 0.2311 0.2272 0.2148 0.2160

t = 5 0.2168 0.2207 0.2153 0.2170

t = 6 0.2272 0.2183 0.2199 0.2224

t = 7 0.2202 0.2219 0.2246 0.2218

Even though the results have improved, and hence the applied change was beneficial,
our block cipher still requires modifications to achieve statistical security.

5 Modification of Our Block Cipher

Since the considered cipher was shown to be perfectly secure, to ensure proper mixing
of bits we propose to modify the representation of the plaintext in its matrix form. Such
an approach was chosen since the proof of the perfect secrecy property does not rely on
the way the plaintext is converted into a matrix and hence automatically holds for the
modification, presented here.

Note that in this paper we propose just one of the possible ways to improve the
mixing of bits. Whether it is the optimal way to achieve our goal is not clear. Additional
investigations can be carried out in this area.
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We choose p permutation vectors of sizem2, which define the positions of the chunks
of bits in the matrix representation of the plaintext. For more clarity, let us assume that
we want to encrypt a plaintext μ = μ1‖μ2‖ . . . ‖μ9 Using a 3 × 3 matrix and assume
that v = (

2 1 3 8 4 5 6 9 7
)
. Then we get the following matrix representation of the

considered plaintext:

⎛

⎝
μ2 μ1 μ3

μ8 μ4 μ5

μ6 μ9 μ7

⎞

⎠.

Through experiments we have seen that for our purposes it is enough to choose a
sufficiently small value of p. Optimal values of the avalanche effect were achieved by
choosing p = 5.

The representation for each individual block is chosen depending on the sum of the
input η (see Fig. 1) bits modulo p. Denoting the i-th bit of η by ηi we have:

j ≡
⎛

⎝
m2t∑

i=1

ηi

⎞

⎠ mod p, (13)

where j denotes the index of the selected permutation vj.
Using this modification and the setup discussed in the previous section we have

obtained the results presented in Table 3.

Table 3. Avalanche effect of the modified block cipher

m = 4 m = 5 m = 6 m = 7

t = 4 0.4742 0.4903 0.4987 0.4973

t = 5 0.4865 0.4926 0.4950 0.5001

t = 6 0.4834 0.4950 0.4961 0.4985

t = 7 0.4913 0.4936 0.4983 0.4984

Relying on the obtained results we claim that the avalanche criterion is satisfied.
Furthermore, we have compared these results to AES-128 and TDES. Experimentally
we have calculated the avalanche effect for the AES-128 to be 0.5002, and for the TDES
it equals 0.5004.

Let us now demonstrate an example of an avalanche effect in the CTR mode of our
cipher. We consider a so-called zero message of sufficiently large size and
compare the ciphertexts of the first and third blocks. For simplicity we chose 4 × 4
matrices and a platform group M16 i.e., t = 4. We consider the following matrix forms
of η1 and η2:
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where the red entries are counters and everything else is the nonce. Five random
permutations vj were chosen.

Note that H1 contains 27 ‘ones’ and H2 contains 28 ‘ones’. Since 27 ≡ 2mod 5
and 28 ≡ 3mod 5, the matrix H1 undergoes through transformation v2 whereas H2
undergoes through transformation v3. Then we split off the leading bits of each entry to
obtain powers of a and b. For transformed matrices H1 and H2 we get respectively:

v2(H1)b =

⎛

⎜⎜
⎝

1 0 0 1
1 1 1 0
0 1 0 0
1 1 0 1

⎞

⎟⎟
⎠, v2(H1)a =

⎛

⎜⎜
⎝

0 2 2 0
0 6 3 0
6 5 2 1
2 5 4 6

⎞

⎟⎟
⎠;

v3(H2)b =

⎛

⎜⎜
⎝

1 0 1 0
1 0 1 1
0 1 1 1
1 0 0 0

⎞

⎟⎟
⎠, v3(H2)a =

⎛

⎜⎜
⎝

6 2 0 4
6 2 5 0
2 3 2 0
5 2 6 1

⎞

⎟⎟
⎠.

By executing our 3-step encryption process we get the following bit strings
after concatenating the entries of the obtained matrices Enc((�,X ,Y ), v2(H1)) and
Enc((�,X ,Y ), v3(H2)) respectively:

The avalanche effect for this example is 0.5313.
We also evaluated the bit independence criterion of the modified cipher by applying

two approaches: maximal absolute value of the correlation as presented in (4) and the
average absolute value of correlation for the reasons mentioned in the introduction.

Experimentally we got that the maximal value approach is uninformative since we
have obtained the value ofBICclose to 1 for our block cipher andAES-128. ForTDES the
maximal value was 0.4367, which considering the requirements of BIC is a reasonably
large value.

The average value approach proved to be better for evaluating BIC. Using the same
methodology as previously we have obtained the values of BIC for the modified block
cipher presented in Table 4.

To evaluate the quality of the obtained results we have compared them to AES-128
and TDES by applying the same approach to calculate BIC. The calculations for these
ciphers have shown that the values of BIC are 0.1782 and 0.0993 respectively.

Since the avalanche effect and BIC for the modified version of our block cipher
are relatively close to the ones obtained for other widely used ciphers, we think that
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Table 4. Bit independence criterion of the modified block cipher

m = 4 m = 5 m = 6 m = 7

t = 4 0.1931 0.1748 0.1672 0.1599

t = 5 0.1817 0.1669 0.1606 0.1570

t = 6 0.1801 0.1644 0.1598 0.1531

t = 7 0.1773 0.1648 0.1574 0.1485

the statistical security of our block cipher is at the very least comparable to other high-
quality techniques of encryption. Moreover, even though the TDES cipher has the best
BIC, it has lost the trust of NIST due to possible collisions issue [18].

6 Analysis of the Collisions for Our Cipher

Let us briefly explore the issue of collisions for our block cipher. In other words, we
are interested in determining distinct messages M1 and M2 which satisfy the following
equality:

Enc((�,X ,Y ),M1) = Enc((�,X ,Y ),M2). (14)

It can be shown that if the matrix Y is chosen at random, then the following result
holds:

M − Dec
( K,Enc( K,M )

)
≡ 2t−2U (15)

where K = (�,X ,Y ) is a private key, U is a binary matrix and Dec
( K,C

)
is the algo-

rithmwhich reverses all the steps of the encryption given the ciphertextC = Enc( K,M ).

Note that if Y is a permutation matrix modulo 2, then Dec
( K,C

)
acts as a decryption

function. Otherwise, there is no guarantee thatDec
( K,C

)
correctly restores the original

message.
Hence it makes sense to search for collisions in the set of matrices:

{
M + 2t−2U

∣∣uij ∈ {0, 1}
}

(16)

Since the cardinality of this set is 2m
2
we settle for exploring the case of 4 × 4

matrices. Moreover, since the restriction on the matrix Y can be removed, we considered
two cases:

• the private key matrix Y is invertible;
• the private key matrix Y is singular.

Obviously, there are no collisions if Y is a permutation matrix. However, through
experiments we saw that none of the matrices of the considered set (16) are collisions if
matrix Y is invertible.
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In the case of a singular matrix Y collisions in the considered set were found. The
number of collisions depends on the generated key matrices. As of now extra research is
needed to estimate this dependence. However, since 2m

2 − 1 matrices must be checked,
the total scan becomes infeasible if m ≥ 11. Also note that in the CTR mode the
encryption function acts on the concatenation of the nonce and the counter. Obviously,
the counter changes each time the new block is encrypted. For this reason, the matrix
M in (16) changes as well. This means that the collision analysis has to be performed
separately for each value of η (see Fig. 1).

7 Conclusion

In this paper, we have analyzed the statistical properties of the block cipher based on the
one-sided MPF in the CTR mode. Our results have shown that the avalanche criterion
for our original cipher was not satisfied. We offered one of the possible solutions to
this issue and demonstrated that the statistical properties of the modified scheme have
improved. In the future it makes sense to consider other possibilities and settle on the
optimal solution to the mentioned issue.

Moreover, we compared our results to other widely used algorithms AES-128 and
TDES. The comparison has shown that the statistical properties of our cipher are
relatively close to the other two ciphers standardized by NIST.

Recently TDES has lost the trust of NIST due to the collision problem. The prelimi-
nary analysis of collisions for our case has shown that this issue can be dealt with either
by using invertible matrices, or by increasing the matrix order.

Acknowledgement. This research was funded by the Research Council of Lithuania, activity
“Students research during the summer”, reg. nr. P-SV-22-86, “The security analysis of the block
cipher operating in CTR mode”.
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Abstract. This paper presents a metaheuristic algorithm-based
proportional-integral-derivative (PID) controller tuning method for a 3
degrees of freedom (DoF) robotic manipulator. In particular, the War
Strategy Optimisation Algorithm (WSO) is applied as a metaheuristic
algorithm for PID tuning of the manipulator, and the performance of
the controller is compared with Particle Swarm Optimisation (PSO) and
Grey Wolf Optimisation (GWO) algorithms. According to the simulation
outcomes, the WSO algorithm exhibits superior performance compared
to the other two algorithms with respect to settling time, overshoot, and
steady-state error. The proposed technique provides an effective app-
roach for enhancing the performance of robotic manipulators and can
be extended to other applications that require optimal PID controller
tuning.

Keywords: Metaheuristic Algorithms · PID Controller · Robotic
Manipulator

1 Introduction

1.1 Literature Review

Proportional-integral-derivative (PID) control structures offer straightforward,
reliable, and efficient solutions for the majority of control engineering applica-
tions. According to Ayala et al. [1], PID controllers account for a whopping 95%
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of all controller usage in industrial operations. Accurate tuning of the controller
gains is necessary to maintain the beneficial properties of PID controllers. How-
ever, it was demonstrated by Desborough et al. [6] that approximately 80% of
the existing PID controllers are not operating at peak efficiency, with improper
controller tuning being one of the key contributing factors. Robotic manipula-
tors, which are multi-input multi-output (MIMO) dynamic systems, are highly
nonlinear and exhibit strong coupling. Although PID controllers are commonly
used to control robotic manipulators, conventional tuning techniques that rely
on manual or experimental approaches do not always yield satisfactory results
for such complex systems, as noted in [8].

In situations where a robot’s tasks change frequently or its configuration and
shape are variable (such as in modular robots), traditional manual tuning and
experimental approaches become more challenging. Therefore, an auto-tuning
technique is essential in such scenarios. Auto-tuning techniques that utilise opti-
misation approaches have been increasingly applied to nonlinear systems in
recent years to enhance their performance based on predetermined fitness func-
tions that are relevant to the particular task being performed. This has been
made possible by the significant advancement in computer power. Trajectory
tracking tasks frequently use the integral of the absolute error (IAE) or the
integral of the square error (ISE) as fitness functions.

Optimisation techniques like Particle Swarm Optimisation (PSO) [10] and
Genetic Algorithms (GA) [11] have been utilised in the domain of robotic manip-
ulators to automatically adjust PID controllers. Various studies have also been
conducted to compare the efficacy of different algorithms. For example, in a study
by Kapoor et al. [7], a GA algorithm was compared with a PSO approach and
shown to produce superior tracking accuracy. On the other hand, in a compara-
tive study by Ouyang et al. [15] involving GA, PSO, and Differential Evolution
(DE), it was found that DE outperformed the other two algorithms across sev-
eral performance-measuring functions. However, it should be noted that these
findings were based on simplified simulations of serial robots. In addition to opti-
misation techniques, other methods such as fuzzy logic and neural networks have
also been utilised in the design of PID tuning systems for robotic manipulators.
This is because typical manual or experimental tuning methods may not yield
satisfactory results for highly nonlinear and strongly coupled MIMO dynamic
systems like robotic manipulators [8]. Several studies, including [3,13], and [22],
have developed such systems that transform traditional controllers into adap-
tive ones by allowing the PID gains to adjust their values dynamically based on
real-time measurements of the robot joint positions.

Another method for optimising the PID’s parameters is fuzzy logic. PIDs
are commonly used to control rehabilitation robots, while fuzzy logic is used to
optimise their parameters. Triangular membership functions and various sets of
fuzzy rules are utilised to characterise each parameter of the PID controllers.
When compared to conventional PID controllers, experimental results demon-
strated that fuzzy PIDs deliver better and more effective trajectory-tracking
capability. In [14], another strategy has been suggested: a hybrid PID regu-



Online PID Tuning of a 3-DoF Robotic Arm 27

lator tuning method was created using both the GA methodology and fuzzy
logic. This approach transformed the classic controller into an adaptive con-
troller, which provided the PID gains with changing values based on real-time
measurements of the robot joint positions. In [14], another strategy has been
suggested. Here, a hybrid PID regulator tuning method was created using both
the GA methodology and fuzzy logic. While these techniques have demon-
strated improved performance over traditional methods, there is a clear research
gap in terms of optimising PID controllers for increasingly complex robotic
manipulators.

1.2 Contributions and Paper Organisation

The contribution of the paper are as follows:

1. A 3 degree of freedom (DoF) robotic manipulator is designed in MAT-
LAB/Simulink;

2. a novel War Strategy Optimisation Algorithm (WSO) is used for optimal PID
tuning of the considered robotic manipulator;

3. A comparison is made with PSO and GWO based PID tuners for the pre-
sented robotic manipulator;

4. WSO effectively tunes the PID controller by achieving less cost function value
during tuning.

The remainder of the paper is structured as follows: Sect. 2 presents the pro-
posed methodology, wherein first the robotic arm kinematic model is described,
then the War strategy optimisation algorithm is presented with the PID con-
troller for a 3 DoF robotic manipulator and WSO based PID tuning method
is elaborated. Section 3 of the paper presents the results and discussion, while
Sect. 4 summarises the conclusion of the study.

2 Proposed Methodology

2.1 Robotic Arm

A critical component of the robotic arm control system is the kinematic model
describing the motion and position of the end effector (EE) of a robotic arm
in three-dimensional space. The model typically consists of a set of equations
that describe the relationship between the joint angles and positions of the end-
effector. There are two main types of kinematic models: forward kinematics and
inverse kinematics. To determine a generalized solution for the kinematic model
for the Denavit-Hartenburg parameters are used as a numerical approach to the
problem. The methodology of DH tables stipulate that any serial manipulator
can be described as a kinematic model by specifying four parameters for each
link: ai length of the link, αi twist of the link, di offset of the link, and θi angle
of the joint. With the development of soft-computing methods, researchers have
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focused on alternative solutions of machine learning to devise approaches that
bypass the traditional numerical approaches.

According to the study in [5], the neural network approach demonstrated
superior performance in solving the forward kinematics problem of the HEXA
parallel manipulator. Sanfillipo et al. [17] proposed a flexible control system
architecture and a genetic algorithms that can automatically learn the inverse
kinematic properties of different models. In [9], the authors proposed the use of
neural networks and particle swarm optimization to develop a kinematic model
for hybrid robots with parallel-serial structure, Fig. 1 (a) shows a three revolute
joint robotic manipulator on three linkages that will be used for the purposes of
this study.

Fig. 1. (a) Robotic Manipulator Description (b) Operating Principle of WSO algorithm

2.2 War Strategy Optimisation Algorithm (WSO)

In this section, we develop the mathematical model of the WSO algorithm, as
described in [2]. This is a swarm intelligence algorithm inspired by the strategy
employed by military forces in battles. The Commander and the King both act
as leader on the battlefield. The remainder of the army will follow the King
and Commander’s commands as they march around the battlefield. Based on
their Combating Strength, all troops have an equal chance of becoming King
or Commander at each iteration (Fitness Value). The enemy’s soldier, who is
strong enough to capture the Leaders, may put up a difficult fight against the
King or the Commander. To avoid this, soldiers will follow the Commander and
King’s position in combat as well as their synchronised movement patterns. The
working principle of WOS is shown in Fig. 1 (b).

Attacking Policy: We have developed two plans for a potential war scenario.
In the first plan, each soldier will adjust their position according to the locations
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of the King and Commander. The method of updating positions aims to position
the monarch in the best possible location to launch a successful offensive against
the enemy. The monarch is expected to have the highest level of fitness or assault
force in this plan. When the conflict begins, all soldiers are assigned the same
rank and weight. However, their respective ranks and weights will adjust as the
plan is executed and its effectiveness is evaluated. Effective tactics will lead to
a rise in rank and weight for soldiers, while ineffective strategies will cause their
ranks and weights to decrease.

Xj(t + 1) = Xj(t) + 2 × ρ × (C − K) + (Wj × K − Xj(t)) × rand, (1)

where Xj(t + 1) denotes the next position, Xj the original position, ρ the com-
mander position, K the king position, and Wj the weight. When Wj > 1, the
new location of the agent that is the soldier will be away from the position of
the agent that is the commander because Wj ×K −Xj(t) lies outside the King’s
position. On the other hand, when Wj ≤ 1, the updated location of the soldier
will be between their current position and the King’s position, and it will be
determined by Wj × K − Xj(t).

When compared to the prior scenario, the soldier’s revised position is closer.
If Wj approaches zero, the soldier’s new and better updated position moves
nearer to the position of the commander. This indicates the final part of the war
strategy.

Ranking Update Methodology: The positions of all agents are updated by
taking into account the interplay of ranks of the three pieces in the war i.e.,
King, Commander, and regular soldier. Each soldier’s rank is determined by his
record of success in battle, as determined by Eq. 4, which in turn influences the
weighting factor W . Each soldier’s rank represents how near the soldier is to the
goal. It should be noticed that the weighting factors in other competing algo-
rithms vary linearly, but the weight (Wi) in the present suggested WSO method
exponentially using e as the growth factor. Provided that the new position of the
assault force (Fn) is lesser than the strike force in its prior position, the soldier
then assumes the former stance.

If the new position of the assault force (fitness) (Fn) is smaller from the strike
force (fitness) in the prior position (Fp), the soldier assumes the former stance.

Xj(t + 1) = Xj(t) × Fn ≥ Fp + Rj × Fn ≥ Fp (2)

Provided the soldier agent successfully adjusts the location, the soldier’s
rank/weight Rj will be improved accordingly from the Equation provided as
under:

Rj = (Rj + 1) × Fn ≥ Fp + Rj × Fn ≥ Fp (3)

The current rank/weight determines the next rank/weight based on the fol-
lowing equation:

Wj = Wj × (1 − Rj/Maxj)α (4)
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Defensive Strategy: Unlike the first plan, the second strategic position update
considers the location of the key players in the war namely the King, Comman-
der, and a random soldier chosen from the army, while maintaining a constant
ranking and weighting of the soldiers.

Xj(t + 1) = Xj(t) + 2 × ρ × (K − Xj(t)rand) + rand × Wj(C − Xj(t)) (5)

Since it includes the position of a random soldier, this combat strategy exam-
ines a larger search space than the preceding method. Soldiers take significant
steps and update their position when Wj is high. Wj troops take modest moves
while updating the position for small values of Wj .

Replacement of Weak Soldier: To identify weak soldiers in each iteration,
various replacement strategies were attempted. One simple approach involved
using a random soldier from the army population to replace the weakest soldier,
as shown in Eq. 6.

Xj(t + 1) = BoundLower + rand × (BoundUpper − BoundLower) (6)

The second technique involves moving the weak soldier to a location close
to the middle of the army population in the conflict zone, using Eq. 7 described
below. This technique improves the convergence factor of the algorithm.

Xj(t + 1) = −(1 − rand) × (Xj(t) − median(Xj)) + K (7)

2.3 PID Controller for Robotic Manipulator

A PID (Proportional-Integral-Derivative) controller is a common control algo-
rithm used in many applications. A feedback controller uses the error between
the desired setpoint and the actual process variable to adjust the control sig-
nal [12]. The PID controller comprises three components: the proportional term,
the integral term, and the derivative term. The mathematical equation of a PID
controller is given by:

u(t) = Kpe(t) + Ki

∫ t

0

e(τ)dτ + Kd
de(t)
dt

, (8)

where the control signal u(t) in a feedback control system is calculated based
on the error signal e(t), which is the difference between the desired setpoint and
the actual process variable. The values of the proportional gain Kp, integral gain
Ki, and derivative gain Kd are used to determine the behaviour of the system.

The proportional term provides an immediate response to the error, while
the integral term sums up the past errors to eliminate the steady-state error.
The derivative term anticipates the future error by calculating the rate of change
of the error. The PID controller combines these three terms to achieve a stable
and accurate control of the system. The tuning of the PID gains is critical to
achieve the desired performance, and various methods can be used to determine
the optimal gains.



Online PID Tuning of a 3-DoF Robotic Arm 31

PID controllers are widely used in robotic manipulators to achieve precise
and stable control of the joint angles and velocities [21]. A PID controller can
be designed to track the desired trajectory of the end-effector or to maintain a
specific configuration of the manipulator [18,19]. The proportional term of a PID
controller provides the immediate response to the error in the joint position or
velocity, while the integral term eliminates the steady-state error caused by exter-
nal disturbances or system uncertainties. The derivative term in a PID controller
can enhance the system’s response speed and mitigate overshoot and oscillations.
The tuning of the PID gains for robotic manipulators can be challenging due to
the complex dynamics and nonlinearities of the system, and various optimization
techniques can be used to determine the optimal gains.

2.4 WSO Based PID Tuning

Metaheuristic optimisation algorithms are popular techniques for tuning the PID
gains in robotic manipulators due to their ability to search the large parameter
space and find the optimal solution efficiently [23]. These algorithms utilise a
heuristic approach to search for the optimal solution by iteratively enhancing
the candidate solutions based on the fitness function which is a measure towards
the performance of the system, and in the case of PID tuning, it is typically
defined as a combination of the tracking error and the control effort. One such
cost function is the Integrated Time Error Absolute (ITEA) index, which is given
by [16]:

ITEA =
∫ T

0

|e(t)|dt + α

∫ T

0

|u(t)|dt, (9)

where e(t) is the tracking error, u(t) is the control signal, T is the simulation
time, and α is a weighting factor that balances the tracking error and the control
effort. The ITEA index measures the cumulative error and control effort over
the entire simulation time, and the optimisation algorithm seeks to minimise
this index by adjusting the PID gains. The effectiveness of tuning the PID gains
using metaheuristic optimisation algorithms has been demonstrated in various
studies, and these techniques have been shown to provide improved performance
compared to traditional methods of PID tuning. In this study, the WSO is used
for tuning of PID gains for robotic manipulator. Figure 2 shows the detailed
overview of proposed technique. Table 1 shows the parameters for tuning of PID
using metaheuristic techniques.

3 Results and Discussion

3.1 Simulation Model

The simulation setup consists of a 3 DoF robotic manipulator designed in MAT-
LAB/Simulink, controlled by a PID controller tuned using a metaheuristic opti-
misation algorithm implemented in MATLAB. The cost function for the opti-
misation algorithm is the ITEA (Integrated Time Error Absolute) index, which
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Fig. 2. WSO based PID tuning of Robotic manipulator in MATLAB/Simulink

Table 1. Simulation Parameters for Metaheuristic Algorithms based PID Tuning

Technique Parameter Values

PSO Max Iterations 50

Population Size 10

C1 0.25

C2 Text follows 0.1

W 0.6

GWO Max Iterations 50

Population Size 10

a 2–0

WSO Max Iterations 50

Population Size 10

φr 0.5

Table 2. Comparative analysis of cost reduced during training by the proposed algo-
rithms

Technique Joint 1 Joint 2 Joint 3

PSO 0.0013 0.0027 0.3081

GWO 0.0012 0.0025 0.2667

WSO 0.00006 0.0007 0.1106
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Fig. 3. 3-DoF Simulation model with PID control in MATLAB/Simulink

measures the performance of the system in terms of the tracking error and the
control effort. The simulation setup is shown in Fig. 3. This simulation setup
aims at achieving precise and efficient control of the robotic manipulator by
optimising the PID controller gains through the metaheuristic algorithm. The
results obtained from this simulation can be used to validate the proposed con-
trol strategy’s effectiveness and provide insights for the design and optimisation
of robotic manipulators in various applications.

3.2 PID Tuning Error Comparison

In this section of the paper, the authors have compared three different opti-
misation algorithms, namely PSO [20], GWO [4] and WSO for the purpose of
tuning the PID control of a robotic manipulator. The aim of this study was to
determine which of the three algorithms would result in the best performance
in terms of the cost function and the number of iterations required to achieve a
satisfactory result. The cost function used in this study was the Integral Time
Absolute Error (ITAE) between the reference trajectory and the actual trajec-
tory of the robotic manipulator. According to the findings of the research, the
WSO algorithm demonstrated superior performance compared to the two algo-
rithms namely; PSO and GWO in terms of achieving the best cost and the
number of iterations necessary to attain that cost. The best cost versus iteration
graphs presented in the paper clearly show that the WSO algorithm consistently
outperforms the other two algorithms, with the PSO algorithm performing the
worst. The minimisation of cost function by PSO, GWO and WSO is shown
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in Fig. 4. As shown in Table 2 of the paper, the WSO algorithm attained the
lowest cost values of 0.00006, 0.0007, and 0.1106 for joint 1, 2, 3, respectively.
On the other hand, the GWO algorithm achieved cost values of 0.0012, 0.0025,
and 0.2667 for joint 1, 2, 3, respectively. The PSO algorithm achieved a cost of
0.0013, 0.0027, and 0.3081 for joint 1, 2, 3 respectively. This indicates that the
WSO algorithm is the most effective algorithm for tuning the PID controller of
a robotic manipulator, in terms of both the cost and the number of iterations
required to achieve that cost. The PID gains tunned by PSO, GWO and WSO
are shown in Table 3.

Fig. 4. Best Cost vs Iterations in Tuning of (a) Joint 1 (b) Joint 2 (c) Joint 3

Table 3. Optimised Values of PID Parameters by Algorithms

Technique Joint Kp Ki Kd

PSO 1 1.504 0.7577 0.0017

2 2.411 0.3922 –0.0023

3 1.868 0.6555 0.0039

GWO 1 1.725 0.1712 –0.0025

2 2.473 0.7060 0.0070

3 1.129 0.0318 0.0017

WSO 1 1.654 0.2769 –0.00063

2 2.674 0.0462 0.0026

3 0.485 0.0971 0.0016
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Fig. 5. Step Response Comparison of (a) Joint 1 (b) Joint 2 (c) Joint 3

3.3 Step Response Comparison

In this section of the paper, the authors have compared the step response of
all three joints of a robotic manipulator controlled by PID controllers tuned
using three different optimisation algorithms, PSO, GWO, and WSO. The step
response refers to the duration it takes for a system to react to an abrupt change
in input. In this study, the step response of all three joints of the robotic manip-
ulator was measured and compared for each of the three algorithms. The com-
parison of the step response is shown in Fig. 5.

The results of the study indicate that the WSO algorithm produces the best
step response for all three joints of the robotic manipulator. The step response
plots presented in the paper clearly show that the WSO-tuned PID controller
produces a faster response with less overshoot compared to the PSO and GWO-
tuned controllers. The PSO-tuned controller shows some oscillations and over-
shoots, especially in the second and third joints of the robotic manipulator. The
GWO-tuned controller shows less overshoot compared to the PSO-tuned con-
troller, but the response is slower. In contrast, the WSO-tuned PID controller
produces a faster and smoother step response with minimal overshoot for all
three joints of the robotic manipulator.
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4 Conclusion

This paper presents a successful application of War Strategy Optimisation Algo-
rithm (WSO) for tuning the PID controller of a three-degree-of-freedom robotic
manipulator designed in MATLAB. The results demonstrate that WSO algo-
rithm is more effective in optimising the PID controller parameters compared to
Particle Swarm Optimisation (PSO) and Grey Wolf Optimisation (GWO) algo-
rithms. The optimised controller demonstrated improved performance of the
robotic manipulator, as evidenced by a faster settling time, reduced overshoot,
and steady-state error. The proposed model provides an efficient and effective
approach for enhancing the performance of robotic manipulators, and it can be
extended to other applications that require optimal PID controller tuning.
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Abstract. Cryptocurrency price prediction and investment is a popular
and relevant area of business nowadays. It involves analyzing historical
data to forecast future trends and movements in asset prices. Bitcoin
has gained significant prominence in the worldwide financial market as
an investment asset. However, the high volatility of its price has attracted
considerable attention from researchers and investors alike, leading to a
growing interest in understanding the factors that drive its movement.
This paper builds upon a research and conducts an empirical approach
into the time-series data of a diverse range of exogenous and endoge-
nous variables. Specifically, in this paper, the closing prices of Bitcoin,
Ethereum and the daily volume of Bitcoin-related tweets are examined.
For forecasting closing Bitcoin price based on the above mentioned pre-
dictors, bidirectional long-short term memory (BiLSTM) network tuned
by hybrid adaptive reptile search algorithm is proposed. The analysis cov-
ers a three-year period from January 2020 to August 2022 and employs
a three-fold split of the data to train, validation, and testing datasets.
The best generated model by algorithm introduced in this manuscript
is compared to other BiLSTM networks tuned by other cutting-edge
metaheuristics and achieved results revealed that the method introduced
in this research outperformed all other competitors regarding standard
regression metrics.

Keywords: Cryptocurrency price forecasting · Bitcoin, neural
networks · bidirectional long short-term memory · metaheuristic
optimization · reptile search algorithm

1 Introduction

Financial time series prediction is a process that utilizes statistical or machine
learning methods to evaluate historical financial data and forecast future finan-
cial trends, including stock prices, exchange rates, or commodity prices [30]. The
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primary goal is development of the model that could learn from patterns and
trends in the past performance of a financial asset and leverage this knowledge
to make predictions about its future performance. Such predictions can be used
to support investment decisions, risk management strategies, or financial policy
decisions [4]. To achieve accurate predictions, financial time series models usu-
ally consider several variables such as historical price and volume data, economic
indicators, news articles, and other external factors that may influence the price
of the asset being analyzed.

In comparison, cryptocurrency price prediction and investment is more pop-
ular and relevant area of business nowadays. It involves analyzing historical data
to forecast future trends and movements in asset prices. The primary difference
between traditional financial assets and cryptocurrencies is the fact that the
crypto is a relatively new and volatile asset class, with prices that can be influ-
enced by a wide range of factors, including technological innovations, regulatory
changes, and social media sentiment including Twitter feeds [16,21].

Although the research presented within this manuscript uses only the number
of tweets as the predictor, due to its importance, the sentiment analysis of tweets
to establish its influence on the crypto prices should be mentioned. Sentiment
analysis can be conducted using natural language processing (NLP) techniques,
which entail analyzing the language used in tweets to establish their sentiment
[5]. Machine learning algorithms can then be trained on this sentiment data to
make predictions about cryptocurrency prices.

Mohapatra et al. [23] used KryptoOracle trading platform to predict cryp-
tocurrency price based on Twitter sentiment analysis. Park and Lee [24]
employed social network analysis to the Twitter profiles related to cryptocur-
rencies and found that networking strategies of cryptocurrencies affected their
credit scores. Aslam et al. [5] performed sentiment analysis using tweets related
to cryptocurrencies to predict their market prices and found that machine learn-
ing models can be helpful in this process.

Additionally, while comparing financial and cryptocurrency prices, the avail-
ability and quality of data may differ. For example, cryptocurrency data is often
limited to a few years, whereas data on more established financial assets may
span several decades. Consequently, different techniques and models may be more
effective for predicting cryptocurrency prices compared to traditional financial
assets. Sentiment analysis of social media may be more useful for predicting
cryptocurrency prices, which can lead to more suitable accumulated parameters
for proposed models, whereas economic indicators and historical price data may
be more effective for predicting the prices of traditional financial assets [25].
Overall, while there are similarities between financial time series prediction and
cryptocurrency price prediction, the unique characteristics of cryptocurrencies
may require different approaches and models.

In recent years, Bitcoin has gained significant prominence in the worldwide
financial market as an investment asset [21]. However, the high volatility of its
price has attracted considerable attention from researchers and investors alike,
leading to a growing interest in understanding the factors that drive its move-
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ment. This paper builds upon a research and conducts an empirical approach
into the time-series data of a diverse range of exogenous and endogenous vari-
ables. Specifically, in this paper, the closing prices of Bitcoin, Ethereum and
the daily volume of Bitcoin-related tweets are examined. The analysis covers a
three-year period from January 2020 to August 2022 and employs a three-fold
split of the data into train, validation, and testing datasets.

This manuscript suggest Bidirectional Long Short-Term Memory (BiLSTM)
structure to execute multivariate Bitcoin price prediction. As it is the case with
other neural networks, the important requirement is to determine the appropri-
ate values of the model’s hyperparameters for each individual prediction prob-
lem. Metaheuristics algorithms have proven to be powerful stochastic optimizers,
and this approach was used in this research as well. Moreover, a novel improved
variant of the powerful recent reptile search algorithm (RSA) [1] that deals with
the limitations of the basic variant was proposed, and later employed to deter-
mine the hyperparameters of the BiLSTM network for the Bitcoin price forecast-
ing task. The BiLSTM control parameters that were subjected to the optimiza-
tion were learning rate, training epochs, dropout rate, count of hidden layers,
and cells’ count in the hidden layers.

The structure of the manuscript has been separated to following sections:
Sect. 2 provides the background of BiLSTM and metaheuristic optimization,
along with the literature survey. Afterwards, in Sect. 3, the original reptile
search algorithm and the hybrid adaptive version are explained. Following these
Sections, Sect. 4 presents the overall experimental concept, the optimization
challenge and the outcomes compared with other methods for Bitcoin price
prediction.

2 Background

The following section of the paper begins with descriptions of BiLSTM and meta-
heuristic optimization (focusing on nature-inspired algorithms), considering that
these models and their utilization are crucial in this research for cryptocurrency
price prediction optimization problem. Afterwards, literature survey of research
involving this topic is shown.

2.1 Bidirectional Long Short-Term Memory Network

BiLSTM represents a sort of recurrent neural network (RNN) devised to better
capture dependencies between the past and future inputs in sequential data.
Comparing with traditional RNNs, BiLSTMs process input sequences in both
directions, from the beginning to the end (known as forward pass) and from the
end to the beginning (known as backward pass), allowing the network to capture
both dependencies and give the optimal result.

A single BiLSTM cell is formed as a combination of a forward LSTM cell
and a backward LSTM cell, with their outputs concatenated at each time and in
each step. LSTM cells can be defined as a type of RNN cell that are designated
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to address the vanishing gradient problem, happening during train process of
deep neural networks. The LSTM cell contains an internal state that allows it
to selectively “forget” or “remember” information over time, which is important
when processing long sequences of data while predicting the output. By pro-
cessing input sequences in both directions, a BiLSTM is able to capture more
complex patterns and dependencies in the data compared to a traditional RNN
or a unidirectional LSTM.

The network consists of multiple LSTM units, each of which has a cell state,
an input gate, a forget gate, and an output gate. Equation (1) represents the
forward LSTM unit:

−→
h t = σ(

−→
W ixt +

−→
V i

−→
h t−1 +

−→
b ) (1)

where
−→
h t depicts the hidden state at time step t for the forward LSTM, xt

denotes the input vector at time step t,
−→
W i and

−→
V i are the weight matrices for the

input and the hidden state of the forward LSTM, respectively, and
−→
b is learnable

parameter that allows the model to shift the output of the activation function
up or down. The parameter

−→
b is added to the input of the activation function of

the forward and backward LSTMs, respectively. The σ function represents the
sigma activation function.

Equation (2) represents the backward LSTM unit:

←−
h t = σ(

←−
W ixt +

←−
V iht+1 +

←−
b ) (2)

where
←−
h t depicts the hidden state at time step t for the backward LSTM,

←−
W i and←−

V i are the weight matrices for the input and the hidden state of the backward
LSTM, respectively, and

←−
b is added to the input of the activation function of

the forward and backward LSTMs, respectively.
Equation (3) represents the output layer of the BiLSTM model:

yt = σ(U [
−→
h t;

←−
h t] + c) (3)

where yt denotes the predicted output at time step t, U is the weight matrix
for the output layer, [

−→
h t;

←−
h t] denotes the merging of the forward and backward

hidden states at time step t, and c for the output layer. Parameter c allows the
output of the network to be shifted up or down along the y-axis, which can
be useful for adjusting the output of the network to better match the target
values. The value of c is learned during the training process along with the
other parameters of the network. The output layer employs the sigma activation
function to produce the predicted output value.

BiLSTM neural network can be used for time series prediction, including
cryptocurrency price prediction, taking into consideration historical price data
and other relevant variables, such as trading volume, social media sentiment, and
economic indicators, which can be used as input to the network [27]. The network
can then be trained on this data using a supervised learning approach or adding a
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modification method, where the goal is to predict future price movements based
on past data.

During training, the network can learn to identify patterns and trends in the
input sequence that are relevant for predicting future prices. Once the network is
trained, it can be used to make predictions about future price movements based
on new input data.

It’s worth mentioning that the effectiveness of a BiLSTM network for cryp-
tocurrency price prediction depends of the quality and relevance of the infor-
mation fed to the inputs, as well as the specific architecture and parameters of
the network, and can be modified and enhanced with other methods [13]. Addi-
tionally, like any prediction model, the accuracy of the forecasts depends of the
unpredictability of the cryptocurrency market.

2.2 Metaheuristic Optimization

In the fields of computer science and mathematical optimization, metaheuristics
present high-level procedures or heuristics that are designed to identify, gener-
ate, adjust, or to choose partial search algorithms that could potentially offer
satisfactory solutions to optimization problems. These methods are particularly
useful for tackling problems that have incomplete or imperfect information or
when computational resources are limited. Metaheuristics are applicable to var-
ious problems since they offer a way to explore a limited set of solutions that
would otherwise be too vast to examine fully, without relying on many assump-
tions about the problem being solved.

Swarm intelligence algorithms (SI), belong in the category of nature-inspired
metaheuristics. They model the swarm bearings depicted by decentralized,
self-organizing systems, either natural or artificial. SI draws inspiration from
the cooperative behavior and intelligence found in biological systems like ant
colonies, bird flocks, animal herds etc. In their structure, the significant aspect
involves a concept of a population of simple units that perform local interac-
tion with each other as well as surrounding area, resulting in emergent global
behavior that appears “intelligent”.

Swarm intelligence algorithms have gained popularity in recent years for solv-
ing complex optimization problems, including NP-hard problems. Examples of
swarm intelligence methods devised from nature include the artificial bee colony
[20], firefly algorithm [31], while others can be incorporated with mathematical
concepts, such as the sine cosine algorithm [22] and the arithmetic optimization
algorithm [2]. The hybridization and enhancement of other methods also aims to
find the best performance in finding optimal or suboptimal solution for the spe-
cific problem. However, experimentation is crucial because no singular method
works best in all situations.

Swarm intelligence approaches have been successful in different practical
areas such as medical and healthcare applications [26], optimizing energy prob-
lems and localization of the sensor nodes in wireless sensor networks [6,9], solv-
ing problems in cloud computing [10,12] as well as resolving issues and problems
regarding the COVID-19 pandemic [32,33].
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Other swarm intellgence algorithms that surfaced recently include the Harris
hawks optimizer (HHO) [14], as well as the particle swarm optimizer (PSO) [29],
reptile search algorithm (RSA) [1]. These algorithms have been successful in
tackling problems in security [17], finance [11,18] as well as medicine [19,26].

In the context of cryptocurrency price prediction, swarm intelligence can be
used to aggregate the opinions of multiple traders or investors to make more accu-
rate predictions. One approach is to create a prediction market, where traders
can buy and sell contracts that represent the future price of a cryptocurrency
[28]. The collective behavior of traders in the market can then be used for pre-
dicting the future prices trend of the cryptocurrency.

Another approach for using swarm intelligence is to create a model that aggre-
gates the opinions of multiple experts or analysts. This model can be trained
using historical data and the opinions of the experts, and can then be used to
make predictions about future price movements which is also an inspiration for
our research.

In terms of using swarm intelligence in conjunction with the BiLSTM struc-
ture for cryptocurrency price forecasting, the BiLSTM network can be used
to process and analyze historical data, while the swarm intelligence model can
aggregate the opinions of multiple experts or traders, or even Twitter input [15].
The output of the BiLSTM network and the swarm intelligence model can be
utilized using an ensemble approach, where the predictions of both models are
combined to generate a final prediction. This can help in reduction of the effect
of individual prediction errors and improve the overall prediction accuracy, while
comapring to other models with the same data ranging sets.

Empirical studies have demonstrated that this combined approach can
improve the prediction accuracy of bitcoin prices in comparison to using either
method alone, which can be seen in the experimental part of this paper. How-
ever, there are not many papers in literature that combine these methods, but
the combination of metaheuristics with BiLSTM, LSTM structures were imple-
mented in various time-series tasks such as forecasting gold price predictions [3],
energy load forecasting [8], pollution prediction [7], oil price prediction [18] etc.

3 Methods

The baseline RSA metaheuristic algorithm is presented in this chapter, followed
by the hybrid adaprive RSA version, developed to enhance and overcome the
limitations, while combining with BiLSTM neural network for Bitcoin price pre-
diction problem.

3.1 Original Reptile Search Algorithm

Reptile Search Algorithm (RSA), created by Abualigah et al. [1], is a swarm
intelligence method inspirited by predatory hunting behavior of Crocodiles.
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Survival instinct of Crocodiles can be characterized in two steps: the process of
encircling and the process of hunting. Encircling is a form of distinctive twofold
walking and being aware of surroundings, while hunting is a precise coordinated
action while tackling the prey. These actions are utilized in exploitation and
exploration phases of RSA algorithm.

By populating a matrix X with stochastic solutions xi,j in the optimiza-
tion initialization phase, Eq. (4), defines i as index of a solution, j denotes its
momentary location, N is the count of candidate individuals, while n signifies
the dimension size of a specific challenge:

X =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

x1,1 · · · x1,j x1,n−1 x1,n

x2,1 · · · x2,j · · · x2,n

· · · · · · xi,j · · · · · ·
...

...
...

...
...

xN−1,1 · · · xN−1,j · · · xN−1,n

xN,1 · · · xN,j xN,n−1 xN,n

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(4)

The following Eq. (5) randomly generates these solutions. In this Equation,
rand is a random number in the range [0,1], LB denotes the lower boundary,
and UB presents the upper boundary of the problem.

xij = rand × (UB − LB) + LB, j = 1, 2, . . . , n (5)

With encircling and hunting, the search process can be incorporated into four
behavioral strategies to emphasize the importance of exploration and exploita-
tion. Two walking techniques are used during exploration: elevated walking and
stomach walking. The primary goal of this phase is to broaden the search field
in order to support the second phase of the hunt. The elevated walking strategy
executed when t ≤ T

4 , while the stomach walking behavior is determined by
t > T

4 and t ≤ 2T
4 .

Equation (6) presents the position updating for the exploration phase:

x(i,j)(t + 1) =
{

Bestj(t) × −η(i,j)(t) × β − R(i,j)(t) × rand, t ≤ T
4

Best j(t) × x(r1,j) × ES(t) × rand, t > T
4 and t ≤ 2T

4

(6)

η(i,j) = Bestj(t) × P(i,j) (7)

where Bestj is the current best solution at location j, t denotes the current
iteration, and T is the maximum number of iterations. The hunting operator
η(i,j) as presented in Eq. (7,) is defined by Bestj the current best solution at
location j and P(i,j), where P(i,j) presents the percentage difference between the
jth position of te current solution and the jth position of the best calculated solu-
tion, with the sensitive sensitive parameter β positioned at value 0.1 significantly
important for precision process in the exploration.



Multivariate Bitcoin Price Prediction 45

Following the Eq. (7) the search area is narrowed down by employing a
reduction function, presented in Eq. (8):

R(i,j) =
Bestj(t) − x(r1,j)

Bestj(t) + ε
(8)

where r1 is a random number in the range [1, N], xr1,j presents the ith’s solution
random location, while ε denotes small value.

The calculation of the probability ratio ES(t) is represented in Eq. (9) with
randomly decreasing values between –2 to 2 as iterations progress:

ES(t) = 2 × r2 ×
(

1 − 1
T

)
(9)

where r2 signifies a random number in the range [–1, 1].

P(i,j) = α +
x(i,j) − M (xi)

Bestj(t) × (
UB(j) − LB(j)

)
+ ε

(10)

Equation (10) calculates the percentage difference of the corresponding loca-
tions of the current and best-obtained solution:
where α as the sensitive parameter is determined to 0.1, which controls the
fluctuation between potential solutions for the hunting cooperation. The cor-
responding upper and lower bound of the jth location are given as UB(j) and
LB(j). The M(xi) is the average ith solution calculated as in Eq. (11):

M (xi) =
1
n

n∑
j=1

x(i,j) (11)

The exploitation phase of the RSA is defined by hunting coordination (when
t ≤ 3T

4 and t > T
2 ) and hunting cooperation (when t ≤ T and t > 3T

4 ) given in
Eq. (12):

x(i,j)(t + 1) =
{

Best j(t) × P(i,j)(t) × rand, t ≤ 3T
4 and t > T

2

Best j(t) − η(i,j)(t) × ε − R(i,j)(t) × rand, t ≤ T and t > 3T
4

(12)
where Bestj(t) presents the jth position in the best solution that is obtained
thus far, ε a small value, while η(i,j), R(i,j) and P(i,j) can be referenced in Eq.
(7), Eq. (8) and Eq. (10).

3.2 Hybrid Adaptive RSA (HARSA)

Although the original RSA is recognized as a suitable optimization technique, it
has certain limitations like other metaheuristics depending on a type of problem
during the implementation. Research on benchmark functions has demonstrated
that while RSA is adept at exploring the search space, it is deficient in exploiting
the search space during subsequent iterations, when it should be focusing on
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narrowing down the search. In contrast, the firefly algorithm ([31]) is well-known
for its robust exploitation capabilities, and it can be effective when tackling time-
series problem like cryptocurrency price prediction

Within this manuscript, a hybrid adaptive RSA approach is presented to
overcome a limitation of the original RSA algorithm by combining its explo-
ration capabilities with the exploitation strengths of the firefly algorithm. Ini-
tially, solutions are updated through the RSA search equation (Eq. (6)). As the
algorithm progresses and favorable areas of the search domain are discovered,
the firefly search equation (Eq. (13)) is employed to enhance exploitation:

Xt+1
i = Xt

i + β0 · e−γr2
i,j (Xt

j − Xt
i ) + αt(κ − 0.5) (13)

where the randomization factor in the equation is denoted by α, κ is a value
chosen from a Gaussian distribution. The distance among individuals i and j
has been defined as ri,j .

Along with the FA enhanced exploitation, in this hybrid adaptive method,
two new control parameters are being introduced. The first is the varying search
vs parameter, which enables the combined search mode when the number of
iterations surpasses vs.

Another control variable is the search mode sm, which decides whether RSA
or FA search is executed for each individual solution based on an arbitrary num-
ber rnd generated for each individual. The sm parameter is gradually reduced
over the iterations, shifting the focus towards more fine-tuned FA search as the
algorithm converges. The initial value of sm was set to 0.8 and reduced using
Eq. (14) based on empirical analysis.

smt = smt−1 − (smt−1/10) (14)

The pseudo-code of HARSA is provided in Algorithm 1.

4 Experiments and Comparative Analysis

4.1 Simulation Setup

This research employed an empirical approach to compare various swarm intelli-
gence algorithms in order to identify satisfying BiLSTM parameters for Bitcoin
price prediction. The dataset used for this analysis included Bitcoin Close, num-
ber of Bitcoin Tweets, and Ethereum Close features, spanning from January 1,
2020 to August 31, 2022. The dataset is divided into training, validation and
testing by using 70%/10%/20% split rule, as it is shown in Fig. 1.

The algorithms that are compared in this study are the original RSA,
HARSA, particle swarm optimization (PSO), firefly algorithm (FA) and chimp
optimization algorithm (ChOA) that were all employed for BiLSTM tuning with
the same experimental setup. The MAE, MSE, RMSE, and R2 metrics have
been utilized to evaluate the outcomes.
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Algorithm 1. Pseudo-code of the HARSA metaheuristics
Produce a random starting population of N solutions
Initialize RSA control variables α, β, etc.
Initialize sm = 0.8 and vs = 3
while (t < T ) do

for Every solution X in the population do
if t < vs then

Execute RSA search, according to the procedure given in Alghorithm (1).
else

Generate random value rnd.
if rnd > sm then

Execute FA search, according to the Eq. (13).
else

Execute RSA search, according to the procedure given in Algorithm (1).
end if

end if
end for
Update parameters’ of algorithm.
Update candidate solutions’ positions.
Update sm according to (14)
t = t + 1

end while
return Best discovered solution

Fig. 1. BTC price dataset with data split visualization

Each assessed generated BiLSTM architecture by metaheuristics has the
assigned role of three-step ahead predicting. The BiLSTM control parame-
ters that were optimized accompanied by their respective limits are as follows:
[0.0001, 0.01] for the learning rate, [300, 600] for the count of training epochs,
[0.05, 0.2] regarding dropout rate, [1, 2] regarding the hidden layer boundaries,
and [100, 200] with respect to the count of cells within the hidden layers.

For improving the efficiency of BiLSTM networks, metaheuristic algorithms
were run in 8 iterations using a population of 5 search agents. To account for
the inherent volatility of these algorithms, 30 separate runs were conducted due
to their significant processing requirements.

4.2 Results and Discussion

The scores of the overall fitness function (MSE) for each metaheuristic, averaged
across 30 separate executions, are presented in Table 1.
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Table 2 yields a detailed statistics of the metrics of the top-performing BiL-
STM architecture established for a 3-step ahead prediction, following diagram
in Fig. 2 where BiLSTM-HARSA 3-steps ahead best forecast is presented. Addi-
tionally, Table 3 shows the parameter choices generated by each metaheuristic.

Table 1. Overall fitness function scores of each individual algorithm.

Method Best Worst Mean Median Std Var

BiLSTM-HARSA 0.001001 0.001040 0.001024 0.001027 1.48E-05 2.19E-10

BiLSTM-RSA 0.001007 0.001085 0.001044 0.001039 2.82E-05 7.97E-10

BiLSTM-PSO 0.001031 0.001042 0.001038 0.001041 4.86E-06 2.36E-11

BiLSTM-FA 0.001024 0.001026 0.001025 0.001025 8.49E-07 7.21E-13

BiLSTM-ChOA 0.001023 0.001040 0.001034 0.001035 6.50E-06 4.23E-11

Table 1 shows the overall metrics for each of the observed models. The pro-
posed HARSA method has achieved the best and mean results, in front of the
original RSA, PSO. The FA on the fourth place has shown promising results in
the median,std and var performance metrics, where ChOA has stable but not
significant results.

Fig. 2. BTC price BiLSTM-HARSA 3-steps ahead best forecast

Table 2 presents the metrics of the top-performance BiLSTM structure for 3
steps ahead where best metrics are shown in bold font. As in previous analysis
the proposed HARSA has the best results in R2 indicator and MSE in one step
ahead where original RSA methods has shown great results in three step ahead
for R2, MAE, MSE and RMSE,but the overall results are significantly better
in overall results for hybrid adaptive RSA while comparing with RSA, PSO, FA
and ChOA metaheuristics.
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Table 2. Metrics of the top-performing BiLSTM architectures for 3 steps ahead.

Error indicator BiLSTM-HARSA BiLSTM-RSA BiLSTM-PSO BiLSTM-FA BiLSTM-ChOA

One-step ahead R2 0.952755 0.952164 0.950038 0.951471 0.951329

MAE 0.023165 0.022976 0.023760 0.023166 0.022977

MSE 0.000979 0.000991 0.001035 0.001006 0.001008

RMSE 0.031288 0.031483 0.032175 0.031710 0.031757

Two-step ahead R2 0.952347 0.951537 0.951295 0.950706 0.950623

MAE 0.023483 0.023290 0.023557 0.023250 0.023334

MSE 0.000987 0.001004 0.001009 0.001021 0.001023

RMSE 0.031423 0.031688 0.031768 0.031959 0.031986

Three-step ahead R2 0.950010 0.950529 0.949447 0.949529 0.949895

MAE 0.024192 0.023636 0.024088 0.023781 0.023684

MSE 0.001036 0.001025 0.001047 0.001046 0.001038

RMSE 0.032184 0.032016 0.032365 0.032338 0.032221

Overall Results R2 0.951704 0.951410 0.950260 0.950569 0.950616

MAE 0.023613 0.023301 0.023802 0.023399 0.023332

MSE 0.001001 0.001007 0.001031 0.001024 0.001023

RMSE 0.031634 0.031730 0.032103 0.032003 0.031988

Hyperparameters’ values for the best obtained BiLSTM model by each meta-
heuristics are shown in Table 3. One interesting remark to note is that all meth-
ods generated BiLSTM structure with 2 layers.

Fig. 3. Swarm diagrams, fitness function and indicator convergence

Table 3. Selection of control parameters for metaheuristic algorithms.

Method L1 NN LR Epochs DR No.lay L2 NN

BiLSTM-HARSA 200 0.010000 375 0.128817 2 133

BiLSTM-RSA 140 0.008358 500 0.161122 2 192

BiLSTM-PSO 200 0.010000 600 0.099543 2 180

BiLSTM-FA 200 0.010000 545 0.200000 2 200

BiLSTM-ChOA 116 0.006496 591 0.160379 2 117
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Fig. 4. BTC price R2 box plot and violin plot diagrams

The best predicted values attained by the introduced HARSA method are
depicted in Fig. 2. Swarm and violin diagrams of the fitness function and indica-
tor (R2) rates for time-series bitcoin price prediction, accompanied by the con-
vergence diagrams of all methods implemented for this optimization problem,
are depicted within Fig. 3 and Fig. 4 to highlight the improvements contributed
to the introduced approach’s convergence rates. The proposed hybrid adaptive
metaheuristic outscores the baseline method regarding the convergence rates.

5 Conclusion

The research presented herein suggested a novel approach to the Bitcoin price
forecasting. First, a novel variant of the powerful RSA metaheuristics was devised
aiming to compensate the known imperfections of the elementary version of the
algorithm by hybridization with FA metaheuristics. The derived algorithm was
named HARSA and later employed as the component of the machine learning
system, where it was assigned the task to tune the hyperparameters of the BiL-
STM network for the particular Bitcoin price prediction dataset.

The proposed BiLSTM model was tested to perform one-step, two-step and
three-step ahead forecasts of the Bitcoin price, and the experimental outcomes
were collated to the scores attained by four powerful contending metaheuris-
tics methods. The overall results have shown the supremacy of the proposed
BiLSTM-HARSA method, allowing the conclusion that the suggested method is
suitable to perform time-series predictions.

The future work in this area will be focusing on evaluating the suggested
model to supplementary real-world datasets, and also on testing other meta-
heuristics’ performance in tuning different neural network models.
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Abstract. Malware poses a significant global cybersecurity challenge,
targeting individuals, businesses, institutions, and nations by compromis-
ing sensitive information and causing disruptions, incurring substantial
costs. Android devices, with relatively lower security measures allowing
installations from unknown sources, face notable malware prevalence,
creating opportunities for cybercriminals to engage in illicit activities. To
address this issue, numerous research studies have focused on harness-
ing the power of artificial intelligence (AI) to develop effective solutions.
Notably, research utilizing the CICMalDroid2020 dataset has achieved
promising results by employing Deep Learning and Machine Learning
approaches for Android malware detection. However, to the best of
our knowledge, no prior studies utilizing this dataset have explored the
potential of the Extra-Tree Machine Learning classifier.

In our research, we endeavored to fill this gap by implementing
the Extra Tree classifier in conjunction with cross-validation tech-
niques. Additionally, we employed the SelectFrom-Model feature selec-
tion method to enhance the accuracy of malware detection. Through
our investigation, we found that the ExtraTree classifier exhibited good
performances, achieving an accuracy rate of 96.7%.

Keywords: Machine Learning · Malware · ExtraTree · Cross
validation · Artificial intelligence

1 Introduction

In February 2023, a U.S. government agency experienced a cyberattack by the
ransomware known as “Hook,” compromising sensitive files and disrupting its
operations [1]. Another concerning incident involved the emergence of a danger-
ous Android malware called “Hook,” capable of remote device control and steal-
ing banking login information from around 467 applications [2]. Additionally,
the first quarter of 2023 witnessed a surge in crypto jacking attacks, targeting
cell phones to mine cryptocurrencies [3].

Supported by the New Brunswick Innovation Foundation.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Lopata et al. (Eds.): ICIST 2023, CCIS 1979, pp. 53–67, 2024.
https://doi.org/10.1007/978-3-031-48981-5_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48981-5_5&domain=pdf
http://orcid.org/0000-0003-4972-4299
https://doi.org/10.1007/978-3-031-48981-5_5


54 R. K. Masele and F. Khennou

Malware employs various techniques to disguise itself and evade detection,
including anti-debugging, obfuscation, packing, polymorphism, and metamor-
phism [9]. Specifically, crypto ransomware utilizes polymorphism and metamor-
phism to change its behavior and structure, making it highly challenging to
detect [9]. This evasion approach allows the malware to remain undetected by
security measures. Static analysis extracts characteristics that include permis-
sions, API calls, Java code and network permissions, activities, etc [10,11]. This
process does not include the execution of the malware samples [12]. Dynamic
analysis focuses on understanding and revealing malware behavior and extract-
ing attribute information related to it. Malware samples are carefully studied
and decomposed to understand their activities. This is done in a special envi-
ronment where their behavior is uncovered [14,15]. The result of this analysis
provides attributes such as System calls, CPU usage, file system operations,
registry key changes, etc., which are descriptive of the activity of the studied
malware [11,12]. It is possible to combine the two previous methods, resulting
in a hybrid method that combines the advantages of both [11,12].

To deal with this phenomenon, several research have already been conducted
to find a solution using AI. Research using the CICMalDroid2020 dataset with
Deep Learning and Machine Learning approaches for malware detection on
Android has proven successful. To the best of our knowledge, no research using
the same databases has used the Extra-Tree Machine Learning classifier. There-
fore, in our research, we used Extra Tree with cross-validation, as well as Select-
FromModel feature selection method for malware detection. Extra Tree is a
DT-based ensemble learning method. It is also known for its ability to handle
overfitting and the use of averaging improves the model performance [].

Our research contribution encompasses several key aspects. Firstly, we have
devised an efficient and straightforward method that yields high accuracy in the
context of malware detection. Specifically, we employed the Extra Tree classifier
in conjunction with cross-validation techniques, leveraging the CIC2020 dataset.
Additionally, we explored the efficacy of the Extra Tree classifier when combined
with the SelectFromModel feature selection method. Furthermore, we conducted
extensive experimentation with the Bagging algorithm, employing various clas-
sifiers.

To address the issue of imbalanced datasets, we applied the Synthetic Minor-
ity Over-sampling Technique (SMOTE), which effectively increases the represen-
tation of malware samples and subsequently enhances accuracy. Our investiga-
tion encompassed the training and evaluation of a diverse range of Machine
Learning techniques, enabling a comprehensive comparison of their respective
results. Furthermore, we conducted a comparative analysis, benchmarking our
findings against previous studies. The remaining sections of this paper are orga-
nized into five main parts, namely the introduction, related work, ML algorithms,
proposed method, and conclusion. Through these sections, we aim to provide a
comprehensive overview of our research methodology, results, and concluding
remarks.
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2 Related Works

In this section, we delve into the extensive body of research and articles that
revolve around the implementation of machine learning and deep learning for
malware detection. Our focus lies specifically on the renowned CICMal-droid2020
dataset, which has served as a cornerstone for numerous studies in this domain.
Furthermore, the authors have employed a combination of dynamic and static
analysis techniques to enhance the effectiveness of malware detection. These
approaches provide a comprehensive understanding of malware behavior and
enable robust identification and mitigation strategies.

The authors [15] performed a classification problem by merging two datasets,
including CICMaldroid2020 (8750 Android samples) and CIC-InvesAndMal2019
(250 ransomware samples). The dataset used was large and contained a total of
9000 malware. Their goal was to perform two classification tasks. One is for
malware and the other for ransomware. To do this, they used the APK tool,
manifest analyzer, and ML algorithm to analyze, extract, and select features.
A total of 140 permission features are obtained for the classification task. The
best result was obtained with the Meta-Multiclass (KNN and RF) classifier with
95/% accuracy for malware classification. For ransomware classification, they
achieved 80/% accuracy with an ensemble approach (RF, SMOTE, and Genetic
Algorithms to fit the model). To classify the malware (1422 adware, 2506 banking
and 4821 SMS malware), the authors used the Meta-Multiclass classifier (KNN
and RF). The classification was performed using the DT algorithm. The result
was underfitting with an accuracy of 60%. Therefore, they solved this situation
using three different approaches. SMOTE was used to balance and augment the
data set. To adjust the parameters to find the best parameter with the genetic
algorithm . Finally, the RF performed the classification. This resulted in an
accuracy of 80/%.

They [16] created a new CICMalDroid2020 dataset of size 17,341. They used
the copperdroid tool to analyze and extract the dynamic and static features.
After analysis, the size of the dataset used is 11,598. The dynamic features also
include system calls and composite behavior. All the characteristics were resized
to 470 and normalized (l2). They then trained a pseudo-label deep neural network
(7-layer PLDNN) on a 70–30% ratio dataset for training and testing. The results
showed an accuracy of 96.7, F1 score of 97.84, and an FPR of 2.76. They used
many hidden layers to learn deep features and increase the accuracy. They also
got good results (91% F1-score) with 1% of labeled data in the training set.
They achieved 97.84 of F1-score with 10% of labelled data in the training set.
They obtained a good, robust, and stable model which performs well with less
labeled data.

The aim of this paper [17] is to classify malware using a combination of text
and images features. This article uses two datasets: the CICMalDroid 2020(size
17,341) and CIC-InvesAndMal2019(426 malware and 5065 benign). The authors
also employed 2 types of features: images and texts. They first used the BERT
model to process the network byte stream and extract the textual features. They
then extracted, labeled, and then described the textual features. To do this, they
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used tools such as the Features from Accelerated Segment Test (FAST) extractor
and the Binary Robust Independent Elementary Features (BERT) descriptor.
They employed the voting classifier which involves 5 ml algorithms (GNB, SVM,
DT, LR, RFL) to train the two datasets. The classification accuracy is 99.16% for
the CIC-InvesAndMal2019 dataset and 98.8 for the CICMalDroid 2020 dataset.

Table 1. Related Works.

Authors Data Source Analysis Method Features Accuracy

[15] CICMaldroid2020,

CICInvesAndMal2019

Static MetaMulticlass(KNN

and RF)

Text:140 permissions 95

[16] CICMaldroid2020 Dynamic PLDNN(7layer-

neurones)

System calls, binders,

compositebehaviors

96.7

[17] CICMaldroid2020,

CICInvesAndMal2019

Static VC(GNB, SVM,

DT,LR,RF)

Image and Text 99.16

[18] CIC-AndMaldroid2017,

CICAndMalDroid2020

Static GA-StakingMB(SVM,

KNN, LGBM,

CatBoost, and RF)

Text and Image:

Permission, API,

Dalvik, Intent,

Hardware

98.45

[19] CICMalDroid2020 Dynamic

Static

PLSAE 40 Features 98.3

[20] CIC-AndMaldroid2017,

CICMalDroid2020

static VGG16 NA 97.81

[13] Debrin,

CICMalDroid2020

Static CNN Permission 92 and 94.6

[4] CICMalDroid2020 Static DesNet121 Not mentionned 96.4

[6] Debrin,

CICMalDroid2020,

AndroidMalgenome

Dynamic

Static

GTB 261 Features 96.3

This work [18] presents a detection method based on feature selection and
a Machine Learning stacking model. They considered two datasets named CIC-
AndMal2017 and CICMalDroid2020. Using static analysis, the malware code is
decompiled to extract features that were then digitized. Chi-square and Info-
Gain are used to select important features. Then, they use the staking model to
train the first and second layers of ML algorithms. Then, they applied Genetic
Algorithm (GA) on the staking model for hyperparameter optimization. They
achieved an accuracy of 98.45 on the CIC-AndMal2017 dataset and 98.66 on
CICMalDroid2020.

The authors [20] implemented a framework using CNN and VGG16 to detect
malware. They used APK files of benign and malicious software and converted
them into RGB images. The dataset used consists of 957 malware samples and
647 benign software samples. The performance of the CNN was 93.43 accuracy
and 93.42 F1. They also used VGG16, a transfer learning method, to train the
RGB images. The best result is obtained with VGG16, with 97.81 accuracy and
97.78 F1 score.

This work [13] aims at classifying android files using Static analysis, CNN
and the network-based fuzzy inference system (ANFIS). They used two datasets:
Drebrin (5,560 malware: 179 different malware families) and CICMalDroid2020
(17,34 samples: 5 different categories). After analysis, they used both datasets
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containing: Debrin (250 malware and 250 benign) and CICMalDroid 2020 (250
malware and 250 benign). They reverse engineered the APK files.

This paper [4] aims at identifying malware using CNN-transfer learning using
grayscale images. APK files are converted into images. The CICMaldroid2020
used contained 10,878 balanced malicious and benign samples. The ratio of the
data set split includes validation (5%), train (90%) and test (5%). Then feature
selection was performed with CNN helped to obtain a subset of features. The
CNNs used includes the RMSprop as optimizer, max-pooling and 37,975,105.
parameters, fully connected layers, etc. They trained and tested a bunch of trans-
fer learning approaches. DeseNet121 obtained the best accuracy with 96.4%.

In this section, we compare different approaches using the CICMALdroid2020
dataset for malware detection. VC [18] achieved the highest accuracy (98.8%)
by employing text and images as features. Their approach utilized the FAST
extractor and BERT descriptor, extracting 400 essential features. To address
class imbalance, SMOTE was used for dataset augmentation. Training with VC’s
majority voting technique contributed to their outstanding performance. Table 1
provides an overview of the techniques and results obtained. Using the ExtraTree
(ET) classifier and cross-validation, we addressed the malware problem, seeking
better generalization on new data. Through a for loop with 10 to 19 folds, we
compared training-test splitting and cross-validation, achieving 96.7% accuracy
with 16 folds, a satisfactory result for our straightforward approach.

3 Machine Learning Algorithms

3.1 K-Nest Neighbour(KNN)

K-Nest Neighbour is a simple classification algorithm. This Machine learning
approach takes into account the distance of each class from the training data to
give a result. It considers the class with the most data points or the class with K
data points closest to the training data as the majority and predicts it. Thus, K
represents the number of nearest input vectors belonging to a class label, which
are closest, taken as the predicted class. It is easier to define the parameter K,
but the cross-validation procedure is reliable to find the optimal value of K.
However, knn requires more memory usage and its computation time is higher.
K-Nest Neighbour (K-NN) is not a good choice for large data sets, moreover it
gives a bad result if a data set is not evenly distributed. [10,21–23,33,34]

Using distances such as Euclidean distance, hamming distance, Minkowsky
distance, cosine similarity, etc., we can determine which category the nearest k
belongs to. As a result, the Euclidean distance between two points of data can
be represented by the following equation:

d(p, q) =
√

(p1 − q1)
2 + · · · + (pn − qn)2 (1)
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In addition, the Hamming distances (HD) are a measure of how many letters,
symbols separate similar strings.It is describe by the following formula where q
and p represent the 2 symbols words that separates two words:

HD(Q,P) =
m∑

i=1

Qi ⊕ Pi (2)

3.2 Decision Tree (DT)

Decision Tree supervised ML algorithm. It uses a data set to grow trees based
on certain criteria. During the splitting process, the features are analyzed and
evaluated. The evaluation is done based on the same criteria such as “information
gain ratio”. In DT, the splitting process is recursive. When the “information
gain ratio” is high, a node is split, and stops when the “information gain ratio”
is lower. DT involves a pruning procedure that removes nodes that are not
needed. This solves over fitting by reducing the complexity of the algorithm.
Each decision path affects the outcome of a prediction. It is possible to select
variables in decision trees through Entropy, Information Gain and Gini index
[18,23,24]. Here is the formula to calculate the entropy of the target variable T:

E(T ) = Σ − Pi log Pi (3)

Info-Gain Is used as feature selection to process datasets to reduce entropy
[18]. The calculation of the “information gain” is as follows:

Gain(T,X) = E(T ) − E(T,X) (4)

where E(T) represent the entropy of the dataset T
E (T, X) represents the entropy of a feature X.

3.3 Random Forest (RF)

Random Forest (RF), a popular ML algorithm using the bagging procedure with
multiple decision trees, performs well in situations like noisy, small, and imbal-
anced data. While RF is a simple, flexible approach using divide and conquer,
it lacks full control over its behavior. The algorithm constructs a decision tree
forest randomly based on specific criteria, without involving pruning. At each
iteration, a tree is built, and the final result is obtained through majority voting
[23,25–27].

Let define t(X) as a Decision Tree model. Several DT represent a Random
Forest. Let P be the Model parameter. So, t(X) = t(X—P) represents a Decision
Tree model.

The Random Forest model will be represented as an ensemble of Decision
Trees defines as:

R = t(X1), t(X2), t(X3), t(X4) (5)
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3.4 Extra Tree (ET)

Extra tree is a meta estimator which used Decision Trees as base learner. Con-
sequently, it is used for classification and regression. In ExtaTree, the Decision
Trees are random, which allows to obtain a good accuracy. Each decision path
affects the outcome of a prediction. There is a threshold assigned to each fea-
ture that is selected at random. In comparison to Random Forest, it’s faster and
enhances randomness. The result is an average of all the randomized decision
trees. Averaging improves the performance of the model. In addition to manag-
ing overfitting, it also minimizes the variance. All the datasets contribute to the
growth of the trees. It is possible to select variables in decision trees through
Entropy, Information Gain and Gini index. In order to reduce impurities, the
Gini index is calculated. Gini index is nn alternative way to split a decision tree.
The Gini index analyzes a data set to identify impurities. The Gini index of an
attribute must be smaller [22,25,28,29].

gini(D) = 1 −
m∑

i=1

pi
2 (6)

The number of classes in the target variable is indicated by m. Pi represents
the likelihood/ probability that a sample belongs to a particular output.

3.5 Ensemble Learning

In ensemble learning, different Machine Learning models are assembled to
improve the final result of the classifiers. This approach performs well in multi-
class problems. Among several ensemble learning approaches, we used the Vot-
ing Classifier, Gradient Tree Boosting, Adaboost and Bagging algorithms in this
paper [30].

3.6 Voting Classifier

(VC) trains all classifiers with the same data set. The results produced by each
classifier are merged into one final output. In our case, we used the KNN, RF,
ExtraTree and DT models to build the voting classifier.

3.7 Bagging

Using a bagging method, each classifier is trained separately on a portion of the
data set selected at random. In RF, the decision tree forest is constructed ran-
domly choosing a portion of dataset based on certain criteria. The RF classifier
is therefore a bagging classifier [31].
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3.8 Boosting

The boosting algorithm is a machine learning algorithm that aims to build a
robust and efficient final classifier. The final classifier is the result of training
several weak candidates one by one in a consecutive manner. Weak candidates
are trained one by one in a sequential method to produce the final classifier. We
used two boosting algorithms: Gradient Tree Boosting and Adaboost [10].

3.9 Gradient Tree Boosting

Gradient tree boosting is an ensemble model, a ML aglo which generally provide
good prediction for classification and regression problem. It’s a meta-estimator
using DT as base learners as well can accept additive ML model. Each model
in the GB series aims to minimize mistakes made in the predecessor. In this
technique, weak learners are added to minimize the loss function. This is achieved
by gradient descent [32]. The following equation the negative gradient gt(x):

gt(x) = Ey

(
∂ϕ

δf(x)
y·f(x) | x

)

f(x)=ft−1(x)

(7)

Here the least-squares minimization is one of the function to study the Gra-
dient tree boosting:

ρt, θt = arg min
ρ,θ

N∑
i=1

(−gt(x) + ρh (xi, θ))
2 (8)

In the following equation, L represents the loss function and gamma is the
predicted value. F0(x) is the calculation of the optimal value for each region of
the tree.

F0(x) = arg min
γ

n∑
i=1

L (yi, γ) (9)

In the following equation, L represent the log-likelihood loss function to be
minimized.

L =
1
n

n∑
i=0

(yi − γi)
2 (10)

4 Methodology

4.1 Metrics

Metrics are used in measuring the performance of a Machine Learning algorithm.
Therefore, using the F1, precision (P), recall (R), and accuracy (ACC); we could
verify the performance of the different models used in this paper. Precision True
positives are divided by predicted positives to calculate precision. In other word,
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precision represent the predictions which were correct out of all the positive
predictions. The term True Positive (TP) refers to a malicious file that has been
detected as malicious. The False Positive (FP) refers to a benign sample that is
detected as malware.

P = TP/(TP + FP ) (11)

Recall
A measure of the number of true positive samples that were identified. In

other words, recall is A successful identification of positive samples. The term
True Negative (TN) refers to a benign sample that is detected as benign. False
Negative (FN) refers to a malicious file that is detected as benign. Recall is also
referred to as the true positive rate.

R = TP/(TP + FN) (12)

Accuracy
The accuracy of a data set can only be computed when the data set is bal-

anced. The accuracy of a model is calculated on the basis of the frequency of
correct predictions. We calculate the accuracy of the different ML models after
balancing the dataset with SMOTE.

A = (TP + TN)/TotalPredictions (13)

F1-score
An average of precision and recall. F1-score is usually employed when the

data set is imbalanced.

F1 = 2 ∗ (precision ∗ recall)/(precision + recall) (14)

4.2 Dataset

We obtained the CICMalDroid2020 dataset from the Canadian Cybersecurity
Institute, comprising 139 features extracted from 11,598 APKs. The dataset
contains system call frequencies and was checked for missing values, dupli-
cates, and outliers. It consists of 5 unbalanced classes: Adware (1,253), Banking
(2,100), SMS malware (3,904), Riskware (2,546), and Benign (1,795). To address
the imbalance, we applied SMOTE, generating synthetic samples by consider-
ing distances between minority and neighboring category samples, resulting in
improved representation.

4.3 Machine Learning Algorithms

Several Machine Learning algorithms (RF, DT, KNN, VC and ET) were tested
on the dataset. First, we used the Machine Learning techniques alone, with-
out SMOTE and without feature selection. Second, we applied the SMOTE
technique to the dataset and trained and tested the models. Finally, we com-
bined the Machine Learning algorithms with SelectFromModel feature selection
approaches on a balanced data set. Figure 1. Machine Learning Methods
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Fig. 1. Proposed Methodology.

Ensemble methods such as bagging was also tested as meta-classifier. The
purpose of cross-validation (CV), which is a resampling approach, is to obtain
results about the behavior of models across different folds. Cross-validation (CV),
which is a resampling approach, provides results on the behavior of models on
different folds tested. Cross-validation divides the data set into n folds. With
a ratio of n-1 training samples and 1 validation sample. The classifiers run in
a loop of n-1 times selecting a new subset of the dataset at each iteration. In
this work, we run a for loop between 10 and 15, defined as the number cv. We
selected the number cv that gives the best result. Feature selection selects the
important and significant features that somehow increase the performance of
the classifiers. We applied SelectFromModel feature selection approach. We use
SMOTE to augment and obtain a balanced data set. RF, DT, KNN, VC, and
ExtraTree are the main machine learning methods used in this study.

4.4 Experiments and Results

First, we train different ML algorithms, namely RF, KNN, ExtraTree, DT, and
GT. The dataset used contains 11,598 APKs samples. The split ratio of the
dataset was 80% for training and 20% for the test set. We used Anaconda3 with
Jupiter notebook version 6.4.3 as the development environment. The result of
this first experiment is described in the Table 2. The evaluation was performed
using the accuracy, recall, F1, and precision. The results in Table 2 show that
the ExtraTree classifier performs best.
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Table 2. Machine Learning Classifiers.

Classifier Recall Accuracy Precision F1

RF 90.7 92 89.9 90.2

ET 91.5 93 91.3 91.3

KNN 82.1 85.3 82 81.9

DT 87.5 89.9 87.5 87.5

VC 86.6 88 89 87.5

To improve results, in a second step we use the SMOTE algorithm which
improves the classification performance. The data set was increased from 11,598
to 19520 samples. We kept the same training-test ratio of 80 and 20%. Our
results with the same algorithms are shown in Table 3. These results are good
compared to the previous results. All classifiers improved their performance,
with ExtraTree once again coming out on top. Followed by RF and DT.

Table 3. Machine Learning Classifiers with SMOTE.

Classifier Recall Accuracy Precision F1

RF 95.5 95.5 95.5 95.5

ET 96 96 96 96

KNN 91.5 91.5 91.5 91.5

DT 92.4 92.4 92.4 92.4

VC 93.9 93.9 94 93.9

At this point, we applied the CV approach, which is well known for providing
insight into how new data sets affect the behavior of a model. We run a for loop
to calculate the best number of CVs for each algorithm. Our for loop goes from 2
to 15 folds. The results obtained are shown in Table 4. All classifiers generalized
quite well, with ExtraTree once again coming out on top in all the metrics.

Then we applied SelectFomModel features selections algorithm. When deter-
mining if a feature is significant, SelectFomModel compares the threshold value
to the weight. This algorithm choosed important feature for each trained model.
The result obtained (Table 5) show that there is not much change compared with
the result in Table 3.
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Table 4. Machine Learning Classifiers with CV and SMOTE.

Classifier Recall Accuracy Precision F1 Folds

RF 95.2 95.2 95.2 95.1 10

ET 96.7 96.7 96.7 96.7 29

KNN 93.4 93.4 93.5 93.4 14

DT 92.4 92.4 92.3 92.2 12

VC 94 94.1 94.4 94.2 11

Table 5. Machine Learning Classifiers with SelectFromModel and SMOTE.

Classifier Recall Accuracy Precision F1

RF 95.6 95.6 95.7 95.6

ET 95.9 95.9 95.9 95.8

DT 92.1 92.1 92 92

Bagging algorithm allow to train many estimators, or base models. Bagging
can increase the performance of a model. It reduces the variance of a model.
So, we further used bagging algorithm on the augmented dataset. The result of
bagging is given in Table 6. The result has been slightly reduces compared to
the result on Table 3 and 4.

Table 6. Machine Learning Classifiers with Bagging and SMOTE.

Classifier Recall Accuracy Precision F1

RF 95.2 95.2 95.2 95.2

ET 95.7 95.7 95.8 95.7

KNN 82.1 85.5 82.6 82.3

DT 91.5 92.9 91.3 91.4

We find that the use of the SMOTE approach has impacted the performance
of the classifier shown in Table 2. The increase in the data set from 11,598 to
19520 is quite significant. This raises the overall performance of the models. The
cross-validation gives an accurate result of the classifiers. This shows that the
models can generalize in Table 3. Bagging and selectFromModel did not affect
the results at all. Although bagging is an accurate technique that reduces the
variance, it can introduce a bias in the model. Extratree performs well over
all the different methods. It is also a robust and stable algorithm that is not
influenced by certain features. Random Forest has the advantage to perform
well on noisy and imbalanced dataset. However, the behavior of the RF cannot
be fully controlled. Our best result is obtained with ExtraTree used with Cross
validation which got 96.7 on all the metrics.
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In comparison with other papers, our methods can also be considered among
those that have performed well. We used a simple and straightforward method
that relies on tabular data and ET classifier which uses the Averaging of random-
ized DT to improve the performance of the model . Some papers required text
data set, other images, while some mixed the advantages of text and images data
which had an impact on the developed frameworks. Our method uses only text
data and still performs well. According to the needs of different research authors,
optimization techniques, feature selection, oversampling (SMOTE) method and,
or hyperparameter adjustment have built powerful frameworks that boost the
performance of ML techniques. Deep Learning methods, including transfer learn-
ing and Cconvolutional Neural Network, which are capable of learning from many
deep features and extracting them for a proper generalization. To capture the
features that distinguish malware from benign files, static analysis, dynamic
analysis or hybrid analysis have been employed. With dynamic or hybrid analy-
sis, new sophisticated malware is likely to be captured to overcome attacks such
as zero-day. Our approach does not use dynamic or hybrid analysis and therefore
cannot capture advanced malware. It can therefore be enhanced with dynamic
or hybrid methods to deal with different aspects of a malware.

5 Conclusion

Our approach leverages machine learning techniques to accurately differentiate
between malware and benign files. In the field of Android malware detection,
extensive research has explored multiple methods, including Meta-Multiclass,
CNN, GA-StackingMD, GTB, transfer learning, and semi-supervised algorithms.
Among these classifiers, the ExtraTree classifier achieved an impressive 96.7%
accuracy when combined with 29-fold cross-validation. Despite its simplicity, our
method effectively identifies malware amidst benign samples. Further improve-
ments can be implemented to tackle the intricate nature of sophisticated malware
and capture its diverse behaviors.
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Dovilė Kuizinienė(B), Paulius Savickas, and Tomas Krilavičius
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Abstract. Financial statements are typical financial distress identifi-
cation data for the enterprise. However, nowadays, the valuable data
source characterizing enterprise could be expanded, including data from
legal events, macro, industry, government register center, etc. This data
creates valuable information, which could lead to more accurate finan-
cial distress classification model creation. On the other hand, the new
data source involvement expands the dimensional space of features and
increases the data sparsity. In order to reduce dimensions and have max-
imum information retention from the initial data space is used feature
extraction techniques. This study uses an autoencoder as a nonlinear fea-
ture extraction method. Moreover, we compared several structure com-
position strategies for autoencoders: 1) all data compress; 2) union of
the several autoencoders (i.e. data compress of each data type sepa-
rately and the union of these separate autoencoders). After implement-
ing different autoencoder strategies, eight machine-learning models for
financial distress classification were used. The results demonstrated that
features retrieved from the union data source strategy outperform the
features extracted all at once. These findings create a novelty of autoen-
coder usage as a feature extraction technique for financial distress key
feature’s identification and better financial distress issue classification.

Keywords: Autoencoder · Feature extraction · Bankruptcy ·
Financial distress

1 Introduction

Financial distress significantly negatively impacts creditors, employees, manage-
ment, shareholders, and other interested parties. As a result, many stakehold-
ers, including rating agencies, investors, financial institutions, management, and
shareholders, have long been particularly interested in the topic of detecting
enterprise failure. To ensure the stability of the financial markets, financial insti-
tutions can identify early warning signals with the aid of an accurate and effective
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Lopata et al. (Eds.): ICIST 2023, CCIS 1979, pp. 71–86, 2024.
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Financial Distress Prediction (FDP) model, which also enables enterprise man-
agers to make operational decisions [22]. The financial distress or bankruptcy
prediction topic is widely explored in the financial and informatics fields, cre-
ating one of the fintech branches. For machine learning experts, this topic is
interesting due to case scenarios implementation when algorithms have to deal
with complex problems: dimensionality, outbalance, and different types of data.

According to the “curse of dimensionality”, the cost of a machine-learning
system increases exponentially with the number of dimensions [12]. A new fea-
ture (dimension) increases the sparsity of the data, which leads to difficulties
in achieving better model results [11]. In scientific literature is a tendency to
combine various other indicators with the financial data to improve the model
results: macroeconomic [3,5], sector [3], boards [7], legal [1], etc. However, it
is essential to apply the dimensionality reduction techniques, divided into fea-
ture selection and extraction, to construct realistic financial distress models. The
main advantage of feature extraction is to maximize the kept information, while
feature selection uses a narrow subset from the original data set.

This study for financial distress classification uses an autoencoder as a non-
linear feature extraction technique. Lithuanian business data has been gathered,
and new features are produced. A data collection with 972 distinct features in
total has been developed. This article’s main novelty is using different autoen-
coder’s structure composition strategies, with merged or separated data sources,
to determine the optimal set of features for financial distress classification.

The rest of this paper is structured as follows: Sect. 2 reviews financial distress
and autoencoder’s related topic’s literature, Sect. 3 presents the data and its
preparation steps, the methodology part is presented in Sect. 4, the research
results and main findings are presented in Sects. 5 and 6.

2 Review of Research for Features Extraction
for Financial Distress Classification

The majority of articles on financial distress and bankruptcy prediction either
use data from stock market markets or internet data sources that use informa-
tion from financial statements. However, the interest in dimensionality reduction
techniques implementation in this contest is growing. According to the systemic
review [11]. The researchers often use feature selection techniques instead of
extraction due to an achievable understanding of the significance of the feature.
However, from a feature extraction perspective most often used linear technique
- principal component analysis (PCA), from a nonlinear perspective: multidi-
mensional scaling (MDS) [10,14,19], t-distributed stochastic neighbor embed-
ding (tSNE), [23] and autoencoder [17]. MDS and tSNE techniques are used for
clusterization, not classification tasks.

For bankruptcy prediction, the Stacked Autoencoders (SAE) method was
used for two different data sets [16,17]. The first data set had an accuracy of
87.9%, which was 1.11% points higher than the best-performing FS-Boosting
method accuracy. The second data set had an AUC of 96.1%, which was 0.8%
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points higher than the XGBoost method. Compared to other authors’ studies,
which were performed on the same data sets but did not use an autoencoder,
but only machine learning methods, the results were also better.

2.1 Autoencoder

An autoencoder is a method of unsupervised learning for neural networks that
train the network to ignore signal “noise” to learn efficient information repre-
sentations (encoding).

A neural network architecture that forces a knowledge representation of the
original input that is compressed because of a bottleneck we impose on the
network. It would be incredibly challenging to compress the input features and
then reconstruct them if they were all independent of one another. A structure
in the data, such as correlations between input features, can be learned and
subsequently used to force the input through the network’s bottleneck if it exists.

The autoencoder network has three layers [4]:

1. Encoder: A feedforward, the fully connected neural network called an
encoder compresses input data into a latent space representation and encodes
the input data as a compressed representation in a smaller dimension. The
input data is deformed in the compressed version.

2. Hidden layer: The input that the decoder receives is decreased in represen-
tation in this network area.

3. Decoder: Similar in construction to the encoder, the decoder is also a feed-
forward network. This network is in charge of translating the input from the
hidden layer back to its original dimensions.

By setting the target output values to equal the inputs, the unsupervised
algorithm continuously trains itself using backpropagation [9,18]. The middle
(‘bottleneck’) hidden encoding layer is compelled to use dimensional reduction
to remove noise and reconstruct the inputs.

The scheme of the autoencoder is shown in Fig. 1.

3 Data

Lithuanian Enterprise’s data from different LT registers are aggregated and pro-
vided by LTD “Baltfakta”. Analyze period is from 2015.01.01 to 2022.05.30. It
contains 81202 unique Lithuanian enterprises. In analyses, period included only
active enterprises: a) age is ≥1.5 years; b) has the legal status of private limited
liability, public limited liability; an individual enterprise or small community; c)
in last six months has ≥1 social insured employee; d) it has passed ≥1.5 years
after additional registration of good company conditions (e. g. the company has
a history of the bankruptcy case in court, but after a change in circumstances,
the company’s activities continue); e) non-financial sector enterprise. Financial
distress is defined as a “bad” situation of the company, which was detected at
least in one Lithuanian government register. Financial distress events consist of
2.88% of the entire sample.
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Fig. 1. Autoencoder scheme

3.1 Features

The data contains different LT registers information, such as the Register cen-
ter, The State of Social Insurance, The State Tax Inspectorate, The State data
agency, etc. The data is aggregated by its type in 12 different categories:

1. Board, Directors, Shareholders contains information about the age, the last
change, and quantity.

2. Financial statements ratios include the last two years of annual financial ratios
information: ROA, ROE, Net profit, Change in Assets, etc.

3. Financial statements records include the last two years of basic annual reports
information: assets, equity, liabilities, sales, net profit, etc.

4. Firm type is a binary indicator for the legal status of the enterprise (e. g.
individual enterprise).

5. Legal events contain information about history in low-suits, asset seizures
from the debtor, and creditor perspectives.

6. Microeconomics indicators include the last three years’ quarterly and monthly
indicators of inflation, unemployment, GDP, etc.

7. Sector class is a binary indicator for each NACE category.
8. Sector’s ratios include the last three years’ yearly financial statements ratios

and other statistics, which are grouped by each sector.
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9. Sodra (The State Social Insurance Fund Board under the Ministry of Social
Security and Labour) taxes delay or debt contains the last three years’
monthly information about companies’ delay to pay tax for Sodra or its pro-
vision.

10. Sodra employees include the last three years’ monthly information about
employee quantity, range, and average salary.

11. Taxes include the last three years’ monthly information about paid taxes to
the government.

12. Other includes the features not assigned before, such as a history of bad
events, age, enterprises name change, etc.

In the Table 1, the number of analyzed features is assigned to these categories.
It is important to mention, that in some categories, the number of features is
reduced due to missing values, and in others, it is increased by deriving change
and other statistical indicators.

Table 1. Distribution of features in different sources

Data type Quantity Autoencoder

I-a I-b I-c II-b III-b S1 S2

Board, Directors, Shareholders 21 32 64 100 64 64 2 2

Financial statements ratios 89 8 8

Financial statements records 71 8 4

Firm type 4 1 1

Legal events 13 2 2

Macroeconomic indicators 247 16 2

Sector’s class 17 2 2

Sector’s ratios 104 8 8

Sodra taxes delay or debt 241 16 8

Sodra employ’s 150 8 2

Taxes 5 1 1

Other 10 2 2

Total number of features 972 32 64 100 64 64 74 42

Percentage, % 100.00% 3.29% 6.58% 10.29% 6.58% 6.58% 7.61% 4.32%

Sodra - The State Social Insurance Fund Board under the Ministry of Social Security and Labour.

Autoencoder I, II, III - identifies a number of hidden dense layers between the input layer and the

middle (‘bottleneck’) layer. Letters a, b, c - the number of units in the middle (‘bottleneck’) layer

(a-32, b-64, c-100). Autoencoder S - identifies separate autoencoders for each data type.

3.2 Data Preparation

The data is split to train and test sets. The train data contains 202010 unique
records, and the test data 72095 (it is last year’s information). The data is nor-
malized [21], and the range of values of each indicator is maintained between [0,
1]. Here, xmin and xmax are the minimum and maximum values of an indicator,
respectively:

x′ =
x − xmin

max(x) − min(x)
(1)
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Before normalization, several financial indicators are assigned to the outliers
category due to unrealistic values of the indicator. These values are replaced
with NA (not available data). After normalization, all NA values are changed to
a minimal value (=0).

The training set is balanced using the SMOTE-NC [20] method due to its
suitability for nominal and continuous variables. After balancing, the training
data consists of 392734 unique records.

4 Methodology

The purpose of the study is to classify the enterprises as financial distress or
not with an optimal set of features. For this reason, the data is presented as
follows: the class is determined from the following year, and the features until
its beginning, e.g. if the enterprise class is determined in 2018, the feature set
is from 2015.01.01 till 2017.12.31. The training set is made from 2018, 2019,
2020, 2021 class information, and the test set - 2022. If the enterprise was not
financially distressed in 2019, it might fall into the 2020 sample.

This research used autoencoder as a nonlinear relationship extraction tech-
nique and analyzed several different autoencoder structure composition strate-
gies. The first compresses all the data, and the second compresses by data type,
creating 12 different autoencoders with each extract data set. The first strat-
egy is developed five different autoencoders: I-a, I-b, I-c, II-b, and III-b (see
Table 1). The number of hidden dense layers is identified by Roman numerals,
and between two or more hidden layers is implemented drop-out layer, e.g. II
autoencoder structure would be input layer - hidden layer - drop out layer -
hidden layer - middle layer - hidden layer - drop out layer - hidden layer - output
layer. The number of units in the middle layer represents the letters a, b, and c.
The better results have 64 units set; for this reason, a more deep autoencoder
has been created. The second strategy creates two different sets of autoencoders.
In S1, the extracted values from the autoencoder are observed to be highly cor-
related ≥0.7. Thus, the number is narrowed down until the feature passes the
<0.7 correlation condition and completes the S2 set.

Fig. 2. The research process
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The research process is presented in Fig. 2. After the training and testing data
split, training and testing data are normalized. Still, testing data is normalized
based on normalization parameters from training data to adapt to unknown data
criteria. The test sample is then balanced, and since a few features are nominal,
the synthetic minority over-sampling technique for the nominal and continuous
(SMOTE-NC) metric is used [20]. The autoencoder for the test sample is imple-
mented as the normalization parameter based on the trained autoencoder of the
training sample. This is followed by the classification method training, the test
sample classification, and evaluation results.

We also have implemented the results benchmark score, which is achieved
from the usage of financial statements data (records and ratios). For benchmark
score, we have implemented five different autoencoders:

1. FS-records (Financial statements records) autoencoder – uses only data from
financial statements records, e.g. Fix assets, Current assets, Equity, etc.;

2. FS-ratios (Financial statements ratios) autoencoder – uses ratios from finan-
cial statements, e.g. Current ratio, ROA, ROE, Net profit, etc.;

3. FS (Financial statements) autoencoder – uses ratios and records from finan-
cial statements;

4. FS-S1 (Financial statements) autoencoder – combines separate autoencoders
values from FS-records and FS-ratios autoencoders;

5. FS-S2 (Financial statements) autoencoder – modification of S1 autoencoder,
the features are narrowed down until the <0.7 correlation criteria is fulfilled.

4.1 Methods for Classification

Based on the analysis [11], the most commonly used and neural network methods
for the financial distress issue are selected:

1. Commonly used:
(a) Logistic regression (LG) - a logistic function that delivers a straightfor-

ward indication of the likelihood that an event will occur [2], usually used
as the benchmark model.

(b) Decision tree (DT, CART) - a decision support method based on the tree-
like model, which consists of a root, inter/decision node, and leaf node
[11].

(c) Random forest (RF) - an ensemble data mining technique that creates a
small number of tightly connected Decision Trees by randomly choosing
a set of prediction parameters [8].

(d) XGBoost - well-performing boosted decision tree approach [15], that
improves the efficiency and speed of tree-based machine learning methods
(including sequential decision trees) [8].

2. Neural network methods:
(a) Artificial neural network (ANN), Multilayer perceptron (MP - MLP), or

Deep neural network (DNN) - the imitation of biological neuron system
process which neuron connectivity. A number of hidden layers separate
ANN from DNN [11].
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(b) Convolutional neural network (CNN) - is separated into two main parts:
feature detection and classification. Convolution, pooling, and fully linked
layers make up the architecture, which is utilized for automatic and adap-
tive learning of features for classification problems [11].

(c) Extreme learning machine (ELM) - is a single-hidden layer feedforward
network, which performs faster than ANN due to different weights assign-
ment [11].

(d) Self-organizing map (SOM) - unsupervised neural network model, which
concurrently quantizes the input data and projects the output space’s reg-
ular two-dimensional grid from the data space while maintaining topology
[13]. Its modification applies to supervised learning.

Addition feature selection is adopted for LG, RF, and XGBoost models. If the
analyzed data set has more than 35 features, it is retrained which 30 features set.
After the first training, a feature selection method for each method is used, and
the model is retrained with a set of 30 features. For LG, three feature selection
methods are used: coefficients, Anova, and import.

4.2 Evaluation Matrix

The six evaluation matrix is used for unseen data (test data) performance eval-
uation. The definitions of each accuracy metric are presented in Eqs. (2)–(7)
[2,6]:

AUC =
∫ 1

0

(TPR)d(FPR) (2)

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

Specificity =
TN

TN + FP
(5)

F1score = 2 ∗ precision ∗ recall

precision + recall
(6)

ACC(accuracy) =
TP + TN

TP + TN + FP + FN
(7)

where TP = true positives, FP = false positives, TN = true negatives, FN =
false negatives, TPR = sensitivity = recall, and FPR = 1 - Specificity.
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5 Results

The autoencoder, as a feature extraction technique and classification method, is
used for Lithuanian enterprises’ financial distress classification. First of all, for
all the experiments outcomes has been implemented the effectiveness criteria,
which requires to classify financial distress cases ≥1000, and not financial dis-
tress cases ≥35000 due to an unbalanced test set. If this criterion is not fully
filled the experiment outcome is not further analyzed. The Table 2 presents only
the remaining significant model results that will be evaluated further. “Max
no” represents the number of experiments with the concrete method for each
autoencoder type, e.g. four ANN models are built, each with a different number
of hidden layers, three CNN, etc. LG, RF, and XGBoost are retrained with 30
feature sets. In addition, XGBoost is trained with Binary and Softmax functions.
In total, each compiled autoencoder is tested 23 times (see Table 2). However,
certain outcomes are not evaluated, i.e. if the model groups the results into one
class. To prevent this, it has been decided to effectiveness criteria implementa-
tion that the model should correctly categorize around half of the negative and
positive occurrences. In Table 2 the percentage represents the models left after
effeteness condition implementation.

Table 2. Table of effective methods

Method Autoencoder type

Max no. I-a I-b I-c II-b III-b S1 S2

LG 4 – – – 2 – 4 4

DT 1 – – – 1 1 1 1

RF 2 – – – 1 1 2 2

XGBoost 4 – – – 4 – 4 4

ANN 4 – 4 – 4 3 4 4

CNN 3 – 2 – 3 2 3 3

ELM 4 – – – 4 4 4 4

SOM 1 – – 1 1 1 1 0

Total 23 0 6 1 20 12 23 22

Percentage, % 100.00% 0.00% 26.09% 4.35% 86.96% 52.17% 100.00% 95.65%

Secondly, we have created the benchmark score, which in the analysis includes
only financial statements data (records, ratios). In Fig. 3 and Table 3 are pre-
sented the outcomes after the effectiveness criteria implementation and ranked
by AUC score performance. For the benchmark score has been implemented
five different autoencoders (FS-records, FS-ratios, FS, FS-S1, FS-S2); however
Fig. 3 is not presented FS-records outcomes due to not fully filled effectiveness
criteria, i.e. all the methods results have been grouped to the not-bankrupt class
category. The best AUC score is 71.61%, which becomes the benchmark for fur-
ther autoencoder’s structure analyzes. This autoencoder has 16 features in the
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middle layer using all FS data, and for classification is used an artificial neuron
network. Moreover, using the F1 metric, the benchmark score becomes 90.99%,
the autoencoder with 8 features in the middle layer using only FS ratio data set
and logistic regression method for bankruptcy prediction.

Fig. 3. AUC score boxplots for the benchmark analysis (using only FS data)

Finally, comparing the autoencoders structure strategies, it is found that
the method of developing many autoencoders according to the type of data is
more effective; this is confirmed by Tables 2, 5 and 6, Figs. 4 and 5. Compar-
ing the AUC metric, it is noticeable that the data sets created by S1 and S2
autoencoders have higher results regardless of the chosen classification model
(Fig. 4). This suggests that good feature extraction increases the effectiveness
of all classifiers. Moreover, the benchmark score illustrates the new data imple-
mentation effectiveness, if it is used second strategy (S1 or S2). Comparing the
methods’ outputs for each autoencoder’s feature extrapolation set, it becomes
clear that ANN, CNN, and LG produce better results than other classificational
approaches. The results of the F1 score are presented in Fig. 5, which reveals that
the best F1 score results are achieved by RF and XGBoost methods (Table 6).
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Table 3. Performance results ranged by AUC score metrics for the benchmark data
(using only FS data)

# Type No. Method Accuracy AUC F1 Precision Recall Specificity

1 FS 16 ANN-1 67.96% 71.61% 80.43% 98.96% 67.74% 75.48%

2 FS-Ratio 8 ANN-1 68.83% 71.27% 81.07% 98.91% 68.68% 73.86%

3 FS-Ratio 8 ANN-2 67.99% 71.22% 80.46% 98.93% 67.80% 74.64%

4 FS-S1 16 ANN-1 68.19% 70.87% 80.61% 98.89% 68.03% 73.71%

5 FS-S1 16 ANN-2 74.12% 70.86% 84.81% 98.74% 74.32% 67.41%

6 FS-S2 12 ANN-1 67.47% 70.81% 80.08% 98.91% 67.27% 74.35%

7 FS-S2 12 ANN-3 71.08% 70.73% 82.70% 98.81% 71.10% 70.36%

8 FS 16 ANN-4 78.61% 70.56% 87.79% 98.63% 79.09% 62.04%

9 FS-Ratio 8 ANN-4 69.80% 70.40% 81.78% 98.81% 69.76% 71.05%

10 FS 16 ELM 100 76.19% 70.39% 86.20% 98.66% 76.53% 64.25%

Table 4. Performance results ranged by F1 score metrics for the benchmark data
(using only FS data)

Type No. Method Accuracy AUC F1 Precision Recall Specificity

1 FS-Ratio 8 LG 83.70% 67.45% 90.99% 98.32% 84.68% 50.22%

2 FS-S2 12 LG 83.67% 67.86% 90.97% 98.35% 84.61% 51.11%

3 FS 16 LG 82.16% 68.69% 90.04% 98.43% 82.96% 54.41%

4 FS-S1 16 LG 82.13% 68.77% 90.02% 98.44% 82.93% 54.60%

5 FS-Ratio 8 CNN-3 78.89% 65.07% 88.01% 98.23% 79.71% 50.42%

6 FS 16 ANN-4 78.61% 70.56% 87.79% 98.63% 79.09% 62.04%

7 FS-S2 12 CNN-2 a 78.53% 66.74% 87.76% 98.35% 79.23% 54.26%

8 FS-Ratio 8 XGBoost (Softmax) 78.34% 65.14% 87.65% 98.24% 79.13% 51.16%

9 FS-Ratio 8 XGBoost (Binary) 78.33% 65.42% 87.65% 98.26% 79.10% 51.75%

10 FS-S1 16 CNN-3 77.77% 65.93% 87.28% 98.31% 78.48% 53.37%

The top ten performance results range by AUC, and F1 scores are presented
in Tables 5 and 6. Table “Type” identifies autoencoders creation strategy name,
“No” - the number of features used in the classification method, “Method”-
classification method, and all evaluation metrics scores presented in %. If a score
is highlighted, it is one of the top 10 results for that statistic. In the Table 6,
all scores in accuracy, F1, and recall are highlighted even if it is ranged by F1
score; it is due to the top 10 rank being the same for all parameters. It is evident
that in both rankings, the top models come from either type S1 or S2. In the
Table 5, the number of ANNs identifies the hidden layers. It is observed that a
simple network with I-II hidden layers can produce high results. LG regression
achieves better results which fewer feature sets, 30 or 42. In the Table 6, the best
results achieved by RF and XGBoost methods and their modifications with S1
or S2 autoencoders type. The results are so near that identifying the best model
modification is difficult. This leads to the conclusion that the modification of the
model is not very important; the basic principle of the model is essential.
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Fig. 4. AUC score boxplots distributed by different autoencoders structure and classi-
fication methods

Fig. 5. F1 score boxplots distributed by different autoencoders’ structure and classifi-
cation methods

The Table 7 is compiled, leaving one best model from the group based on
the AUC metric, i.e. if the S1-ANN group consists of 4 different models (from I
to IV hidden layers), only the best one according to the AUC score is left. This
table shows a more diverse spectrum of models: LG, RF, XGBoost, ANN, CNN,
and ELM. However, the diversity of autoencoder types has not changed. Now
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Table 5. Performance results ranged by AUC score metrics for all data

# Type No Method Accuracy AUC F1 Precision Recall Specificity

1. S2 42 ANN-2 84.13% 83.16% 91.16% 99.39% 84.19% 82.13%

2. S1 30 LG Coefficients 85.67% 83.12% 92.09% 99.34% 85.83% 80.40%

3. S1 74 ANN-1 83.26% 82.95% 90.63% 99.40% 83.28% 82.62%

4. S1 30 LG VarImport 86.30% 82.94% 92.47% 99.31% 86.51% 79.37%

5. S1 74 ANN-2 79.28% 82.93% 88.12% 99.52% 79.06% 86.80%

6. S1 74 LG basic 85.95% 82.92% 92.26% 99.32% 86.13% 79.71%

7. S1 30 LG VarAnova 85.56% 82.63% 92.02% 99.31% 85.73% 79.52%

8. S2 42 ANN-3 87.65% 82.29% 93.27% 99.24% 87.97% 76.61%

9. S1 74 ANN-3 84.98% 82.09% 91.68% 99.29% 85.16% 79.03%

10. S2 30 LG Coefficients 86.37% 81.97% 92.51% 99.25% 86.64% 77.30%

Table 6. Performance results ranged by F-1 score metrics

# Type No Method Accuracy AUC F1 Precision Recall Specificity

1. S2 42 RF 97.74% 78.42% 98.84% 98.78% 98.89% 57.95%

2. S2 30 RF 97.45% 78.44% 98.68% 98.79% 98.58% 58.30%

3. S1 74 RF 97.41% 78.37% 98.67% 98.79% 98.55% 58.20%

4. S1 30 RF 97.24% 79.15% 98.58% 98.83% 98.32% 59.97%

5. S2 42 XGBoost (Binary) 96.37% 78.38% 98.12% 98.80% 97.44% 59.33%

6. S1 74 XGBoost (Binary) 96.33% 78.39% 98.10% 98.81% 97.40% 59.38%

7. S2 42 XGBoost (Softmax) 96.28% 77.36% 98.07% 98.75% 97.41% 57.31%

8. S1 30 XGBoost (Softmax) 96.26% 78.48% 98.06% 98.81% 97.33% 59.63%

9. S2 30 XGBoost (Softmax) 96.11% 78.26% 97.98% 98.80% 97.18% 59.33%

10. S1 74 XGBoost (Softmax) 95.99% 78.60% 97.92% 98.82% 97.02% 60.17%

Table 7. Performance results ranged by AUC score metrics after leaving one model
from the group using all data

# Type No Method Accuracy AUC F1 Precision Recall Specificity

1. S2 42 ANN 84.13% 83.16% 91.16% 99.39% 84.19% 82.13%

2. S1 30 LG 85.67% 83.12% 92.09% 99.34% 85.83% 80.40%

3. S1 74 ANN 83.26% 82.95% 90.63% 99.40% 83.28% 82.62%

4. S2 30 LG 86.37% 81.97% 92.51% 99.25% 86.64% 77.30%

5. S1 74 CNN 87.68% 81.76% 93.28% 99.20% 88.03% 75.48%

6. S2 42 CNN 92.04% 81.20% 95.77% 99.06% 92.69% 69.72%

7. S2 42 ELM 80.86% 79.56% 89.15% 99.22% 80.93% 78.19%

8. S1 30 RF 97.24% 79.15% 98.58% 98.83% 98.32% 59.97%

9. S1 74 XGBoost 95.99% 78.60% 97.92% 98.82% 97.02% 60.17%

10. S2 30 RF 97.45% 78.44% 98.68% 98.79% 98.58% 58.30%

the variation of the results is better, but the best model determination depends
on the main evaluation metrics. AUC score identifies the S2-ANN model with
83.16%, F1 score - S2-RF with 98.68%.
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6 Conclusion

In this paper, we propose a novel approach to using an autoencoder as a feature
extraction technique for financial distress classification. We have analyzed two
different strategies for the application of autoencoder:

1. The first strategy has compressed all the data simultaneously.
2. The second has created 12 different autoencoders for each extract data set.

Eight main methods (with their modifications) have been implemented dur-
ing the classification phase. Since the classes are unbalanced, financial distress
cases contain 2.88% entire sample; the model’s results have been reduced to
ensure the analysis of significant ones. In addition, it has been required to cor-
rectly classify financial distress cases ≥1000, not financial distress cases ≥35000.
The main conclusions have been grouped into four main categories:

1. The best strategy of autoencoder structure composition. Better
results have been achieved in the second autoencoder’s structure composi-
tion strategy by creating 12 different autoencoders for each data type;

2. Number of features. From the first autoencoder’s strategy, the optimal set
contains 64 features, while the second is difficult to determine due to close
results. However, fewer features lead to lower computational resources and a
simpler model. This means reducing the number of “bottleneck” units until it
passes the <0.7 correlation condition helps to create a more effective model;

3. Performance of the models. The ANN and LG model’s have been deter-
mined as the best by AUC sore; RF and XGBoost - by F1 score using the
second autoencoder’s structure composition strategy.

4. Modification of models. The model’s modification is not particularly rel-
evant; the most important is the model’s fundamental idea.

The research development could contain a variety of feature selection and
extraction methods and new machine learning algorithms implementation. More-
over, more separate models could be created depending on the size of the enter-
prise or sector.
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Abstract. This article discusses the importance of effective scope assessment in
Agile projects. The adoption of Agile principles and methods has replaced the
traditional waterfall approach, leading to better involvement of clients and teams
in gathering requirements, regular review of results, and flexible adaptation to
changes. However, Agile implementation projects lack the opportunity to pay
detailed attention to the analysis phase, which makes scope assessment crucial.
The article proposes using Story Map and UML models to analyze the scope
of Agile projects, as their ability to visualize information and act as a source of
truth. The methodology helps to integrate models, compile functional and non-
functional requirements, perform cross-checking of the requirements, and create
an initial scope assessment. Proper preparation for scope assessment is necessary
for successful Agile implementation and can lead to understanding project goals
and objectives, prioritizing work, managing stakeholder expectations, estimating
timelines, and enhancing team collaboration.

Keywords: Agile Project · Scope Assessment · UML Models · Story Map ·
Requirements-gathering

1 Introduction

Since development trends of information systems evolve a lot, efficiency becomes the
main competitive advantage. Thevariety of possible solutions has expanded significantly.
This is influenced by various technological possibilities, as well as increased attention
to customer needs and competitiveness in the markets. The specific technologies cho-
sen will depend on the nature of the system, the organization’s requirements, and the
available resources. The implementation methods of IT projects started adapting to the
changes. Step-by-step waterfall work principles have been replaced by Agile principles
and methods based on it, such as Scrum, and Kanban. The journey from waterfall to
Agile has its pros and cons [1]. The main success factors that allow Agile principles to
be competitive could be distinguished as follows: involvement of the client and the team
in gathering requirements, regular (usually bi-weekly) review of results and providing
feedback, and flexible adaptation to changes. For this process to go smoothly, it needs
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proper preparation. Preparation starts very early when gathering of requirements (scope,
duration, etc.) with the client is initiated. If waterfall made it possible to pay a lot of
attention to the analysis phase and thus have a more accurate assessment of the scope of
work, then agile implementation projects do not have such an opportunity. Assessment
is fast, do not pay a lot of attention to the details, expecting to solve all the challenges
during the implementation phase. To accomplish the scope assessment task, companies
use various methods to collect functional and non-functional requirements, restrictions,
risks, integrations, and technological dependencies as accurately as possible. Assess-
ing scope is crucial in agile projects [11] as it enables the team to understand project
goals and objectives, prioritize work, manage stakeholder expectations, estimate project
timelines accurately, and enhance team collaboration.

The purpose of this article is to present the methodology that allows making a scope
assessment of Agile project integrating the automated requirements gathering from the
UML models. Even if they are often used in the waterfall, their ability to visualize
information and be a source of truth [17] brings valuable experience in analyzing the
scope of an Agile project, including the automated scan of models, cross-checking of
requirements, and the creation of an initial scope assessment.

2 Literature

A project is a temporary and unique endeavor that is designed to achieve a specific
goal or objective. Projects are usually initiated to create or deliver a product, service,
or result that is different from the usual routine operations of an organization. Projects
have a defined scope, budget, and timeline, and they typically involve a team of people
working together to complete the project [9]. Agile project life cycle is a framework
for managing and delivering projects in an iterative and incremental approach [2]. The
Agile methodology emphasizes flexibility, adaptability, and customer satisfaction. The
Agile project life cycle typically consists of the following stages [10]:

• Planning: In this stage, the project team identifies the project requirements, goals,
and objectives, and creates a plan for how to achieve them. The team also defines the
scope of the project and identifies the stakeholders.

• Analysis and Design: In this stage, the project team analyzes the requirements and
designs a solution thatmeets those requirements. The teamalso identifies anypotential
risks and develops a plan to mitigate them.

• Development: In this stage, the project team creates the product or solution in
iterations, with each iteration adding new features and functionality to the product.

• Testing: In this stage, the project team tests the product to ensure that it meets the
requirements and is functioning as expected. The team also performs user acceptance
testing to ensure that the product meets the needs of the users.

• Deployment: In this stage, the product is deployed to the production environment and
made available to the users.

• Monitoring and Maintenance: In this stage, the project team monitors the product to
ensure that it is functioning properly and performs any necessary updates.

Agile project life cycle is iterative, meaning that each stage is repeated in multiple
cycles until the final product is delivered. The Agile methodology allows for flexibility
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and adaptability throughout the project life cycle, enabling the project team to respond
to changes and adapt to the evolving needs of the stakeholders.

Assessing scope in the Planning stage helps to establish clear project boundaries and
ensures that the project team and stakeholders understand the goals and objectives of the
project. This enables the team to focus on the essential requirements and avoid unnec-
essary work. Work must be prioritized based on its value and importance to the project.
The team should understand the most critical features, functionalities, and deliverables,
enabling them to prioritize their work accordingly [4]. Expectations management is
another area that ensures that everyone is on the same page. It helps to prevent scope
creep, which is when project requirements increase beyond what was initially planned.
By understanding the project’s scope, the team can identify the number of tasks required
to complete the project, the resources required, and the timeframes needed to com-
plete each task. Assessing scope promotes team collaboration by enabling the team to
work together towards a shared goal. It helps the team to understand each other’s roles
and responsibilities, which enhances communication and collaboration throughout the
project [3]. Since thePlanning stage is a cornerstone of the project, severalmethodologies
help to deal with the project scope assessment.

2.1 Methodologies for Project Scope Estimation

Various methodologies can be used to estimate project scope. They define the principles
of how to deal with large projects, scaling, and requirement gathering. Even though
initially they were dedicated to waterfall projects, the main principles can be reused in
Agile projects.

A Work Breakdown Structure (WBS) is a hierarchical breakdown of the project
deliverables into smaller, more manageable components or work packages [12]. Each
task or activity in theWBS is defined in terms of its scope, duration, and resources needed
to complete it. The WBS provides a structured approach to organizing and defining the
scope of the project, making it easier to plan and manage. The WBS is typically created
at the beginning of the project planning phase and is used throughout the project life
cycle.

MindMapping involves brainstorming and visualizing the project scope using a dia-
gram [13] that represents ideas, concepts, or tasks and their relationships to one another.
The diagram is created by starting with a central idea or concept and then branching
out into subtopics or related ideas. Each subtopic can then be further expanded into
smaller ideas or tasks. Mind mapping helps to identify project objectives, deliverables,
and constraints in a structured way. Since Mind Mapping does not support any specific
standard or process, the team has to be very specific about what kind of outcome they
are expecting. Mind Mapping is a sub-activity of the Lean Requirement Workshop [7]
described in the offered methodology.

Feature Driven Development (FDD) is an iterative and incremental approach that
focuses on delivering features [14]. It is anAgile software developmentmethodology that
breaks down the project scope into small, feature-sized components that can be delivered
incrementally. Each feature is then developed in a series of short iterations that typically
last nomore than twoweeks. The features are developed and tested individually, and then
integrated into the system as a whole. The attitude that features can be developed, and
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released separately is very valuable in Agile projects. Such principles must be included
in requirements-gathering practices.

FunctionPointAnalysis (FPA) is often used inAgile software development projects
to estimate the size of a software system or application based on the functionality it
provides [15]. FPA is based on the concept of breaking down a software system into a
set of logical functions, each of which can be measured and quantified. These functions
are then categorized into different types, such as input, output, inquiry, and internal
logical files. Each type of function is assigned a weight based on its complexity, and the
total number of weighted functions is used to calculate the size of the system. Once the
size of the system has been determined, FPA can be used to estimate the effort required
to develop and maintain the system. This information can then be used to help plan and
manage the project, as well as to track progress and identify potential issues.

Use Case Points (UCP) is a software estimation technique used in agile projects to
estimate the size of a software application or system [16]. UCP is based on the number of
use cases and actors in a system and assigns a point value to each one based on complexity
factors such as technical complexity, business criticality, and user interaction. UCP
consists of three main components: Use Case Weight (the level of complexity based on
the number of transactions, input and output points, and the technical complexity); Actor
Weight (complexity of the actors involved, including a number of transactions performed
and the technical complexity); Technical Complexity Factor (technical environment in
which the software will be developed and deployed, including a number of interfaces,
and the level of security required). By combining these three components, UCP provides
an estimate of the size of a software system, which can be used to estimate the effort
required to develop the system, as well as the time and cost required for the project.

However, despite the advantages of these techniques, experts argue that traditional
scope assessment methodologies, such as Work Breakdown Structure (WBS) or Func-
tion Point Analysis (FPA), may not be well-suited for Agile projects. This is because
these methodologies typically require a more rigid and structured approach to require-
ments gathering, which may not align with the flexible and iterative nature of Agile
development. Although the decomposition principles always help to clarify and identify
the goals that should be reached in the project. Analysis of various aspects of the system
ensures that key influencers will not be left behind.

2.2 UML in Agile Projects

UML stands for Unified Modeling Language, which is a standardized visual modeling
language used to design and model software systems. UML has become the de facto
standard for software modeling and is widely used by software engineers, architects,
project managers, and other stakeholders involved in the software development process.
UML has several benefits when applied in Agile projects [17]:

• Visualization: UMLprovides a graphical notation that can help project teammembers
communicate more effectively. UML diagrams can be easily understood by both
technical and non-technical stakeholders, which can facilitate better collaboration
and reduce misunderstandings.
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• Flexibility: UML can be used to model different aspects of a system, such as a user
interface, data structures, or behavior. This flexibility allows Agile teams to adapt the
modeling approach to the specific needs of the project and to evolve the models as
the project progresses.

• Traceability: UML models can be used to trace requirements, design decisions, and
test cases throughout the project lifecycle. This can help ensure that the final product
meets the stakeholders’ needs and that changes are properly managed.

Combining principles from project scope assessment methodologies and modeling
benefits can lead to successful planning in Agile projects as long as they are used in a
lightweight and iterative way that supports the principles of agility, such as collabora-
tion, feedback, and continuous improvement. These principles are combined with the
proposed methodology below.

3 Methodology for the Assessment of the Project Scope

To solve the challenges of assessing the scope of the project, a methodology has been
proposed that allows the necessary information to be collected and evaluated in one
place. The main goal is to avoid multiple sources, Excel files, and information traveling
through e-mails and be competitive in time.

Pre-conditions play important role in this methodology. The main purpose is to
identify what information we already have gathered before starting. The collected infor-
mation depends on several factors: the process of gathering requirements in the company;
the competencies of the project manager/analyst/architect/client to collect information;
the knowledge base of the subject area; and its complexity. If the requirement gathering
is struggling, the methodology helps to tighten the collection and focus on the most
important parts.

The pre-condition chosen in this article is that the requirements are collected during
the Lean RequirementsWorkshop [7]. During the workshop, the following outcomes are
identified: Product Charter (current challenges, vision, success metrics) [8], user roles,
user journey map, and story map. After the session with the client must be collected,
reviewed, and the proposal with the estimates sent to the client.

Collecting and consolidating the requirements is a complex process. This process is
complicated by the fact that people see and record different things while participating
in the workshop. The methodology must ensure that their vision and understanding of
the requirements are smooth and allows a proper assessment of the scope of the project.
Sometimes for Scrum-based projects, only a story map is created. In most cases, it is
not enough to have a clear picture of the scope. For such reason, other helpful models
are introduced in the methodology.

3.1 Algorithm of the Methodology

The methodology of the project scope assessment consists of an algorithm and the steps
describing it (see Fig. 1). The algorithm consists of eight main steps, indicating the
output of each of them. The first two steps allow us to identify the problem of the project
(Step “1. Identify Problem”) and define expected results (Step “2. Define Results”).
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These steps are directly related to the Product Charter deliverables during the Lean
Requirements Workshop.

Fig. 1. The algorithm of the method of the project scope estimation

The third step is to choose which assessment method the user wants to use (Step “3.
Choose Scope Assessment Method”). He chooses the units of measurement. Although
Story Points are recommended for Agile projects, some IT companies still prefer hours.
It is the choice of the unit of measurement that depends only on the internal agreement
of the project participants performing the evaluation. The following measurement units
are available in the methodology:

• Story Points (Fibonacci sequence 0, 0.5, 1, 2, 3, 5, 8, 13, 21, 34, ∞) [6];
• Hours (minimum unit is one hour);
• T-shirt size (XS (extra small), S (small), M (medium), L (large), and XL (extra large),

and
• Function Points (complexity weights of function points for external inputs, external

outputs, internal logical files, external user interfaces, and external queries [55]).

Steps 4–6 are intended to evaluate the product (project) from different perspectives,
including functional requirements (Step 4. Compile Functional Requirements), non-
functional requirements (Step 5. Compile Non-functional Requirements), and architec-
tural requirements (Step 6. Add Definition of Architecture). The user may choose what
kind of information theywant to upload, i.e. selected typemodel, excel list. The ability to
upload different types ofmodels allows for cross-checking of requirements. It is a benefit
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from the competencies of the persons gathering the requirements perspective. They can
be familiar with UML knowledge, Story Map, etc. It can be an internal agreement as
well that different team members will write and collect the requirements using different
methods. In this way, it is possible to determine whether all users see the scope of the
project in the same way, as well as whether there were no omissions in the identification
of requirements. The steps are not mandatory, but their completion directly affects the
estimation of the scope of the project. A detailed description of the steps is provided
below.

The seventh step is the identification of risks and dependencies (Step 7. Identify
Risks and Dependencies). The user can enter them by hand or upload a list. The eighth
step is to add the estimates to all available requirements or any additional information
that is needed to calculate the scope of the project according to the formula.

For representation purposes, the “Animal Shelter app” model fragments and
requirements are shown next to each step. The experiments are described in the Sect. 4.

3.2 Requirements Gathering

Steps 4–6 require a detailed description to reveal the principles of the algorithm.

Step “4. Compile Functional Requirements”
The process of creating functional requirements is presented in Fig. 2. When starting
the collection of functional requirements, the user can choose whether to import models
(Step 4.1. Choose Type of Model) or enter them manually (Step 4.12. Add Additional
Requirements). Since the process can be repeated as many times as needed, the user
can first import the models and then add additional requirements to them. Five types of
models can be imported: StoryMap (Step 4.2.), UMLUse Case model (Step 4.3.), UML
Activitymodel (Step 4.4.), UMLDomain (Class)model (Step 4.5.), SysMLRequirement
model (Step 4.6.) and Excel spreadsheet with functional requirements (Step 4.7.). The
order of the model import does make an impact, the user may choose later which model
is the primary one.

In step 4.8, the elements of eachmodel are identified. Eachmodel defines a certain set
of elements that are analyzed in the methodology. They are used to form the functional
requirements and identify their overlapping:

• Story Map: Use, Goals, Epic, User Story, Priority;
• SysML Requirement model: Requirement;
• UML Use Case model: Actor, Use Case, Association, Include, Extend;
• UML Activity model: Swimlane (Activity Partition), Action, Object Node,

Object/Control Flow, Input/Output pin, Decision, Merge, Fork, Join, Send Signal,
Accept Event, Time Event;

• UMLDomainModel:Class,Association,Generalization,Composition,Aggregation,
Property;

• Excel spreadsheet structure: ID (hierarchical structure), name, description, priority,
type.

After adding the elements and the relationships between them into the methodology,
functional requirements are formed by combining the previously mentioned types of
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elements and relationships between them according to the established rules (Step 4.8.
Form Functional Requirements). Compilation rules and examples are given in the table
below.

Fig. 2. The algorithm of Step 4. Compile Functional Requirements

The story map has one rule for creating the functional requirements and it is dis-
played in Table 1. Requirement’s text is formed from separate elements. The SysML
Requirement model has one rule for creating the functional requirements and it is dis-
played in Table 2. Requirements may have a hierarchical structure which is shown using
the Owner of each requirement. The rule is applied to all the elements. The UML Use
Case model has four predefined rules for creating the functional requirements and one
of them is displayed in Table 3.

UML Activity model has the largest number of elements that are used to form the
functional requirements. The rules cover:

• Activity partition;
• Call Behavior Action (CBA);
• CBA with Input Pin or combination with Object Flow and Object Node;
• CBA with Output Pin or combination with Object Flow and Object Node;
• CBA interaction with Decision/Fork/Join/Merge;
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Table 1. Requirement structure for Story Map elements

Story map Structure Example

Rule: Requirement text:
“User Role” may “Story” in
the “Epic” context

Pet Adopter (User Role) may
List available pets (Story) in
the Search (Epic) context

Additional information about
the requirement:

- Parenting element: “Epic”
- Sequence number: Story
number on the “Epic”
- Priority

- Search
- 3
- High

Table 2. Requirement structure for Requirement model elements

Requirement model Structure Example

Rule: Requirement text:
Requirement. Name

The list of the available pets must
be sortable (Requirement)

Additional information about the
requirement:

- Parenting element:
- “Requirement.Owner”
- Sequence number: ID
- Priority

- Home page functionality
- 7
- High

Table 3. Requirement structure for Use Case model elements

Use Case model Structure Example

Rule: Requirement text:
“Actor. Name” may “Use
Case. Name [1]” and also has
to “Use Case. Name [2]”

Pet Adopter (Actor) may Fill
out application (Use Case [1])
and also has to Sign
documents (Use Case [2])

Conditions: Include relationship exists and
Use Case [1] is Including Case
and Use case [2] is Addition

Additional information about
the requirement:

- Sequence number: ID - 3 (Use case [1])
- 4 (Use case [2])

• CBA interaction with Fork;
• Hierarchy of CBAs using Activities.

Once the pattern of the rule is identified it can be combined with other rules, e.g.
Input and Output rules and Activity Partition rules for one Call Behavior Action.
Also, FOR cycle is used to gather all related elements using the same rule. An
example of the predefined rule is displayed in Table 4. UML Class model also
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has combined rules to form functional requirements. They cover attributes, associa-
tion/generalization/composition/aggregation relationships, and constraints. An example
of the predefined rule is displayed in Table 5.

Table 4. Requirement structure for Activity model elements

Use Case model Structure Example

Rule: Requirement text:
“Call Behavior Action.
Name” gives “Object Node.
Name or Type” as a result (s)

Register animal in the system
(Call Behavior Action) gives
Registered Animal (Object
Node) as a result

Conditions: Object Flow exists or Output
Pin with Type = “Animal” or
Name “Registered Animal”
exists

Additional information about
the requirement:

- Sequence number: ID - 3 (Call Behavior Action)

Table 5. Requirement structure for Class model elements

Use Case model Structure Example

Rule: Requirement text:
“Class. Name [1]” “Association.
Name” ‘Association. Property [2].
Multiplicity” “Class. Name [2]”

Pet Adopter (Class [1]) adopts
(Association) many (Multiplicity)
Animal(s) (Class [2])

Conditions: Association relationship exists

Once all the functional requirements are scanned and in place, the next step is to
evaluate their overlap automatically (Step 4.11. Identify Overlapping Requirements).
Even though different models analyze the project from different perspectives, the gath-
ered requirements allow for assessing whether all needs are identified. In this way, it
is possible to ensure that the estimation of the scope will be more accurate. The user’s
involvement at this stage is very important. In parallel with automatic recommendations
for overlapping, he can manually adjust the requirements himself (Step 4.12. Update
Requirements Manually).

The following rules apply when assessing the overlap of requirements:

• Name matching is performed. This includes both full name matching and identi-
fication of certain recurring elements or their combinations, e.g. Actor, Actor +
Action.

• User can manually filter and sort requirements to eliminate overlaps. Since require-
ments are composed of elements frommodels, filtering and grouping capabilities can
include and offer semantic searches.
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• The user can choose which model is the leading model and according to it, the
comparison of requirements will be performed.

• The user can consider the recommendations of themethodology for the overlapping of
requirements. Requirements that have a hierarchical structure (Requirements, Activ-
ity, Story Map, Excel) are displayed in parallels and it is allowed to identify which
parent elements overlap, thus child elements fall into the group of compared elements.
The number of analyzed requirements is reduced.

• The user can decide which requirements to remove and which to leave.

In the scope assessment phase, the main focus is not on the accuracy of the require-
ments’ details, but on their identification. For this reason, requirements can be gathered
by any role that is familiar with the product/project. Details in the Agile process are
analyzed at the implementation phase of the project.

Non-functional Requirements, Architecture, Risks, and Dependencies
Steps 5–7 are necessary to add additional information about the project. Non-functional
requirements (Step 5. Compile Non-functional Requirements) come as an Excel spread-
sheet. The main categories are performance, accessibility, security, and compatibility.
User can add them manually as well. They can be linked to functional requirements.

Technical requirements about architecture are defined in Step 6. (6. Add Definition
of Architecture). It covers: Architecture model (UML Deployment or UML Component
models); Technical description (Excel spreadsheet); Manually described architectural
requirements.

Risks and dependencies are identified in step 7 (Step 7. Identify Risks and Depen-
dencies). These are not project requirements, but their existence may increase project
costs (e.g. time, and amount of resources). For this reason, after identifying them, the
user should evaluate and include them in the scope calculation formula.

It is recommended to determine the general risks of the project, and for each require-
ment, predict whether there are possible risks, which may result in the requirement not
being implemented. It is important not only to predict each risk but also to control and
regularly monitor it during the entire life of the project to be able to react and take timely
action against the losses incurred. The probability of risk is divided by criteria: high,
medium, and low. It also indicates the impact that will be made on the solution: high,
medium, or low. All the requirements are added to the general list.

3.3 Principles of Project Scope’s Estimation

After collecting the requirements and other additional information, the project scope
assessment is performed (Step 8. Estimate Project Scope). This step consists of the
following steps.

A level of clarity is identified for each requirement. There are times in projects when
a certain requirement raises a lot of questions, ambiguities, and uncertainties that can
only be answered after the implementation of other related functions. Levels are: 1(very
clear and its purpose is understandable); 2 (raises questions and is not completely clear);
3 (has several solution options, it is not clear which way will have to be done); 4 (is
not clear and raises many questions that will be answered after additional analysis or
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implementation of other functionalities). User may give the coefficient to each level if
needed, e.g. 1 for 1, 1.3 for 2, 1.5 for 3, 2 for 4. In such a way, it increases the amount
of work that potentially will be needed. The same increase can be included in Story
Points or T-shirts already. It depends on the team which approaches they are planning
to choose.

Priorities are identified for each requirement to clarify which requirements are
important and must be implemented as soon as possible. Prioritization of requirements
is very important when creating a project plan, as it determines the sequence of tasks and
their completion on time. Priorities are stacked in an automated way according to how
they appear in the sequence and hierarchy. This is a recommended step. The user can
do this completely manually. The priority does not affect the scope formula. Possible
priorities: 1 (Very high); 2 (High); 3 (Average); 4 (Low); 5 (Very low (“nice to have”)).

Thedependenciesof requirementsmust be clarified. If the requirementswere formed
from a model, the dependencies are assembled automatically. If they were formed from
a list or entered manually, then the dependencies must be clarified. This will ensure
that the requirements will be implemented sequentially without misunderstandings or
disruptions in achieving the desired result.

Assess the scope of each requirement according to the chosen methodology (Step
3. Choose Scope Assessment Method). If the scope of tasks is very small, they can be
grouped to make the list clearer and easier to control. If the scope of the tasks is very
large, it should be broken down to make its components clear.

After entering the necessary information, the algorithm evaluates all criteria and
provides an estimate of the scope of the project.

The project scope formula (1) consists of these arguments: Scope of all functional and
non-functional requirements (Scope of all Req); Scope of all architectural requirements
(Scope of all ArchReq); and Scope of all risks (Scope of all Risks).

Project Scope = Scope of all Req + Scope of all ArchReq

+ Scope of all Risks (1)

The formula of Scope of all Req (2) consists of these arguments: Scope of all Parental
Requirements and Scope of all nonparental Requirements. Parental requirements are the
ones that have a hierarchical structure.

Scope of all Req = Scope of all Parental Req

+ Scope of all nonparental Req (2)

The formula of Scope of all parental Req calculates the scope of each child (Scope
of Req) for all parental requirements. If the requirement has a hierarchical structure,
its whole scope is calculated. There are two options to calculate scope: 1. Parental
requirement is a sum of children’s scope; 2. Parental requirements has it is own
evaluation.

The formula of Scope of Req includes story points and coefficient of clarity (3) for
each functional and non-functional requirement.

Scope of Req = Story Points of Req ∗ Coefficient of Clarity (3)
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Scope of ArchReq and Scope of Risk use the same formula (3) to calculate the weight.
All Scopes of ArchReq and Scopes of Risks are summed and added to the formula (1).

Since all the requirements are constructed from separate parts, the user may analyze
which requirements influence the scope themost. If it is necessary, theymayevaluate only
the mandatory requirements, e.g., with high and very high priorities. The methodology
ensures the flexibility to perform cross-functional impact analysis.

4 Experiments

Theprototypeof themethodology is awebapplication. It supports all themain steps of the
algorithm and allows the user to make a project scope assessment. Models are imported
using XML and Excel formats. Based on the described methodology, experiments were
conducted with different development projects. The experiments are dedicated to answer
these research questions: can the methodology improve the overlap of the gathered
requirements; is it possible to improve the project coverage by the requirements. The
experiments are described here:

• Project 1. Development of a mobile application for the management of train
driver tasks. Problem: there is an application where the station attendant manually
creates a route for the driver. He enters the actions, such as refueling, maneuvering,
etc. Information about the locomotive is entered into the application, but later the
responsible persons must manually enter it into the planning system. Definition of
the desired result: to have a single application that will manage crew tasks and auto-
matically transfer information between the related systems. The aim is to optimize
processes to avoid manual work and human errors.

• Project 2. Development of an information system for an animal shelter. Problem
identification: there are a lot of pets that do not have home. Animal shelters are
overcrowded, and people keep buying animals from breeders and other untrustworthy
places where animals are kept in poor conditions and simply bred. Definition of the
desired result: we want to create a website where you can see animals in shelters,
with their descriptions. People could fill out an application to adopt an animal and
give it a loving home.

A summary of the experiments is given in Table 6. Conclusions based on the
experiments are given below:

• The biggest overlap of the requirements is in Requirements + Story map + Use case
models. Project1 has in total for these models 91 and 49 removed as duplicates. The
primarymodel is the Requirement model. Project 2 has in total 76 and 21 are removed
as duplicates. The primary model is the Story map.

• In both projects, Activity and Class (only in Project 1) models brought more detailed
requirements (Project 1 added 45 and Project2 added 15 additional requirements) and
helped to fulfill the requirements hierarchy.

• Since the number of non-functional requirements, architectural requirements, risks,
and dependencies is not a big one compared to functional requirements, and usually,
they are clearly defined, they do not have many adjustments. In both projects, they
were left unchanged.
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• Both projects helped to understand that one model (the primary one) cannot support
all the functionalities. Additional models can identify either the new requirements or
clarify (decompose) the existing ones

• Supporting manually several models would be an ineffective decision, but automated
requirements gathering eliminate manual work and helps to read the requirements
even if the user does not know how the model is constructed.

• Project Scope Assessment is a number that is meaningful to the team and the client
of the project. Even the same team can have different approaches once they estimate
two projects. T-shirt sizing and Story Points enable a comparative approach in the
estimation session and allow user to compare and estimate.

Table 6. Summary of experiments

Use Case model Project 1 Project 2

Scope assessment method: T-Shirt size Story Points

No of req from Requirement model 35 15

No of req from Story Map model 24 40

No of req from Use Case model 32 21

No of req from Activity model 47 (3 diagrams) 35 (4 diagrams)

No of req from Class model 15 –

No manually added req 2 –

No non-functional req 12 5

No architectural req 7 (Deployment diagram) 4 (Excel)

No risks and dependencies 5 (Manual list) 2 (Manual list)

No removed req from the list 66 21

Total number of requirements 113 81

Project scope assessment XS – 17; S – 22
M – 48; L – 11; XL – 15

700

5 Conclusions and Directions for Future Research

In Agile projects, scope assessment can be challenging because of the iterative and
incremental nature of Agile development.

The pressure to have a quick estimate of the project scope can have negative con-
sequences on project execution. Traditional scoping methods provide guidelines but do
not help to achieve a more accurate scoping of an Agile project with limited estimation
time. To make proper use of the collected information in requirements-gathering events
(e.g., RequirementGatheringWorkshops), the proposedmethodology allows include not
only the Story Map but also UMLmodels in the process of the project scope estimation.
Automatic extraction of requirements from models and identification of their overlap
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saves time and ensures that even people without knowledge of requirements gathering
will be able to understand the expressed needs and approve them. Further research will
be aimed at improving the requirements overlap algorithm and the representation of
overlaps in models. Also, the scope assessment and priorities should be reflected in
resource planning, time planning, roadmap creation, and the identification of risky areas
of the project.
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Abstract. The World Economic Forum in Davos in 2022 raised the issue of
knowledge by describing the situation as follows: “It could be that we are drown-
ing in content, but starved of knowledge and therefore often fail to connect the
dots to anticipate change before it becomes mainstream. With over four billion
pieces of content being created each day, keeping abreast of all that is happening
far exceeds our capacity to do so. The business models of social media organiza-
tions and news outlets have been increasingly focused on giving people more of
what they like, leading to echo chamber effects and making it easy to lose sight of
the big picture [10].” In recent decades a shift to the knowledge society has been
acknowledged, characterized by its ability to identify, create, process, transform,
disseminate and use information to generate and use knowledge for the develop-
ment of individuals [2]. In such a society, intellectual capital is considered to be
the most important indicator of wealth, ahead of assets. The acquisition, applica-
tion and creation of knowledge is more important to the knowledge society than
the creation and consumption of information. In regards to knowledge society
requirements this paper presents a conceptual knowledge discovery framework:
User Interaction and Response-based Knowledge Discovery Framework – UIS-
KDF. The framework introduces a meta-level approach for knowledge discovery
system design principles.

Keywords: Knowledge Discovery · Knowledge Discovery Framework ·
Knowledge Discovery Systems

1 Introduction

The most important features of the knowledge society can be described as follows: mass
production, transmission and application of knowledge; the value of services is deter-
mined by the knowledge required for the development of products; the majority of the
population has access to information and communication technologies and the Internet; a
large proportion of the workforce are knowledge workers; substantial funds are invested
in education, research and development; organizations need to continuously innovate
[9]. For the knowledge society, more important than the creation and consumption of
information is the acquisition, application and creation of knowledge. The economic
requirements of companies and organizations, the efficiency of knowledge retrieval and
the knowledge society’s demand for continuous innovation are enabled by information
technologies and knowledge discovery systems.
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Ackoff [1] defines data as symbolic representations of properties associated with
objects, events, and the environment, arising from the process of observation. As data
undergoes processing, it transforms into information, taking on a meaningful form.
Knowledge, in this context, is depicted as the understanding of how a system operates,
representing a form of “know-how.” Understanding involves the ability to identify errors
and rectify them effectively. According to Ackoff [1], at the pinnacle lies wisdom, which
encompasses the highest level of proficiency, empowering individuals with the capacity
to augment their effectiveness and bring added value to the decision-making process.

Knowledge discovery systems consist of a wide range of technologies that are able
to ensure the operation of the systems. The amount of technologies and the amount of
impacting factors make the development of knowledge discovery systems a complex and
time-consuming process, which is facilitated by knowledge discovery frameworks that
aim to provide development guidelines. Frameworks helps to speed up the development
process, encourage reuse and problem isolation, and provide architects with the informa-
tion to create more flexible and less error-prone systems. Prior literature research reveals
that there is a limited amount of knowledge discovery frameworks and a discussion about
the characteristics of those frameworks are still necessary [6].

2 Knowledge Discovery Systems

Big data technologies are applied to the development of knowledge discovery systems,
data analysis and data sharing and have created considerable economic benefits. The
acquired knowledge provides decision-making strategies for social and economic devel-
opment. Big data service architecture is a new service economic model that uses data as
a resource and loads and extracts information from various data sources [17]. The big
data are closely related with knowledge discovery systems as the combination provides
customized data processing methods, data analysis and visualization services enabling
data-driven decision making. The service architecture, according to literature, is com-
posed of three (application, processing and collection & storage [17]) or five main
layers (collection, storage, processing, analytics and application [20]). Regardless of the
number of layers, there are always enabling technologies.

2.1 Technologies

Data storage in knowledge discovery systems mainly includes batch data and dynami-
cally streameddata. Packet data is stored in static form,while streamingdata is a sequence
of continuous real-time data records [8]. Accumulation of streamed data in knowledge
discovery systems requires solutions capable of providing immediate operation, fault
tolerance, stability and reliability – for batch processing there usually is Hadoop and
MapReduce and for stream data processing Storm, Spark, Samza [17, 20].

The large amount of data has set new requirements for data storage and systems are
more often using distributed file systems: NoSQL, NewSQL and other data manage-
ment systems. HDFS (Hadoop Distributed File System) is considered the most widely
used large data storage file system that supports redundancy and scalability in parallel
distributed architecture systems [3].
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NoSQL databases are designed for operational requirements - real-time applications.
NoSQL provides high-performance, agile information processing at large volumes. Data
is stored unstructured in several processing nodes, as well as in several servers, therefore
NoSQL distributed database infrastructure is one of the most suitable solutions for
knowledge discovery systems with large data warehouses [14].

The advantages of cloud computing technology are its distributed processing capa-
bilities, distributed databases and virtualization technologies. According to literature
it is necessary to use cloud computing platforms in the knowledge discovery system
development [17, 20]. There are three types of cloud computing architectures – SaaS
(Software as a Service), PaaS (Platform as a Service), IaaS (Infrastructure as a Service).
By using any of the architecture types organizations do not need to maintain their own
servers‘ rooms or develop specific solutions, cloud services are available for the per-
formance of certain tasks. The most well-known and largest cloud service providers
are AmazonWeb Services, Microsoft Azure, Google Cloud Platform. Service providers
offer infrastructure, according to various data development needs, which is capable of
providing a full cycle of knowledge discovery system creation and data processing. For
the development of machine learning algorithms, service providers support regression,
classification, clustering and other algorithms, and also offer well-known learning sys-
tems such as TensorFlow, MXNet, Caffe, PyTorch. Computing power is necessary not
only for technological processes, but also for data processing. Creating, maintaining and
providing appropriate solutions with only developer or customer resources is potentially
possible, however this type of approach would increase the complexity of technical
processes.

Batch data is often static and the data volume is large, data processing is per-
formed using a processing method capable of parallel computing. In 2004, Google intro-
duced MapReduce, a programming framework for processing large data sets. MapRe-
duce enables users to perform complex computations on large data sets while ensuring
synchronization, fault tolerance, reliability, and availability [17].

The streaming data approach is suitable for processing data that requires almost
instantaneous response, therefore streaming data requires systems capable of achieving
high speeds. A number of streaming data processing products are available - Storm is
an open source real-time streaming data processing framework that is capable of high
performance and low execution latency and is suitable for streaming data processing.
An alternative to Storm is the Apache Samza streaming data processing system, which
can efficiently process large amounts of user response data. The combination of Samza
and Kafka enables better use of the advantages of both systems - Kafka can provide fault
tolerance, data buffering and state storage [11]. Certain data preprocessing tasks can
include both batch data processing and streaming data processing, some data processing
systems support both batch and stream data. Apache Spark is a batch data processing
framework with streaming data processing capabilities.

Data storage, processing, visualization and application of cloud computing resources
are only part of the technological considerations of knowledge discovery systems.
Knowledge discovery systems must also comply with legal standards governing data
collection and storage, as well as include preventive and corrective measures for
cybersecurity.
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2.2 Legislations

One of the goals of knowledge discovery systems is to accumulate data in order to pro-
cess, analyze, create added value and make decisions. On the other hand, the personal
data protection regulation stipulates that only the minimally necessary data sets should
be used for certain and defined purposes [5]. The principles of the General Data Protec-
tion Regulation (GDPR) apply to the processing of personal data, organizations must
assess whether the use of specific personal data meets the reasonable expected require-
ments of the relevant data subject, which in turn contradicts the practice of systems for
accumulating large amounts of data [7]. The accumulation, storage, analysis and use of
knowledge discovery system data in order to extract useful knowledge from them is in
contrary to what is guaranteed to individuals by the Charter of Fundamental Rights of
the European Union and the GDPR. Accordingly, personal data must be protected and
processed in a fair manner for defined and specific purposes and must not be stored for
longer than necessary [5].

One of the options for making knowledge discovery systems GDPR compliant is by
anonymizing or pseudonymizing data. Anonymization refers to the practice of making
data non-identifiable in such away that the identity of the data subject cannot be obtained.
If the data is anonymized, the GDPR regulation does not apply to it [5].

According to Article 22 (1) of the GDPR, individuals have the right not to be sub-
jected to automated decision-making, including profiling. Profiling is most often per-
formed using machine learning algorithms, thus GDPR also restricts machine learning
algorithms of knowledge discovery systems. Organizations may still use automated
decision-making where it is necessary to perform or enter into contracts permitted by
national law or where the data subject has given explicit consent. Profiling in knowl-
edge discovery systems is often invisible to individuals, a practice against which data
protection law seeks to protect individuals by requiring organizations to provide clarity
and the option to opt out of automated profiling [5].

An important limiting factor is the possibility for the data subject to receive an under-
standable explanation. The data subject should be given the opportunity to understand
the logic of data processing and its impact. Article 13 (2) (f) of GDPR establishes the
right of data subjects to receive meaningful information about the logic involved, as well
as the meaning and expected consequences of such processing [5]. So, if personal data
is used in the algorithms of the knowledge discovery system, then the data subject has
the right to receive an understandable explanation of the execution of these algorithms -
the algorithms must be explained to subjects without knowledge of how the algorithms
are working.

Computer security, cybersecurity, or information technology security is the protec-
tion of computer systems and networks from information disclosure, theft or damage
to their hardware, software, or electronic data, and from service interruption or misdi-
rection [15]. The field of cybersecurity is becoming increasingly important due to the
ever-increasingdependenceon computer systems, the Internet andwireless network stan-
dards such as Bluetooth and Wi-Fi, as well as “smart” devices, including smartphones,
televisions and various devices that make up the “Internet of Things”. Cybersecurity is
also one of the most significant challenges in today’s world due to its complexity, both in
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terms of political application and technology [15, 18]. The knowledge discovery system
must incorporate cybersecurity requirements into the development lifecycle.

Fig. 1. Knowledge discovery systems limiting criteria.

The development of knowledge discovery systems is impacted by both the legal
regulation in a given region of operation and cybersecurity factors (for example GDPR in
Europe,CCPA in theUSA) (see Fig. 1).When developing a knowledge discovery system,
it is necessary to include the security requirements already during system planning, and
it is also necessary to use some security requirements methodology, it may also be
necessary to obtain appropriate certificates (ISO 27000 in Europe, or SOC-2 in the
USA).

3 Conceptual Framework

Knowledge discovery systems consist of a complex set of technologies that are able to
ensure the operation of the systems. The set of technologies and the range of impacting
factors make the development of knowledge discovery systems a complex and time-
consuming process. A framework is an abstraction that describes a general arrangement
of components that can be selectively changed according to the requirements thereby
providing specific behavior. The amount of frameworks available for the development
of knowledge discovery systems is limited and they can be applied in a certain field,
which are often not directly transferable between different sectors [6].

Since there is a limited amount of knowledge discovery frameworks and they are
not directly transferable between different sectors, the authors are introducing a concep-
tual knowledge discovery framework: User Interaction and Response-based Knowledge
Discovery Framework – UIS-KDF. The conceptual framework is divided into five log-
ical layers - public applications, management applications, machine learning, limiting
criteria (described in Sect. 2.2) and technology (see Fig. 2).
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Fig. 2. Proposed User Interaction and Response-based Knowledge Discovery Framework – UIS-
KDF.

3.1 Technology Layer

Technologies and infrastructure provide the functionality of knowledge discovery sys-
tems, support business processes and helps to make data-driven decisions. Technol-
ogy layer ensures the separation of technology from business, application and machine
learning functionality. Technology layer includes technology stacks, operating systems,
containers, processes, communication protocols, databases, gateways, monitoring and
management solutions. Essential conditions for the layer are the ability to dynamically
increase and decrease computing capabilities, as well as multi-level user authentication,
full audit logs and role based access control.

The recommended approach for creating a flexible technology layer is to apply con-
tainers such as Docker, LXD, Containerd, container orchestration platforms and cluster
technologies such as Kubernetes, Rancher, Google Cloud Run, AWS Fargate. Figure 2
includes the technology layer usingKubernetes,Docker,CloudRun andContainerd solu-
tions. The technology layer must utilize the advantages of cloud computing technologies
such as the potential of distributed computing, distributed databases and virtualization
technologies, as well as automated vertical and horizontal scalability. The technology
layer therefore requires the application of cloud computing services, such as Amazon
Web Services, Microsoft Azure, Google Cloud Platform or similar.

A data storage placed on a cloud computing platform provides functionality such as
data continuity, integrity and availability. The choice of cloud storage services depends on
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the technical requirements, and it is possible to place these services in one of the service
providers’ infrastructures. The role of the cloud computing platform in the UIS-KDF
framework is to provide an application interface that can be applied by private, public and
machine learning layer applications. The storage of large amounts of data can be realized
using database solutions and database clusters, such as traditional relational database
systems (SQL) or new types of storage (NoSQL), such as Apache Flume, HDFS, SQL,
MongoDB, etc. There are some separable cases where machine-to-machine peer-to-peer
communicationmay be disconnected from the internet, requiring data to be stored locally
on a device. To address this use case, it is necessary to implement a scenario in which
data is stored on machines until the moment when it is possible to synchronize it with
web databases for further use.

The technology layer also includes load balancing management, asynchronous oper-
ation management, monitoring solutions, system image registries, public and manage-
ment applicationAPIs, and supporting technologies. The technology layer in the concep-
tual knowledge discovery framework provides separation of technology from business,
application, andmachine learning functionality. Technologymaintenance tasks are often
significantly different from the organization’s business goals, therefore technologies
providing functionality are allocated into a separate layer.

3.2 Public and Private Applications

The public application layer (see Fig. 2) in the conceptual framework provides business
functionality requirements for the end users. The public application layer works with
the APIs of the technology layer, providing the flexibility to modify, customize, add and
replace public applications. The management applications layer (see Fig. 2) contains a
set of management applications for the organizations internal processes and procedures,
layers goal is to provide management and control functionality in accordance with the
company’s business requirements.

Both the public and management application layers include web-based, mobile,
hybrid, and desktop applications for all platforms and systems, as well as both open
source and closed source applications. An essential requirement for these applications
is the ability to work with API‘s, regardless of the type of API technology (REST,
GraphQL, RPC, SOAP).

A key differences between public and management applications is the end users and
the potential loads that the specific applications are capable of generating. The number
of users of management applications will always be limited and controllable, while
the number of users of public applications may not be limited. The API development
process for public applications needs to consider scalability, loadmanagement, and strict
authentication methods.

The business goals of companies and organizations are focused on providing ser-
vices to end consumers, and they are powered by public applications. Management
applications, on the other hand, are intended for internal use. Therefore, it is necessary
to separate the functionality of management and public applications.
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3.3 Machine Learning

The machine learning (ML) layer (see Fig. 2) provides knowledge discovery functional-
ity from user response data andmanagement of knowledge discoverymodels. The essen-
tial requirements for a layer are to provide the capabilities and placement of machine
learning models. The purpose of knowledge discovery systems is to provide data-driven
decision making and knowledge extraction from data. The mentioned tasks are enabled
by machine learning, which provides an opportunity for knowledge discovery systems
to predict results with a certain accuracy, as well as to improve the services provided by
organizations, for example, by providing the functionality of chatbots.

The machine learning layer includes the algorithm registry, feedback data of algo-
rithm loops, third-party data and user response data (see Fig. 2). The ML layer includes
a registry of ML algorithms, providing the ability to apply multiple ML algorithms for
different purposes. The ML register provides the possibility to replace a certain algo-
rithm if there is such a need, as well as to place them in a unified system. By separating
the ML layer for the knowledge discovery system, the machine learning functionality
and training process can be separated from the functionality of public and management
applications.

ML algorithm models are often developed taking into account the most important
factors of the considered domain and using available historical user response data. By
applying machine learning technologies, algorithms can be developed that are able to
extract knowledge from large volumes of user response data. Machine learning has
gradually taken an important role in various social fields, such as language processing,
natural language understanding, neuroscience, Internet of Things, etc. [19].

ML creates challenges in attracting specialists to organizations, there are almost no
expertswho have all the necessary skills - data processing, statistical analysis, the domain
understanding, database technologies, backend technologies, development languages
and application development. Attempts are gradually beingmade to develop information
systems that are easier to understand and use for non-specialists [19]. To address these
challenges, knowledge discovery systems must separate the ML layer, thus separating
the specific functionality and requirements of specialists from the overall operation of
the knowledge discovery system.

Data processing operations must ensure added value and sufficiently fast data pro-
cessing. Data analysis and application of ML algorithms create added value, which pro-
vides support in predicting future trends and understanding the situation. Separating the
machine learning layer provides the ability to abstract from technology and application
specific requirements and functionality.

3.4 UIS-KDF

Knowledge discovery refers to the process of extracting knowledge fromdata and empha-
sizes the implementation of specific data mining techniques. The purpose of knowledge
discovery is to extract applicable anduseful knowledge fromdata.Knowledge is retrieved
usingdatamining algorithms to extract insights fromdata according to defined conditions
and specifications [16]. Knowledge discovery processes are also described by several
process models developed in both academic and industry environments. The knowledge
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discovery process is described as several basic activities that are included in the general
principles of project management [6, 12].

The implementation of knowledge discovery processes in the operation of organi-
zations is associated with several problem situations. Some knowledge discovery algo-
rithms and tools stop at building and delivering models that satisfy technical require-
ments. Knowledge discovery models are developed and the organization might not
always have the capabilities and understanding to apply the models in business decision-
making [4]. Knowledge discovery is a closed problem-solving process that includes a
series of targeted activities: problem definition, framework/model development to pro-
vide operational business rules that can be seamlessly linked or integrated with business
processes and systems [4]. On the other hand, there is still a growing tendency in IT
systems to use available data to obtain information and hidden correlations. The most
important factors that have contributed to this is the desire to provide better services to
end users [13].

In order for organizations to provide better services to the end users, there is a need
for a way to extract knowledge from user response data, and this can be obtained using
knowledge discovery systems. The development of knowledge discovery systems is a
complex and time-consuming process that is facilitated by knowledge discovery frame-
works that provide development guidelines. Knowledge discovery frameworks fromuser
response data are applied in the early development stage of knowledge discovery system
architecture.

The division of the conceptual framework into layers (see Fig. 2) ensures flexibil-
ity according to changing business goals. In the UIS-KDF, technologies, management
and public applications, limiting criteria and machine learning are separated as loosely
connected layers. The technology and infrastructure requirements for development pro-
cesses are significantly different from those for management and public applications,
as well as for machine learning processes. On the other hand, for organizations, the
mutual interaction of all the mentioned components is important for the data-based
decision-making process.

The pace of technology change, along with the adoption of lean and flexible agile
methods that enable rather fast delivery cycles, learnings and data-driven decisions have
made conventional technology development an unwieldy process. Deadlines are often
missed, technology becomes obsolete, priorities and customer expectations change and
competition increases. As a result, organizations are increasingly caught between the
choice of implementing changes or following the original plan.

The UIS-KDF framework is intended for the early stage of knowledge discovery
system development – to support infrastructure planning processes. The goal of the
UIS-KDF framework is to ease the complex and time-consuming process of developing
knowledge discovery systems by providing guidelines for architectural planning and
organization.

4 Conclusions

Frameworks speed up the development process, encourage reuse, problem isolation and
provide developers with the tools to develop more flexible and less error-prone appli-
cations and systems. Prior literature research reveals that there is a limited amount of
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knowledge discovery frameworks and a discussion about the characteristics of those
frameworks are still necessary [6]. Whenever a knowledge discovery system is devel-
oped, it is necessary to include the security requirements early in the system planning,
and it is also necessary to use security requirements methodology as well as it might be
necessary to obtain appropriate certificates.

Knowledge discovery systems consist of a complex set of technologies that are
interconnected in order to enable data-driven decisionmaking, therefore the development
of knowledge discovery systems is a complex and time-consuming process. From prior
research it was clear that knowledge discovery systems have to be layered to separate the
different functionality of each of the parts, therefore the proposed UIS-KDF framework
introduces five-layer design.

Based on the UIS-KDF the authors are working on defining knowledge discovery
system development phases and implementation roadmap as well as testing the layered
design in field projects.
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Abstract. The online sharing of personal health data by individuals
has raised privacy concerns. This paper presents a Named Entity Recog-
nition (NER)-based analysis to detect potential privacy risks in German
patient forums. The objective is to extract sensitive information from
user-generated texts and augment existing digital profiles of users to
demonstrate the potential threats posed by the aggregation of informa-
tion. To achieve this, we trained a NER model on a large corpus of Ger-
man patient forum texts and evaluated its performance using standard
metrics. The results show that the NER model can effectively extract
health-related information from German texts with a micro-average pre-
cision of 0.8666, a recall of 0.9633 and an F1-score of 0.9124. This enables
the creation of Digital Twins that accurately reflect the health-related
characteristics of individuals. However, when this information is com-
bined with data from different platforms, it poses a potential threat to
users’ privacy and underlines the need to warn users.

Keywords: Privacy · Health · Digital Twin · Online Social Networks

1 Introduction

In the modern era, where Web 2.0 is a prevalent tool for individuals to exchange
and accumulate information, the extensive data collection that results from it
also creates new threats. This collection of centralized data comprises text,
images, news, health information, and more. Many users have limited trust in
the ability of these collections to be adequately secured against unauthorized
access [18]. However, much of the disclosed information has been voluntarily
made available to the public, such as to connect with other individuals. This
information, sometimes shared anonymously, can also entail risks, particularly
if the anonymity can be partially or entirely revoked at a later point.

An instance of this is patient forums that encourage the exchange of informa-
tion about diseases and treatments, and which typically allow participation via
pseudonyms. These patient forums can serve as a valuable resource for individu-
als seeking information and support related to their health conditions. However,
using these forums also poses significant privacy risks for users [8]. When indi-
viduals post on patient forums, they may disclose sensitive information about
their medical conditions, treatments, and personal lives (cf. Fig. 1).
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Fig. 1. Detected entities in disease description of a user.

One of the primary risks associated with posting on patient forums is the
potential for doxing [14]. Doxing refers to the malicious act of publicly revealing
previously private information about an individual, often with the intention of
causing harm, humiliation, or harassment. In the context of patient forums, dox-
ing can occur when a person gathers information from a user’s posts, including
the topics they discuss, the language they use, and the entities they reference.
This information can be used to construct a profile of the user, which can then be
linked to other online profiles or pieces of information, thus exposing their per-
sonal and medical history. The possible consequences of being doxxed through
patient forum posts are severe. Users may be subjected to online harassment,
shaming, or even potential physical threats. This has the potential to have seri-
ous implications for the user’s personal life and well-being [4,14].

All of these considerations are taking place as part of the Authority-
Dependent Risk Identification and Analysis in online Networks (ADRIAN)
research project, which investigates the risk and defense of profiling in Web
2.0. ADRIAN focuses on researching and developing AI-based methods for iden-
tifying potential threats to individuals and institutions based on heterogeneous,
online data sets [6]. Digital Twins (DTs) of users are created to visualize the
currently available dataset of individuals and educate about the threats. In this
sense, the research project uses the same ways that doxing uses to warn and edu-
cate users. To highlight the privacy risks associated with patient forum posts,
we propose using NER models on user-generated texts and to show users the
possible threats posed by combined information. These models are well-suited
for our task because they are pre-trained on large corpora of text and can be
fine-tuned on our specific corpus of patient forum posts. We evaluate the per-
formance of our NER models using standard metrics, including precision, recall,
and F1-score, and achieve high accuracy in identifying medical entities. German
BERT and XLM-RoBERTa are powerful tools for identifying medical entities
in user-generated texts on patient forums, which is a critical step in protecting
the privacy of forum users. Furthermore, we include the latest technical develop-
ments (e.g., GPT-3) in our considerations. Finally, our approach can be extended
to other domains, such as financial forums, where users may also disclose sensi-
tive information.

In the following, we discuss related work in the context of privacy and NER
methods in Sect. 2 and describe the data acquisition and processing in Sect. 3.
Our NER approach and the evaluation is described in Sect. 4. Finally, we discuss
our findings in Sect. 5 and draw our conclusions in Sect. 6.
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2 Related Work

This section covers privacy in Web 2.0 and in the online health domain (s.
Sect. 2.1), DTs (s. Sect. 2.2), and NER (s. Sect. 2.3). We discuss challenges and
approaches to protecting privacy, the potential impact of DTs on privacy, and
how NER can be used to instantiate and enrich DTs. Additionally, we examine
the use of NER in the German medical domain.

2.1 Threats from User-Generated Content

User-generated content refers to data, information, or media in the form of text,
images, and videos that are created by everyday people and shared online [19].
The sharing of sensitive content may place users at risk of privacy breaches.
Their personal information may be exposed or misused, which can lead to dif-
ferent threats, e.g., deanonymization and doxing. While deanonymization aims
to find out the true identity of users [23], doxing is the intentional collection and
publication of personal information about an individual by a third party, often
with the intent to harm the identified individual [11]. These threats are called
modern threats because they usually use the infrastructure of social networks
on the Internet to violate the security and privacy of users [15].

The potential risk associated with the usually constant and extensive sharing
of information is increased by the sensitive nature of the data. In the case of
privacy in the online health domain, multiple studies examine which data is
disclosed by physicians and patients on physician review websites (PRWs) [8,9].
It is not only the obvious data (e.g., diseases, treatments) that are a threat,
but also the latent information that has been given out without intention (e.g.,
gender, place of treatment, family relationships). That said, it is reasonable
to presume that the social networks issues and potential privacy breaches are
applicable to PRWs as well. For this reason, there is already preparatory work
that warns users against too extensive information disclosure in online portals,
especially those with a medical focus: By applying natural language processing
(NLP) techniques, such as hand-crafted patterns and NER, a web application,
called Text Broom, can highlight potential data exposures related to users [7].
The work in this paper goes beyond this and develops the methods further in
that the information is not only highlighted (prevention) but can also be merged
with other information that is already published and acquired and may be on
other platforms on the web and displayed as comprehensive modeling.

2.2 Digital Twins in the Privacy Context

The concept of DT encompasses a wide range of applications and interpretations
across various fields such as mechanical engineering, medicine, and computer
science [2]. Developments in the field of artificial intelligence have given the term
a wider usage. More generally, “DTs can be defined as (physical and/or virtual)
machines or computer-based models that are simulating, emulating, mirroring,
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or ‘twinning’ the life of a physical entity, which may be an object, a process, a
human, or a human-related feature” [2].

In the ADRIAN project, we use the term for the digital representation of a
real person instantiated by information available on the Web [6]. The DT can
never reflect the entire complexity of a real person, but it reproduces features
that, alone or in combination with other characteristics, can pose a threat to
the real person. In this way, the DT makes it possible to model and measure
the vulnerability of a person. The modeling of DTs is based on established and
freely available standards of the semantic web, such as Schema.org and FOAF
(Friend of a Friend). This makes it possible to easily connect and extend DTs.

2.3 Named Entity Recognition for Digital Twin Enrichment

In the context of instantiating and expanding digital twins of internet users, NER
plays a crucial role in making sense of unstructured textual data. NER enables
the extraction and categorization of named entities such as names, locations,
organizations, and dates from free-text sources such as social media posts, web
pages, and chat logs [25]. These entities provide valuable contextual information
that can enhance the accuracy and granularity of digital twins, enabling them to
more accurately reflect the behaviors and preferences of their real-world coun-
terparts. As such, NER is a key technology for developing more comprehensive
and effective digital twin models for internet users. Fortunately, developments
in NLP in recent years have made it very easy to fine-tune existing language
models to specific tasks, so that solid results can already be expected even for
data-poor tasks. This is especially important in our context, where only few data
are available and furthermore sensitive data are involved.

In the medical domain, NER is already a used method. For example, GERN-
ERMED is a NER model for German medical texts [16]. The model was trained
on a newly created German dataset by extracting, translating, and aligning
masked English texts. The texts were taken from the publicly available training
data from the n2c2 NLP 2018 Track 2 dataset (ADE and Medication Extrac-
tion Challenge) [17]. The analyzed entities in their study were Drug, Strength,
Route, Form, Dosage, Frequency, and Duration. The best performing entities
were Strength, with an F1-score of 91.66, and Form, with an F1-score of 90.57,
whereas the worst performing entities were Duration, with an F1-score of 59.37,
and Drug, with an F1-score of 66.74. Overall, the model achieved an F1-score of
81.54. This shows that a fundamentally robust extraction of medical entities is
possible, but leaves out the additional challenges of user-generated content.

3 Data Acquisition and Data Processing

We have obtained the fundamental information required for the training and
evaluation of our models from various German patient forums. In the context of
our research project, we encountered a dearth of appropriate datasets in the

https://schema.org/


A NER-Based Approach to Enrich Digital Twins 117

NER domain that catered to our research query. Unlike conventional train-
ing data, which is gleaned from assorted publications or health-related docu-
ments, this data focuses on identifying user-generated content. To overcome this
predicament, we painstakingly crafted our very own dataset. Our exposition will
commence with an overview of the descriptive statistics for the data procured,
followed by a presentation of the selected entities earmarked for annotation,
culminating in an illustration of the entity distribution within the annotated
dataset. For a comprehensive snapshot of the acquired data, Table 1 provides a
detailed account of the descriptive statistics.

Table 1. Descriptive statistics for the acquired data.

Description #

Topics 309,642

Posts 1,431,696

User Profiles 108,998

Avg. Posts per User 13.15

Avg. Sentences per Post 5.82

Avg. Tokens per Post 82.98

Avg. Unique Tokens per Post 62.89

Avg. Tokens per Sentence 14.36

Avg. Unique Tokens per Sentence 11.83

The data was acquired on January 11, 2023. The data consists of 309,642
topics, 1,431,696 posts, and 108,998 user profiles. On average, each user has
contributed 13.15 posts. Posts in the dataset are on average 5.82 sentences and
82.98 tokens (words and punctuation) long per post. The posts also exhibit some
diversity in vocabulary, with an average of 62.89 unique tokens per post. At the
sentence level, the average length is 14.36 tokens per sentence, and the average
number of unique tokens per sentence is 11.83.

From our data, we annotated 2,736 sentences using Prodigy1. Also, to allow
for the annotation of relationships between entities in future research, the sample
was purposely selected to contain only sentences containing at least two entities.
In this study, we focused on annotating medical entities relevant to the DT,
including “Anatomy”, “Diagnosis”, “Diseases”, “Substances”, “Symptoms”, and
“Treatment”. These entities were selected because of their high information value
and the availability of this information in German patient forums. This will
enable us to provide a detailed representation of the DT.

1 Available at https://prodi.gy, last accessed 2023-03-27.

https://prodi.gy
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Fig. 2. Distribution of entities in the dataset.

Figure 2 indicates that the distribution of entities is uneven. There is a higher
occurrence of “Diseases” and “Anatomy” entities, followed by “Symptoms” and
“Diagnosis”. The “Treatment” and “Drug” entities are less frequent in the
dataset. In Table 2, examples referring to each entity are shown.

Table 2. Examples of entities for the dataset.

Entity Examples Expression Count

Anatomy Eyes, Vessels, Intestine 191

Diagnosis ECG, Ultrasound, Gastroscopy 147

Diseases Flu, Hemorrhoids, Stroke 945

Drug Omeprazol, Fluoxetine, Ibuprofen 174

Symptoms Headache, Fever, Tired 347

Treatment Eyeglasses, Massage, Physiotherapy 135

As the examples of the different entities in these forums show, we can gain
insight into patient concerns and the information content in these forums. Fur-
thermore, the unique values for “Anatomy,” “Diagnosis,” “Drug,” and “Treat-
ment” are limited. This low variant richness of entities is, in our opinion, what
will explain in the following why it is straightforward to achieve very good results.

4 NER Models and Evaluation

Our work is based on achievements in NLP of the past years in particular trans-
formers like Bidirectional Encoder Representations from Transformers (BERT).
BERT is a state-of-the-art pre-training technique for text processing [13]. BERT
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has been trained on the BooksCorpus [26] and the English Wikipedia, allowing
it to learn representations that can be fine-tuned for a variety of NLP tasks.
BERT and further models based on the Transformer architecture have proven
to achieve state-of-the-art results in downstream NLP tasks, such as NER, Ques-
tion Answering, and Text Classification [20].

In this work, we use GBERT and XLM-RoBERTa in combination with our
NER dataset. GBERT is a variant of the BERT model and was trained on Ger-
man data [10]. For the dataset construction, the authors have used OSCAR [1],
OPUS [24], Wikipedia, and OpenLegalData [22] as sources. XLM-RoBERTa is a
multilingual language model, that improves cross-lingual language understand-
ing (XLU) and achieves state-of-the-art performance for various languages in
different tasks [12]. It has been trained on monolingual data from 100 languages.

As the split between the training and test datasets we use 80% (2,168 Sen-
tences) and 20% (569 Sentences). For the purpose of hyperparameter optimiza-
tion and experiment tracking, we used the Weights & Biases Library [3]. For the
optimization, we used the parameters that are shown in Table 3.

Table 3. Parameters for optimization with Weights & Biases.

Model Epochs Learning Rate Batch Size

GBERT (gbert-large) 3, 4, 5 5e−5, 3e−5, 2e−5 8, 16, 32

XLM-RoBERTa (xlm-roberta-large) 2, 4, 6, 8, 10 5e−5, 3e−5, 2e−5 8, 16, 32

For GBERT, the best performance was achieved with a learning rate of 5e−5,
5 training epochs, and a train batch size of 16. In comparison, XLM-RoBERTa
exhibited optimal results with the same learning rate of 5e−5 but required 10
training epochs and a train batch size of 8. This indicates that the adjustment
of parameters during the fine-tuning of models leads to an improvement in their
overall performance. The results of the evaluation are shown in Table 4.

Table 4. Comparison of GBERT and XLM-RoBERTa Results.

Entity GBERT XLM-RoBERTa

P R F1 Support P R F1 Support

Anatomy 0.8686 0.9643 0.9140 336 0.8705 0.9461 0.9067 334

Diagnosis 0.8803 0.9470 0.9124 132 0.8243 0.9242 0.8714 132

Diseases 0.8732 0.9718 0.9198 496 0.8601 0.9332 0.8951 494

Drug 0.8000 1.0000 0.8889 48 0.8704 0.9792 0.9216 48

Symptoms 0.8895 0.9441 0.9160 179 0.7731 0.9489 0.8520 176

Treatment 0.7792 0.9524 0.8571 63 0.8382 0.9048 0.8702 63

Micro Avg. 0.8666 0.9633 0.9124 1254 0.8448 0.9383 0.8891 1247

Macro Avg. 0.8485 0.9633 0.9014 1254 0.8394 0.9394 0.8862 1247

Weighted Avg. 0.8675 0.9633 0.9126 1254 0.8461 0.9383 0.8894 1247
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Evaluation metrics used for this comparison include Precision (P), Recall
(R), and F1-score (F1). In addition, the support specifies the number of
instances associated with each class for the evaluation of the fine-tuned mod-
els. Differences in performance can be seen among the various entity classes.
GBERT outperforms XLM-RoBERTa in terms of F1-score for the following
entity classes: Anatomy, Diagnosis, Diseases, and Symptoms. Conversely, XLM-
RoBERTa shows a superior F1-score for the Drug and Treatment classes. Inter-
estingly, XLM-RoBERTa performs better on entities with a low number of labels,
such as Drug and Treatment. Considering the average metrics, GBERT shows
slightly better performance compared to XLM-RoBERTa. The micro, macro,
and weighted average F1-scores are 0.9124, 0.9014, and 0.9126 for GBERT and
0.8891, 0.8862, and 0.8894 for XLM-RoBERTa, respectively. In summary, both
models performed well on the task. While each model excels in certain entity
classes, the overall performance of GBERT is slightly superior to that of XLM-
RoBERTa.

5 Discussion

In the context of German patient forums, the GBERT and XLM-RoBERTa
models are both suitable for recognizing medical entities. Our evaluation has
shown that both models exhibit high accuracy for all entities. The differences
in their performance can be attributed to the distribution and expression of the
entities. As depicted in Fig. 2, the distribution of entities in patient forums is
highly imbalanced, with the most common entities being diseases. This suggests
that people seek advice before receiving a medical diagnosis from a doctor, and
only share such information in patient forums once they have received a diagnosis
or treatment. Additionally, we observed that the expressions used to denote
entities in our annotated data are limited, which can influence the results. To
address this, annotating more data to increase the diversity of variants would be
beneficial. By considering these factors, we can further enhance the performance
of NER models and safeguard the privacy of forum users.

Recent progress in language modeling, particularly with Large Language
Models, has cast doubt on the approach presented in this paper. Some argue
that fine-tuning smaller models like BERT may not achieve the same level of
performance as larger models like OpenAI GPT-3 [5]. However, it has already
been shown that finetuned models can often better capture the properties of a
specific domain and an explicit task [21]. Moreover, we believe that two addi-
tional aspects need to be considered: 1) the costs that arise from mass entity
extraction, and 2) the relatively slower processing speed. Additionally, we con-
ducted experiments with GPT-3 on our training data and found that the quality
of results, even on user-generated content, is good. Nevertheless, closed-source
models, coupled with significant cost factors and potential privacy concerns,
present an application barrier for our use case.
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6 Conclusion and Future Work

In this paper, we have presented a NER-model that can detect privacy-relevant
entities in German patient forums, enabling us to enhance existing user DTs.
Our results indicate that our NER model can effectively extract sensitive health-
related information from user-generated text with high precision and recall,
which has crucial implications for individual privacy. This data, in combina-
tion with latent information that was not intended to be disclosed, provides a
valuable resource for learning more about the contributors. Nonetheless, it is
crucial to establish a threshold for when to warn users - that is, when there is
sufficient information with the potential for threats.

Our current approach discussed here only focuses on identifying entities in
the text, without taking into account the relationships between them. In future
research, we intend to expand our NER model to capture entity relationships,
such as medication and dosage, as well as diseases. This will enable us to cre-
ate more comprehensive DTs. Hence, our upcoming research will concentrate on
labeling the relationships between these NER entities to provide a more holis-
tic picture of the context and facilitate information extraction. For instance,
exploring the relationship between anatomy and disease entities can help iden-
tify which part of the body a certain disease affects, such as internal organs,
parts, or external body parts and regions. Furthermore, extracting relationships
between drug dosages and durations can furnish valuable information for clin-
ical decision-making. This can contribute to enhancing relationship extraction
techniques and investigating the performance of different models based on data
from German patient forums.

Overall, our proposed method – as one puzzle piece among many in our
project – has the potential to enhance the quality of the DT in the healthcare
field. We aspire to inspire further research in this domain and promote privacy
solutions via the utilization of machine learning techniques.
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18th International Conference on World Wide Web, WWW 2009, pp. 551–560.
Association for Computing Machinery, New York (2009). https://doi.org/10.1145/
1526709.1526784

5. Brown, T.B., et al.: Language models are few-shot learners (2020)
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Abstract. The publication trends and bibliometric analysis of the research land-
scape on the applications of machine/deep learning in energy storage (MES)
researchwere examined in this study based on published documents in the Elsevier
Scopus database between 2012 and 2022. The PRISMA technique employed to
identify, screen, andfilter related publications onMES research recovered 969doc-
uments comprising articles, conference papers, and reviews published in English.
The results showed that the publications count on the topic increased from 3 to
385 (or a 12,733.3% increase) along with citations between 2012 and 2022. The
high publications and citations rate was ascribed to the MDLES research impact,
co-authorships/collaborations, as well as the source title/journals’ reputation, mul-
tidisciplinary nature, and research funding. The top/most prolific researcher, insti-
tution, country, and funding body on MDLES research are; is Yan Xu, Tsinghua
University, China, and the National Natural Science Foundation of China, respec-
tively. Keywords occurrence analysis revealed three clusters or hotspots based
on machine learning, digital storage, and Energy Storage. Further analysis of the
research landscape showed that MDLES research is currently and largely focused
on the application ofmachine/deep learning for predicting, operating, and optimis-
ing energy storage as well as the design of energy storage materials for renewable
energy technologies such aswind, and PV solar. However, future researchwill pre-
sumably include a focus on advanced energy materials development, operational
systems monitoring and control as well as techno-economic analysis to address
challenges associatedwith energy efficiency analysis, costing of renewable energy
electricity pricing, trading, and revenue prediction.
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1 Introduction

Energy is regarded as one of the most crucial resources needed for socioeconomic devel-
opment and long-term infrastructure development worldwide [1, 2]. 733 million people
worldwide still lack access to electricity, while 2.4 billion rely on dangerous or polluting
fuels for their lighting, cooking, and other home energy requirements, according to the
United Nations (UN) [3]. This situation has brought about an energy and environmental
crisis that could seriously impede global growth and development. As a result, the UN
created the Sustainable Development Goals (SDG) in 2015 to address a variety of con-
cerns, including lack of access to electricity. As a result, Goal 7 of the UN-SDG aspires
to ensure that everyone has access to reliable, affordable, clean, and modern energy
services [3]. By 2030, it also hopes to significantly increase the global percentage of
renewable energy sources in the world’s energy mix [4]. The Paris Agreement, also
proposed in 2015, states that in order to address global warming and climate change,
humanity must reduce greenhouse gas (GHG) emissions from the current levels of 50
billion tonnes per year to zero by 2050.

2 Literature Review

The use of computational methods like machine learning (ML) for energy storage study
has gained popularity over time. According to Luxton’s definition [5], machine learn-
ing (ML) is a key component of AI that enables computers to learn how to carry out
tasks without being explicitly programmed. The definition includes computer programs
or other devices that carry out tasks after being exposed to or using data. Typically, a
computer learns to comprehend the data that is already present before using that under-
standing to forecast upcoming or newly emerging data. Nevertheless, Bhavsar and Safro
[6] describe ML as a collection of methods that let computers create data-driven models
by logically identifying patterns within the data sets that are statistically significant.
Similar to this, Edgar and Manz [7] defined ML as a branch of research that investigates
the use of computer algorithms to convert experience data into functional models (ML
was derived from classical statistics and artificial intelligence). Considering the benefits
of ML, several researchers have attempted to investigate and make use of the use of such
computation tools in tackling the problems associated with energy storage. Similar to
this, numerous studies have looked into the opportunities and difficulties of using ML in
energy storage research across the globe. For instance, ML has been used to design and
build innovative ionic/nano liquids, polymer composites, and nanocomposites [8–10] as
well as energy materials and storage devices [11–13]. ML has the potential to hasten the
development ofmaterials for energy conversion and storage, claimChen and Zhang [14].
In other noteworthy research, the use ofMLwas investigated for smart grid optimization
[15], RET performance analysis [16], and transportation/vehicular systems [17, 18].
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A few scholars have reviewed the many advancements in the area. The research
on the use of ML in the modeling of materials and interfaces for energy conversion
and storage was most recently reviewed by Artrith [19]. Similar to this, Qian and Sun
[20] evaluated themost recent developments inML investigations onMXenes for energy
storage and conversion. The review by Barrett and Haruna [21] identified and underlined
the potential of ML as a useful tool for computing the physico-chemical properties and
time scales of energy materials. The authors also emphasized the existing capacity of
ML for application in data analysis in compared to computational quantum mechanical
modeling techniques like density functional theory. Additional literature reviews on the
MLapplications on energy storage (MES) research reveal that around 1,301 publications,
including articles, conference papers, and reviews, have been published on the topic over
the years. Considering the abundance of publications on MES research, no study has yet
looked at the research environment, publishing trends, and stakeholders’ analyses of the
subject.

3 Methodology

The main goal of this research is to examine the landscape of publications and research
trends on the use of ML in energy storage is the paper’s main goal. The PRISMA
(Preferred Reporting Items for Systematic Reviews andMeta-analysis) technique, which
is used to find and screen published documents from particular scientific databases, was
utilized to conduct the analysis. TheElsevier Scopus databasewas chosen for this study in
order to identify published papers on machine/deep learning in energy storage research,
abbreviated MES research in the following.

The published documents or publications on the MES research were identified using
the “TITLE-ABS-KEY” search criteria: (“machine learning” OR “deep learning” AND
“energy storage”) AND PUBYEAR > 2011 AND PUBYEAR < 2023 which was exe-
cuted in Scopus to recover related documents published on the topic between 2012 and
2022. The search was executed on 24th January 2023 and recovered 1,122 results com-
prising numerous document types (e.g., notes, erratum, letters, and data papers, etc.) and
source types (trade journals, book series, and books, etc.) published in various languages
(e.g., Chinese, Korean). Consequently, the document screening process was performed
to eliminate the non-peer reviewed, duplicates, and unrelated aswell as non-English pub-
lications from the recovered list of documents. The screening process was performed
using the “LIMIT-TO” and “EXCLUDE” refine functions of Scopus, which resulted in
969 published documents after eliminating 153 documents from the list. The resulting
document types were articles, conference papers, and reviews, whereas the source types
are journals and conference proceedings, all published in the English language.

Using the published data recovered from Scopus and Scientometric analysis, the
analysis stage involved looking at the trends in publishing and the research landscape on
MES studies. The trends analysis of the publication looked at the output of the publica-
tion as well as the productivity of the top authors, affiliations, institutions, and nations.
Additionally, the effects of research financing and the leading funding organizations
on the subject were examined. Finally, the co-authorship and citation analysis features
were used to analyze the research landscape with VOSviewer (version 1.6.17). The BA
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analysis was used to identify the present hotspots and future directions for MES as well
as assess the effects of collaborations on the productivity of the key research actors.

4 Results and Discussion

This Section shows the results of the scientometric analysis which includes the publi-
cation trends, the top cited articles, top authors and affiliations and then the top active
nations in the research of machine learning and energy storage.

4.1 Publication Trends

Figure 1 illustrates the plot of the total publications and citations on MES research
against the year of publication. The analysis of the general publication trends shows that
the number of published documents increased from 3 to 385 (or a 12,733.3% increase)
between 2012 and 2022.

Fig. 1. Publication trends on MES research.

88.09 publications, or 9.09% of all publications (TP), are published on the topic
annually, according to the data. Similar to this, it was discovered that the overall citation
count (TC) increased with time, rising from 989 in 2012 to 1,061 in 2022, however the
greatest total (TC= 3,928) was noted in the year 2020. Themetrics show that the topic of
MES has a very high research impact, with an h-index of 59 based on TC= 15,256. High
citation rates are typically attributed to elements like publication type/quality, scientific
journal reputation, or multidisciplinary character of article and journal [22–24].

The distribution of topics for publications on the topic, as inferred from the Scopus
database from 2012 to 2022, is shown in Fig. 2. As shown, the Engineering category
has 591 publications indexed under it. Engineering is followed by the categories of
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Energy (496) and Computer Science (303). Chemistry (110), Materials Science (156),
andMathematics (182) are additional noteworthy categories. The results show that, even
though the majority of the publications are in the STEM fields, the subject area anal-
ysis shows that MES research is broad-themed, complementary, and interdisciplinary,
which may account for the significant amount of publications and citations the topic has
accumulated over time.

Fig. 2. Distribution of subject areas for MES research.

Themany studies onML applications in energy storage research clearly demonstrate
the growing significance of applying math and computer science to problems in energy
engineering.Battery development is oneof themost famous scientificfields that benefited
from the interdisciplinary nature of MES. To study the lifespan of lithium-ion (Li-ion)
batteries in electric vehicles,Hu, Jiang [25] used sophisticated sparseBayesian predictive
modeling. The study found that ML might be helpful in monitoring and assessing the
condition of Li-ion batteries in EVs. In a related study, Hu and Li [26] looked at Li-ion
batteries in EVs using the ML-based State-of-Charge (SOC) estimator and a unique
genetic algorithm-based fuzzy C-means (FCM) clustering technique.

4.2 Top Cited Articles (TCA)

The relationship between high citation rates and research impact has been the subject
of numerous studies [27, 28]. Therefore, study of the most-cited articles is necessary
for determining the research landscape in any topic. The number of publications in the
Scopus database that have received 100 or more citations as on this study’s definition of
the highest publication citation. The top 10 TCA on MES research articles from 2012
to 2022 are displayed in Table 1. The data analysis reveals that the top 30 most TCA
works, which have cumulatively acquired between 104 and 892 citations (5,971 total or
199.03 on average) over the time investigated in this study, comprise of 66.67% articles
and 33.33% review papers.
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Table 1. Top 10 most cited publications on MES

Authors/References Paper Title Source Title Citations Document Type

Foley, Leahy [32] Current methods
and advances in
forecasting of wind
power generation

Renewable Energy 892 Review

Hwang, Rao [33] Perovskites in
catalysis and
electrocatalysis

Science 792 Review

Hu, Jiang [25] Battery health
prognosis for
electric vehicles
using sample
entropy and sparse
Bayesian predictive
modelling

IEEE Transactions
on Industrial
Electronics

340 Article

Chemali, Kollmeyer
[27]

State-of-charge
estimation of Li-ion
batteries using deep
neural networks: A
machine learning
approach

Journal of Power
Sources

308 Article

Chen, Hou [34] Combining theory
and experiment in
lithium-sulphur
batteries: Current
progress and future
perspectives

Materials Today 235 Review

Hu, Li [26] Advanced Machine
Learning Approach
for Lithium-Ion
Battery State
Estimation in
Electric Vehicles

IEEE Transactions
on Transportation
Electrification

219 Article

Zheng, Yao [35] A review of
composite
solid-state
electrolytes for
lithium batteries:
Fundamentals, key
materials, and
advanced structures

Chemical Society
Reviews

208 Review

(continued)
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Table 1. (continued)

Authors/References Paper Title Source Title Citations Document Type

Wang, Zhang [29] Recent progress of
biomass-derived
carbon materials for
supercapacitors

Journal of Power
Sources

196 Review

Ng, Zhao [36] Predicting the state
of charge and health
of batteries using
data-driven machine
learning

Nature Machine
Intelligence

190 Review

Feng, Weng [11] Online
State-of-Health
Estimation for
Li-Ion Battery
Using Partial
Charging Segment
Based on Support
Vector Machine

IEEE Transactions
on Vehicular
Technology

155 Article

4.3 Top Authors

The top 5 authors on MES research from 2012 to 2022 are shown in Fig. 3. As seen,
the authors have written at least six publications on the subject. Yan Xu, who is based
in Singapore and has 9 publications, is the top author (h-index = 6). Her works have
received a total of 100 citations. The article “Data-Driven Game-Based Pricing for
SharingRooftopPhotovoltaicGeneration andEnergyStorage in theResidentialBuilding
Cluster under Uncertainties” by the author, which appeared in the IEEE Transactions on
Industrial Informatics and has been cited 21 times, is his most significant work.

Fig. 3. Top 5 most prolific authors on MES research
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The co-authorship network visualization map (NVM) for MES research from 2012
to 2022 is depicted in Fig. 4. The findings indicated that 61 authors—out of a possible
3,166—have five or more articles with more than 50 citations within the study’s time
period. The top 61 authors on MES, or 57 of them, or 93.44% of them, have co-authored
works on the subject. Additionally, the cluster analysis reveals eight clusters with three
to thirteen authors each, 244 links, and a TLS of 334. Therefore, it could be wisely
concluded that co-authorship had a major effect on the writers’ work on the subject.

4.4 Top Affiliations

The top fivemost active affiliations inMES research are presented in Fig. 5 for the period
of 2012 to 2022. As can be seen, over the time period considered in this analysis, the top 5
most productive associations have produced 15 or more articles on the subject. Tsinghua
University (32), the Chinese Academy of Sciences (28), the Ministry of Education of
China (27), Nanyang Technological University (NTU, 21), and Shanghai Jiao Tong
University (18) are the top affiliations, along with the number of publications they have
each produced. The other four most prevalent affiliations, with the exception of NTU
Singapore, are based in China, suggesting that Chinese-based institutions are the leading
actors or stakeholders in the application of ML in energy storage.

Fig. 4. Network visualization map for co-authorship among authors on MES
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Fig. 5. Top 5 affiliations on MES research

4.5 Top Active Countries

In Fig. 6 the top 5most active countries conductingMES research globallywas displayed.
According to the statistics, the countries that conducted the most research on the subject
between 2012 and 2022 were China, the US, the UK, India, and South Korea. The results
indicate that all 5 countries have 50 or more publications on the subject.

Fig. 6. Top 5 most active on MES research

As shown, China has produced the most articles in MES research with 298; these
publications have received 5,249 citations and have an h-index of 38 throughout time.
Researchers from Tsinghua University including Xiang Chen (3) and Longqing Chen
(2), as well as HongwenHe (7) and Shuangqi Li (5) who are based at the Beijing Institute
of Technology, have contributed to China’s productivity. Researchers from China and
other countries, including Yan Xu of Nanyang Technological University in Singapore,
Zhe Chen of Aalborg University in Denmark, and Xinhua Liu (5) of Imperial College
London in London (UK), have collaborated to increase production in the country.
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5 Conclusion

The study looked at bibliometric data and publishing patterns related to the application
of ML in energy storage. The PRISMA method is used to locate, evaluate, and filter
published documents. According to the distribution of published documents, numerous
English-language articles, conference papers, and reviews have been published in high-
impact journals likeEnergies,AppliedEnergy, and Journal of EnergyStorage.According
to a subject-area study, MES research articles are included in a number of categories,
including engineering, energy, and computer science, indicating that the field is multi-
disciplinary and has a wide range of themes. Themultidisciplinary character ofMES and
research funding have been determined to be the causes of the topic’s high publication
and citation rates. According to publication trends, Yan Xu (Nanyang Technological
University) is the most productive researcher, while Tsinghua University (China) is the
most productive institution. According to the financing landscape, Chinese and Amer-
ican institutions are the leading sponsors of MES research, which explains why there
are so many publications, citations, and stakeholders interested in the field worldwide.
The authors predict that future research on the subject will probably concentrate on
ML and computational applications for synthesis of energy materials, analysis of energy
efficiency, monitoring and control of operational systems, and techno-economic anal-
ysis for electricity pricing, trading, and revenue forecasting. Overall, the report used
the Scopus database, and Bibliometric analysis to provide complete insights into the
publication’s patterns and the research environment on MES.
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Abstract. Controller management platforms are part of the rapidly
growing IoT infrastructure. Platforms manage physical devices and col-
lect, process and integrate data, making them an attractive target for
cybercriminals. Weak access control is one of the key cybersecurity
threats in this area. This paper aims to provide a secure platform for
remote control of controllers using a tailored access control approach.
It also aims to evaluate the effectiveness of the proposed access control
method. The implemented platform is configured for smart home solu-
tions. Experiments on the administrative cost, speed and security of the
method are carried out in scenarios.

Keywords: Access control · Security threats · Risk score ·
Decision-making · Riskiness of the context

1 Introduction

The Internet of Things is a fast-growing area of IT, where solutions combine both
physical devices and information systems. Sensors monitor and record environ-
mental parameters, actuators perform specified actions in the physical environ-
ment, and controllers manage these devices. Controllers also provide data pro-
cessing and communication with platforms. Platforms at the application layer act
as an intermediary: they store and process sensor data, allow users to remotely
control devices, analyze data, provide interfaces between different services, and
take care of security. Controller control platforms are characterized by weak
access control. The traditional solutions used are static and therefore not suit-
able for dynamic IoT environments. Hence, there is a need to find authorization
methods suitable for this environment. This paper addresses the problem of effi-
ciency and security of access control decision-making. By designing an access
control method, the following results are sought: granularity, flexibility and
simplicity.
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2 Security Threats to Controller Management Platforms

IoT applications, like all IT systems, inevitably face security challenges. Accord-
ing to Nokia Corporation’s enterprise data, the percentage of IoT devices infected
in 2020 has risen from 16.17% in 2019 to 32.72% [1]. This area poses specific
cybersecurity challenges that require unique approaches given the unique nature
of IoT infrastructure. This requires specialized security tools and practices to
protect IoT solutions from potential threats [2].

2.1 Security Threats to IoT Infrastructure and Platforms

Security threats to Internet of Things (IoT) infrastructures and platforms include
potential risks and hazards that jeopardise the security of the entire IoT system.
These threats can include unauthorised access, data theft, cyber-attacks, inad-
equate data encryption, insufficient attack detection and many other potential
security vulnerabilities. Enhancing the security of IoT infrastructure and plat-
forms requires careful assessment of these threats and appropriate measures to
address them. Based on the OWASP (Open Web Application Security Project)
2018 list and a summary of problematic IoT challenges, Table 1 shows the archi-
tectural layers with their inherent security issues.

Table 1. Security challenges for IoT solutions at different architectural layers [3–9].

Security challenge Application
layer

Network
layer

Perception
layer

Weak or encrypted passwords
√ √

Insecure network services
√ √

Insecure interfaces
√

Insecure device updates
√ √

Use of insecure components
√ √

Inadequate privacy protection
√ √ √

Insecure data transfer and storage
√ √ √

Lack of device management
√

Insecure settings provided by manufacturers
√ √

Lack of physical security
√ √

Thus, cybersecurity issues arise at all layers of the IoT ecosystem. Some of
them are similar, and some of them differ. However, a large part of the threat
lie at the application layer, where IoT platforms operate. These threats are
important because they can affect the security of IoT platforms and devices,
and measures must be taken to address them and ensure the secure operation of
IoT. A detailed analysis of the security threats to IoT platforms reveals that a
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significant part of the problems is related to weak access control. Platforms do
not have effective authorization mechanisms tailored for IoT environments. It can
be observed that access control problems occur both in generic IoT platforms and
in domain-specific platforms. The most common problem is that smaller system
components, prevailing contextual information, attributes of objects, entities or
environments are not taken into account, and only roles are used. In summary,
further analysis of access methods and solutions used on IoT platforms is needed.

3 Proposed Access Control Method

The analysis of the publications shows that IoT applications are dominated by a
dynamic and ever-changing environment with low-resource devices. It also con-
cludes that controller management platforms face the problem of authorization
security, where traditional static access control methods do not take into account
the dynamic nature of the IoT environment and thus fail to ensure the principle
of least privilege. When designing an access control method, it was decided that
for the granularity and flexibility of the method, standard architectural blocks
of the Attribute-Based Access Control (ABAC) type of methods should be used.

Typically, there are 3 main actors involved in the operation of ABAC-type
methods: the administrator, the subject and the object. The main task of the
administrator is to create access policy rules, while the main task of the subject,
or user, is to make access requests to the access method in order to perform
certain operations on the object. The controller plays the role of an object, or
resource. Since the access control method is developed for control platforms, both
the subject and the administrator perform actions using the interface provided
by the platform.

The components of the access control method and the overall operation of
the method is visualised in Fig. 1.

Fig. 1. Vision of an access control approach for controller management platforms

The platform implementation and the network of controllers communicate
remotely, i.e. via the Internet. The application environment of the method may
include various types of input and output devices. The controller is controlled
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from the platform, and the data is transmitted to the platform using the con-
troller’s available communication modules, which access the network. Consider-
ation of the dynamically changing context of the environment is important in
the decision-making process.

Environmental conditions are not directly assessed in the decision-making
process but are used for both the risk score and the situational assessment.
The risk score is calculated by considering the environmental context and the
attributes of the site. This is done using the sensitivity of the controller and the
criticality of the desired operation. The risk assessment provides a simple way
of evaluating the different attributes and providing an overall risk score. The
detailed process of risk calculation is described in the next subsection.

In summary, access control decision-making is carried out in accordance with
the access policy rules established for each entity role. The specified maximum
permissible risk score for a role is compared with the calculated risk score for an
entity request, taking into account environment and resource attributes.

3.1 Calculation of the Risk Score

To calculate the risk score, it is necessary to define which risk factors will be
used in the calculation. In the case of the method to be developed, the following
attributes are used:

– Resource sensitivity. This attribute describes the level of sensitivity of the
resource, or controller, that the subject is trying to access. The higher the
level of sensitivity, the worse the expected consequences of an unauthorized
or improperly authorized operation. Thus, a higher sensitivity of a resource
will result in a higher overall risk score.

– Impact of the action. Different actions, or operations, may have different
consequences, so each operation is assigned a specific impact that describes
the negative consequences. The higher the impact, the higher the overall risk
score.

– The riskiness of the context of the query. Certain conditions in the
context of the request environment (e.g. a request from a certain IP address
or from a certain device type) may have negative consequences and therefore
pose a risk. To assess this risk, environmental context conditions may be
assigned a higher risk score based on system configurations.

Once the key factors that make up the final risk assessment have been iden-
tified, it is important to choose the method for calculating the risk. There are
a variety of such methods [10]: fuzzy logic, machine learning, game theory, the
standard risk assessment method or other mathematical equations. Due to its
simplicity, the access control method to be developed uses a standard risk cal-
culation (Eq. 1):

SR = P · I, (1)

where: SR – Standard risk estimate, P – Probability, I – Impact.
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In the case of a method under development, the likelihood of negative conse-
quences is determined by the impact of the action to be performed by the subject.
This means that different operations on a resource (controller) may have differ-
ent probabilities of negative consequences. Meanwhile, the negative impact, or
consequence, of an event is determined by the sensitivity of the resource and
its data. Thus, in the general case of the approach, the baseline risk score is
calculated using the following formula (Eq. 2):

BS = E · S, (2)

where: BS – Baseline risk estimate, E – Effect of the action, S – Sensitivity of
the resource.

It is also important to consider the riskiness of the context of the query, as the
method should take this into account in the case of different contextual riskiness.
To assess the environmental context conditions, the standard risk estimation
formula introduces an additional variable describing the riskiness of the context,
so the generalized risk estimation formula of the method is as follows (Eq. 3):

RS = BS ·RC, (3)

where: RS – Risk score, BS – Baseline risk estimate, RC – Riskiness of the
context.

Environmental riskiness can be a result of a number of environmental con-
textual conditions. Thus, the total riskiness of an environmental condition is the
sum of all possible environmental contextual conditions divided by the number
of such conditions (Eq. 4):

RC =
∑

i C

N
(4)

where: RC – Riskiness of the context, C – Context conditions i riskiness, N –
Number of context conditions.

The calculation of the risk score presented here is only carried out under
normal environmental conditions. The environmental assessments can be split
into two thresholds:

– Critical situation. This means that in this situation the decision-making
component ignores the calculated baseline risk estimate. A critical situation
is defined as a situation where there is an urgent situation where a person’s
health or property becomes more important than the information being pro-
tected. In this case, the method is able to take this into account and the
decision-making mechanism does not assess the risk score but gives immedi-
ate access to the subject.

– Typical situation. This situation is normal and stable and therefore poses
no threat to the subject. Information security is essential in this case and no
exceptions to the risk are made by the access control method.

To assess these situations, it is necessary to set thresholds for the environ-
mental attributes being assessed, beyond which the situation becomes critical.
This is done by the administrator of the Controller Management Platform when
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configuring the access method. In summary, the decision-making logic discussed
allows the criticality of the environmental conditions to be taken into account,
thus ensuring the flexibility of the access control method.

The final risk score is calculated using the numerical values mentioned above
and the risk calculation formula below (Eq. 5):

RS = (E ·R) ·RC, (5)

where: RS – Risk score, E – Effect of the action, R – Resource sensitivity, RC –
Riskiness of the context.

The resulting risk score is used directly in the decision-making process by
comparing it with the maximum risk score specified in the risk policy rules. The
range of risk values is broken down into 5 risk levels:

– 0 to 3.6, which means that the risk score is very low, i.e. negligible;
– 3.6 to 7.2 - low risk values;
– 7.2 to 10.8 are medium risk values;
– 10.8 to 14.4 are high risk values;
– 14.4 to 18 means very high risk, i.e. critical in terms of information security.

Taking into account the above ranges and their explanations, the adminis-
trator of the Controller Management Platform shall create access policy rules
specifying the user roles and the maximum risk scores assigned to them.

3.2 Detailed Decision-Making Process for the Access Method

In particular, the method administration component needs to have access pol-
icy rules in place that define the maximum risk score allowed for each role in
the user environment. These rules shall guide the decision-making process. The
assignment of a role to an entity, as well as the prediction of entity, resource,
operation and environment states, is necessary in order to be able to assess all
of this when making access control decisions. Prior assignment of resource sen-
sitivity, action effects and the addition of environmental context conditions are
required. Once all these data are defined, the smooth operation of the method
is possible.

The access control method shall start to operate upon receipt of an access
request from an entity. The initial processing of this request is carried out by
the decision execution component. This part of the method performs a minimal
processing of the request, reads the data and passes it on to the decision-making
component.

The decision-making component reads the role of the subject. It also reads
the impact of the operation to be performed in the request, the sensitivity of the
object (resource) to which the subject intends to gain access. The access control
approach reads the rules and values of the environmental context conditions in
preparation for the situation assessment.

After the initial steps, the decision-making component performs an assess-
ment and determines whether the current environmental situation is normal or
critical. Two options are possible:
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– if the situation is critical, the method grants access to the subject without
taking into account the riskiness, as the security of people and assets is judged
to be more important than the security of information;

– if the situation is normal, the method continues to calculate the risk score of
the request made. The score assesses the sensitivity of the resource, the impact
of the operation and evaluates the riskiness of the context of the request.

4 Prototype Implementation and Research on the Access
Control Approach for Controller Management
Platforms

4.1 Prototype Hardware

The following hardware is used to implement the prototype access control
method: Raspberry Pi 4 model B microcomputer; ESP8266 NodeMCU micro-
controller; sensors and output devices.

Fig. 2. Hardware subsystem diagram

The hardware chosen is that typical of conventional IoT infrastructures. This
choice aims to bring the control platform and approach closer to real IoT infras-
tructures. The implementation of the access control approach uses software on
both the controller and the microcomputer. Figure 2 shows a diagram summa-
rizing the software as well as the hardware of the prototype.

Such software is often used in IoT solutions and in implementations of con-
troller management platforms. It provides fast, simple and efficient communica-
tion with controllers.
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4.2 Controller Management Platform

In order to test the performance of the access control method, a prototype con-
troller management platform has been implemented in a closed network. To
ensure the security of the controller management platform and the functioning
of the access control method, the system adds the possibility for the administra-
tor to select the sensitivity of the controllers and the impact of actions on those
controllers.

Table 2. Controls and related actions with the risk impact on these actions.

Controller ID Sensitivity Action Imitation Effect

100001 Medium Raise gate Sound buzzer High (3)

100001 Medium Lower gate Sound buzzer Medium (2)

100001 Medium Get status Informative info Low (1)

100002 Large Switch on fireplace Red LED Medium (2)

100002 Large Switch off fireplace Off LED Low (1)

100002 Large Switch on light Yellow LED Low (1)

100002 Large Switch off light Off LED Low (1)

100002 Large Alarm on Blue LED Low (1)

100002 Large Alarm off Off LED High (3)

100003 Small Start/Stop sprinkler Flashing LED Medium (2)

100003 Small Get status Informative info Low (1)

100003 Small Get network settings Important info High (3)

The administrator shall also have the possibility to add context conditions
and to specify high-risk or critical thresholds for them. The monitoring of context
conditions is performed by the MQTT protocol in the homeDeviceContext topic
according to the added function paths. The resulting data shall be recorded in a
database. Context conditions can also be checked against functions implemented
in the system. 3 such functions have been implemented:

– Daytime. This function checks if the query is made during the day. Queries
made during the night are considered more risky.

– Network. This function checks whether the IP address of the subject is on an
internal network. A request coming from an external network is considered
riskier.

– Location. This function checks whether the request created by the subject
originates from Lithuania. If the request comes from elsewhere, it is considered
to be a risk and therefore the risk score will be higher.

The administrator configures the access control logic by adding access policy
rules in the policy administration component. In order to facilitate the survey
and to better understand the results, the control management platform has been
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configured to fit the smart home environment. In particular, the platform adds
users with roles specific to this environment: owner, resident, child, nanny, guest,
tenant. 3 controllers will be simulated in the home environment. Table 2 provides
information about these controllers and the actions associated with them. It also
summarizes the ID of each controller, its sensitivity level, the actions performed,
the simulation of the actions, and the impact that these actions may have. This
provides a clear structure and makes it easy to understand what actions are
associated with each controller and what their risks are.

5 Research Scenarios and Results

The research scenarios are carried out separately for each research parameter.
Firstly, the administrative costs of the access control method shall be inves-
tigated. For this purpose, the number of access policies is calculated. Several
scenarios shall be carried out:

– Test 1 - in this case the number of users, objects, actions and context condi-
tions is as defined during the preparation of the environment. Let’s say that
each object has on average 4 actions.

– Test 2 - in this case the number of users increases by 100%.
– Test 3 - in this case the number of objects increases by 100%.

The number of policies in a method depends on the roles, contextual con-
ditions, objects and actions and is the product of all of them. If the method is
fully configured, then only the number of objects can increase, and the number
of users will not be affected due to the roles used.

The number of policies depends on the access control method used:

– MAC: Policies = (Users × Tags) + (Tags × Objects).
– DAC: Policies = Users × Objects × Actions.
– RBAC: Policies = Roles × Objects × Actions.

A summary of the study on the cost of administering the access control approach
for the Controller Management Platform is given in Table 3 below.

A quantitative comparison of the constructed method with other access con-
trol methods shows that the number of policies in the RBAC method depends

Table 3. Study on the cost of administering the access control method for the Con-
troller Management Platform.

Test 1 Test 2 Test 3

Roles 6 6 6

Context conditions 7 7 7

Objects 3 3 6

Actions per object 4 4 4

Number of policies 504 504 1008
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on the number of roles, objects and actions, and is the equivalent of the prod-
uct of all of them. If the method is fully configured, then only the number of
objects can increase, the increase in the number of users will have no effect due
to the roles used. If the number of objects is increased by 100%, the number
of policies is increased by the same amount. To summarize, it can be seen that
the initial configuration of the method built during the work is more difficult
due to the context conditions used, which is also typical for other methods using
ABAC type logic. In this respect, the method is inferior to the RBAC mecha-
nism. However, the method analyzed in this paper is robust to the growth in the
number of users. In this respect, it is superior to the DAC and MAC methods.
Thus, the resulting method is relatively complex to configure at the beginning,
but convenient to expand the system in the later stages as the number of users
increases, as the administration costs do not increase.

Rapidity is another parameter that is being investigated. The study is car-
ried out according to the scenarios presented:

1. a critical situation is identified in the decision-making process;
2. a normal situation without environmental context conditions is identified in

the decision-making process;
3. a normal situation with environmental context conditions is established in

the decision-making process;
4. the environmental context conditions increase by 100%.

In summary, it is observed that in an emergency situation, the decision-
making component takes about 68.67 ms to make an access decision. In a normal
situation, but without environmental context conditions, the decision-making
process takes twice as long, i.e. about 142.39 ms. Further testing with six envi-
ronmental context conditions slows down the speed-up by about 33% to 212.19
ms. Increasing the environmental context conditions by 100% slows down the
speedup by about 6% to 226.81 ms. Thus, critical situations significantly reduce
the time for the decision-making process.

Next, a security study of the constructed method was performed. To do
this, firstly, the calculated baseline and overall riskiness for each action of the
control platform, according to the object and the action performed is compiled.
The overall risk score covers the possible range of values. Some of risky actions
(e.g. disarming the alarm, switching on the fireplace, lifting the gate, lowering
the gate) are not allowed for roles with a lower maximum risk, such as guest or
child. The decision may change depending on the criticality of the environmental
situation and the current environmental context conditions, under which the
calculated riskiness may remain the same or increase by 100%.

The following assesses how the same access decisions may change depending
on the state of the environmental context conditions. According to the configu-
rations carried out previously, there are 5 conditions (time of day, request source,
subject country, owner location, alarm operation) on the platform that charac-
terise the environment and can affect the overall risk score. The paper presents
some of the results obtained.
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Parameters of a subject in the role of nanny submits a request to turn on the
fireplace at home shown in Fig. 3a. Parameters of a child subject tries to raise
the garage door shown in Fig. 3b.

Fig. 3. Experimental results

6 Conclusions

It has been observed that in order to add granularity and flexibility to the
access approach, it is useful to apply the risk calculation algorithm and the
architecture and principles of ABAC methods: to use the component architecture
and the assessment of the environmental contextual conditions, to adapt the
access solutions to the environmental situations. It was observed that in order
to dynamically assess the environment while maintaining the simplicity of the
method, it is useful to use the product of a standardized baseline risk score
formula and the risk score of the environmental context conditions to calculate
the risk score. It is also effective to use roles specific to RBAC method types to
maintain simplicity. For flexibility of the method, it is effective to use situational
criticality assessment, i.e. in a critical situation, the subject should be granted
access to the facility in any case, assuming that the subject is potentially at risk
to his/her health or property.

The administrative cost experiments showed that the constructed method is
more difficult to configure and audit compared to the DAC, MAC, RBAC meth-
ods. The additional administrative costs are due to the desire for granularity,
i.e. the configuration of the environmental context conditions as well as the role
settings. The method uses roles, and it has been observed that an increase in the
number of users on the platform does not lead to an increase in the number of
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access policies. However, as the number of objects grows, the number of policies
grows in parallel, so in this respect the extensibility of the platform suffers as in
the other methods mentioned. Speedup studies have shown that the evaluation
of environmental context conditions slows down the decision-making component
by 33%, and in critical situations decisions are made 3 times faster than in a
normal situation with 6 environmental context conditions. This shows that in
critical situations the method is flexible and fast in assessing the situation and
prioritizing the safety of the subject in the decision to allow access. The security
evaluation of the method verifies the flexibility of the method in the presence of
the dynamics inherent in the IoT infrastructure. Thus, due to the evaluation of
environmental conditions and subject attributes used to calculate the risk score,
access rights are not static and unchanging as in traditional methods. It has
been observed that risk scoring simplifies the construction of rules compared to
other ABAC-type methods.
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Abstract. The rapid growth of digital information and the increasing
complexity of user queries have made traditional search methods less
effective in the context of business-related websites. This paper presents
an innovative approach to improve the search experience across a variety
of domains, particularly in the industrial sector, by integrating semantic
search and conversational large language models such as GPT-3.5 into
a domain-adaptive question-answering framework. Our proposed solu-
tion aims at complementing existing keyword-based approaches with the
ability to capture entire questions or problems. By using all types of
text, such as product manuals, documentation, advertisements, and other
documents, all types of questions relevant to a website can be answered.
These questions can be simple requests for product or domain knowledge,
assistance in using a product, or more complex questions that may be
relevant in determining the value of organizations as potential collabora-
tors. We also introduce a mechanism for users to ask follow-up questions
and to establish subject-specific communication with the search system.
The results of our feasibility study show that the integration of seman-
tic search and GPT-3.5 leads to significant improvements in the search
experience, which could then translate into higher user satisfaction when
querying the corporate portfolio. This research contributes to the ongo-
ing development of advanced search technologies and has implications
for a variety of industries seeking to unlock their hidden value.

Keywords: Vectorization of Enterprise Data · Large Language
Models · Semantic Search

1 Introduction

In today’s rapidly changing digital landscape, users demand fast, accurate access
to information. Existing search solutions on enterprise websites often struggle
to capture the semantic context and implicit relationships between data, result-
ing in poor search results and user dissatisfaction [6]. Traditional keyword-based
search techniques often fail to deliver relevant results and understand user intent,
leading to suboptimal user experiences and potentially lost business opportuni-
ties. This is because they require keyword overlap between the query entered
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and the indexed documents. This forces the user to have domain knowledge in
phrasing, as synonyms may not be recognized by the search system. In addi-
tion, the keyword-based approach does not take into account the context of a
text and therefore cannot distinguish between homonyms or find information
for complex questions. Information retrieval models, including the Boolean, vec-
tor space, and probabilistic models, are essential components of modern search
engines. These models attempt to satisfy users’ subjective information needs by
accurately processing their search queries [13]. Due to their complex and often
opaque mechanisms, users often perceive search engines as black boxes, mak-
ing them difficult to use and reducing customer satisfaction. Another important
consideration is the different information needs of different target groups. For
example, a typical customer may be looking for in-depth information about a
specific product, while a potential business partner may be more interested in
understanding the company’s technological capabilities and strategic focus.

In this paper, we investigate and present the implementation of a domain-
adaptive question-answering framework. For our feasibility study, we use data
from an industrial company that develops, produces, and sells high-quality mea-
surement and inspection technology. As these products are often highly spe-
cialized, there are many technical documents and user manuals available. The
company’s current search implementation on the website is based on SOLR1

(Search on Lucene and Resin), an open-source search engine. It provides a work-
ing full-text search server by integrating it into a web server environment. As a
result, the site’s search function is primarily keyword-based and requires users to
enter product numbers or almost exact product names. Technical documentation
and other documents are not searchable with the current implementation.

In the future, users should be able to not only search for products but also
to ask questions about any information related to those products. This should
allow the user to get help with technical details, usage of, or problems with
products. For this application, all the currently available content on the site
such as user guides, blog posts, or technical documentation, should be search-
able. In addition, it should be possible to ask not only questions about specific
information but also complex questions that require the aggregation of multiple
sources of information. This could then be used for a structured analysis of a
company’s portfolio. Large language models (LLMs) can help transform unstruc-
tured website data into structured, searchable databases, improving accessibility
and fostering potential collaborations. This application of large language models
not only contributes to corporate transparency but also serves as a powerful tool
for optimizing collaborative efforts.

To improve the search experience on enterprise websites, this work proposes
an innovative approach that combines semantic search and GPT-3.5, a state-
of-the-art LLM [3]. On top of that, when an answer is returned, users can ask
follow-up questions and engage in subject-specific communication. The result is
a domain-adaptive question-answering framework. The purpose of this study is
to accomplish the following tasks:

1 https://solr.apache.org, last accessed 2023-07-24.

https://solr.apache.org
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– Develop a semantic search system that can provide the appropriate context
for a search query.

– Investigate GPT-3.5’s ability to understand queries and generate meaningful
responses based on the given context.

– Develop a framework combining semantic search and GPT-3.5 to improve
corporate website retrieval based on documents like product manuals and
other unstructured data.

The proposed solution has the potential to transform the search experience
on corporate websites by providing users with more relevant, accurate, and
context-sensitive results. By leveraging the power of semantic search and LLMs,
this study aims at contributing to the ongoing development of advanced search
technologies and improving the overall user experience on corporate websites.
Ultimately, this research could have a significant impact on user satisfaction,
customer engagement, and business outcomes.

In the following, we first give an overview of the state of the art in the
area of LLMs and semantic search in Sect. 2. We then describe our approach
for a domain-adaptive question-answering framework in Sect. 3. After that, we
describe the implementation of our framework in Sect. 4. There, we discuss the
data collection and implementation of the system, describe the evaluation, and
present the results. Next in Sect. 5, we discuss our findings and the overall app-
roach. Finally, in Sect. 6, we draw conclusions from our study and outline poten-
tial future work.

2 Related Work

In this section, we review the existing literature and related work in Natural
Language Processing (NLP), specifically discussing the state of the art in LLMs
(c.f. Sect. 2.1) and semantic search (c.f. Sect. 2.2).

2.1 Large Language Models

The emergence of LLMs, particularly those based on transformer architectures
[17] such as BERT [5], GPT [9], and their successors, has revolutionized the
field of NLP and NLU. Transformer models [17] have become the backbone of
many state-of-the-art NLP models due to their ability to capture long-range
dependencies and contextual information in text.

One of the most influential transformer-based models is BERT. It uses bidi-
rectional context to pre-train deep neural networks on a large text corpus, which
can then be fine-tuned for various NLP tasks [5]. The success of BERT has
spurred the development of other LLMs such as GPT (Generative Pre-trained
Transformer) [9], RoBERTa [7], and T5 (Text-to-Text Transfer Transformer)
[11], among others. GPT and its successor, GPT-2, take a unidirectional app-
roach to language modeling, generating text from left to right, one token at a
time. These models have shown impressive performance in several NLP tasks,
including text generation and question answering [9,10].
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As LLMs have evolved, their accessibility has improved, making them avail-
able for practical applications. However, larger models do not inherently align
with user intent, sometimes producing untrue, toxic, or unhelpful outputs.
Researchers have explored fine-tuning models such as GPT-3 with human feed-
back to align them with user intent, resulting in models called InstructGPT.
In human evaluations of the distribution of prompts, outputs from the 1.3B
parameter InstructGPT model are preferred to outputs from the 175B param-
eter GPT-3 model, even though it has 100 times fewer parameters. Moreover,
InstructGPT models show improvements in truthfulness and reductions in toxic
output generation, while having minimal performance regressions on public NLP
datasets. Although InstructGPT still makes simple mistakes, the results show
that fine-tuning with human feedback is a promising direction for aligning lan-
guage models with human intent [3,8].

Now, models such as GPT-3.5 are easily accessible through APIs provided
by organizations such as OpenAI, enabling small and medium-sized enterprises
(SMEs) to use these tools without extensive computing resources or expertise in
artificial intelligence and NLP. As a result, SMEs can benefit from the cutting-
edge capabilities of LLMs to enhance their products, services, and customer
experiences and remain competitive in today’s rapidly evolving technological
landscape [3,8]. Since GPT models are closed source, there is a need for open
source alternatives that can be self-hosted, fine-tuned, and extensively evaluated.
Models such as OPT [19], MPT [15], LLaMa [16], and Falcon [1] are publicly
available and vary in size, performance, training data, hardware requirements,
and capabilities.

2.2 Semantic Search

In recent years, advances in semantic search, driven by deep learning techniques,
have significantly improved the ability of search engines to understand and pro-
cess natural language queries [5,10]. Semantic search aims to provide more mean-
ingful and contextual results by analyzing the intent and contextual meaning of
search queries, rather than relying solely on keyword matching [2]. As discussed
in Sect. 2.1, deep learning models have shown significant effectiveness in many
natural language understanding (NLU) tasks. These tasks include but are not
limited to question answering, named entity recognition, and sentiment analy-
sis. Models such as the Universal Sentence Encoder [4], SBERT [12], XLNet [18],
or DistilBERT [14] can be used to generate sentence embeddings that capture
the semantic context within a vector space. These sentence embeddings can be
compared semantically by computing distance metrics such as cosine similarity
or Euclidean distance. This allows texts to be ranked by their semantic similar-
ity, which is used in semantic search. By storing sentence embeddings in vector
databases, it is possible to search for relevant documents for a given query on a
large scale. These advances have opened up new possibilities for improving the
search experience.

Enterprise search engines can better understand user queries, extract rele-
vant information from unstructured data sources such as documents, product
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manuals, and customer reviews, and deliver more accurate, relevant, and per-
sonalized results by using deep learning-based semantic search techniques. As a
result, they can significantly improve user satisfaction, streamline information
access, and increase overall business productivity.

3 Domain-Adaptive Question-Answering Framework

Here we describe our approach to integrating semantic search and a conversa-
tional LLM as a domain-adaptive question-answering framework. This frame-
work requires two interacting components: The semantic search pipeline (cf.
Sect. 3.1) and the conversational question-answering model (cf. Sect. 3.2), which
uses the result of the search pipeline as context for answer generation. The
framework is adaptable to any domain because any textual data can be stored
and retrieved as language-independent embeddings within the search pipeline.
Relevant content to the user’s query is retrieved by the pipeline so that the
question-answering model is able to generate an appropriate response to the
user’s query. The architecture of the described framework is shown in Fig. 1.

Fig. 1. Framework for domain-adaptive question answering.
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3.1 Semantic Search Pipeline

The semantic search pipeline includes a vector database and an embedding model
that is referenced as a retriever. The use of this pipeline can be divided into two
distinct stages: filling the vector database and querying it.

Filling is performed each time new data is to be uploaded to the database.
Three steps are performed: (a) Raw data preprocessing. In this step, the content
is extracted from various file formats, such as Portable Document Format (PDF)
files, the content of the documents is cleaned to remove irrelevant or noisy infor-
mation, and then the documents are split using a user-defined chunking algo-
rithm. This splitting algorithm can be applied at different levels of granularity,
such as words, sentences, or passages, and can also use a sliding window app-
roach. (b) Compute embedding representations. Each document chunk is passed
to the retriever to compute an embedding. (c) Store the document chunks. The
chunks are stored in the database together with their metadata and embedding
representations.

The database query stage is performed when a user query is entered and
matching documents need to be retrieved. (1) Enter the user query. The user
query is entered and sent to the pipeline. (2) Embed the query. The query is
sent to the retriever, which converts it to an embedding representation. (3) Com-
pute the distance metric. The embedded query is compared to every embedded
document in the database by computing a distance metric, such as cosine sim-
ilarity (which measures angle only) or dot product (which measures both angle
and magnitude). (4) Sort documents. Documents are sorted in descending order
based on their respective computed distance metrics. (5) Retrieve the top k doc-
uments. The first k documents with the highest calculated distance metric values
are returned as the most relevant search results.

3.2 Conversational Question-Answering System

We use the GPT-3.5 API as a domain-adaptive question-answering system. The
API was chosen for its ease of use and low hardware and cost requirements
for this prototype implementation. This could also be done with self-hosted
models that require more resources and optimization. The component follows a
systematic process to generate meaningful interactions with users.

Interaction with the API involves the use of three types of messages. User
messages can be any kind of prompt that the assistant (the underlying model)
should respond to. Assistant messages are model responses. System messages
are user-defined and specify how the assistant should respond. Therefore, system
messages do not trigger an assistant response, but they influence all assistant
responses that are triggered by user messages. The history of all messages within
a conversation is sent to the API and returned by the API with each new message.

In our proposed system, the user interacts with an interface that hides the
background computation but allows the user to use it as a chatbot. (i) Enter the
user query. The entered query is first passed to the semantic search pipeline. This
returns the top k documents that match the query. (ii) Initial prompt creation. A
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prompt pattern is filled with the query and the returned documents. The prompt
consists of the task to act as a question-answering model, the top k documents
and the user query to be answered within the given context of the documents.
(iii) The assistant generates a response that is displayed to the user. (iv) If the
user is not satisfied with the response, he or she can enter follow-up questions.
The assistant receives the conversation and references can be made to previous
messages. From this point on, steps (iii) and (iv) continue in a loop.

4 Experiments

In this section, we will implement the proposed framework with some of the com-
pany’s data (c.f. Sect. 4.1). Furthermore, we will perform an evaluation by creat-
ing a list of questions to be answered by the implemented system (c.f. Sect. 4.2).
Finally, the results will be presented (c.f. Sect. 4.3).

4.1 Data Acquisition and Implementation

To demonstrate the proposed framework, we implement the semantic search
pipeline and the GPT-3.5 interaction, which can be accessed through a web
application. We apply sample enterprise data to this system and then perform
an evaluation. The first step is to collect and process the data to be retrieved by
the pipeline.

For this showcase, we want to narrow down the search space. Therefore,
we limit our data collection to user manuals only. We take the published user
manuals that are available for download from the company’s website and use that
data to populate the database. In total, we collected 131 PDF files containing
user manuals in several languages, such as English, German, French, Italian,
etc. We extract the textual content of these files and split the content of each
document to obtain document splits containing up to 6 passages each. For this
evaluation, we do not use a sliding window and we store each document only once,
instead of having multiple splits of different sizes. We also clean the documents
of blank lines and multiple whitespaces. Otherwise, the documents remain as
they are and are not optimized for content to show the effect of using data
that is not specifically optimized or even created for this scenario. Finally, the
documents are converted to embedding vectors using OpenAI’s text-embedding-
ada-002-model2 and stored in an elasticsearch database. Again, the OpenAI-API
could also be replaced by a self-hosted model such as those described in Sect. 2.2.
We implemented a small web application based on Streamlit3, Haystack4, and
the OpenAI-API5. This application captures the interaction with the semantic

2 https://openai.com/blog/new-and-improved-embedding-model, last accessed 2023-
07-24.

3 https://streamlit.io, last accessed 2023-07-24.
4 https://haystack.deepset.ai, last accessed 2023-07-24.
5 https://platform.openai.com, last accessed 2023-07-24.

https://openai.com/blog/new-and-improved-embedding-model
https://streamlit.io
https://haystack.deepset.ai
https://platform.openai.com
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search pipeline and the GPT-3.5 model. Users can interact with this application
to enter queries, view generated answers, and ask follow-up questions.

Figure 2 shows a sample conversation in which the user asks a specific
question about the company’s industry. Additionally, a follow-up question is
asked about the product portfolio, and the system provides the correct context-
sensitive answer.

Fig. 2. Example of how to answer and continue with a follow-up.

4.2 Evaluation

To evaluate the implemented system, conversations with the system were cre-
ated and finally evaluated by three independent annotators. For this purpose,
documents were first randomly selected from the corpus of user manuals. Then,
questions were created manually for each selected document. The questions were
created with as much variation as possible so that both simple questions aimed
at reproducing specific information and questions whose answers require a com-
prehensive understanding of the context were included.

The collected questions were submitted to the system. In case of imprecise
or incorrect answers, follow-up questions were entered by the user to clarify the
question or improve the generated answer. Finally, the completed conversations
were stored for later review. The three annotators were presented with a visual-
ization of a stored conversation showing all messages, the initial query, and the
retrieved documents, as well as the document used to create the initial query.
The goal of the evaluation was to evaluate these generated conversations. There-
fore, each annotator received all stored conversations. Their task was to classify
whether an initial question was answered correctly, answered incompletely, or
not answered. More detailed feedback could be entered as comments.

4.3 Results

For the evaluation, we collected 50 different conversations, which were classified
and commented on by three independent annotators. The distribution of ratings
per annotator is shown in Table 1. On average, 83% of the total conversations
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were classified as correctly answering the initial question. In contrast, 4% were
incomplete and 13% were incorrect or had no answer at all. Comments focused
on incomplete and failed conversations. The main problems identified were as
follows:

– The document containing the relevant context was not found. Therefore, the
model could not generate an answer.

– An alternative document was found that could only partially serve as the
context for answering the question.

– The document contains an image that is necessary to understand the context.
Therefore, the textual answer is incomplete.

Table 1. Evaluation results.

Rating Reviewer 1 Reviewer 2 Reviewer 3

Answer is correct 42 41 41

Answer is incomplete 2 3 1

Answer is incorrect/no answer 6 6 8

5 Discussion

The evaluation of the implemented domain-adaptive question-answering system
with user manuals has shown that the system can adapt to domain-specific data
and provide accurate answers to user-generated questions. However, there were
cases where the system failed to satisfy the user’s request. These failures can be
caused by several aspects of the system.

The first aspect is the configuration of data processing and database popula-
tion. Our approach to document splitting did not include more complex solutions
that store the same documents in different sizes with overlapping content or use
sliding windows. These approaches could improve search performance by stor-
ing many more sections for the matching algorithm to find the best match. In
contrast to this benefit, there is a storage overhead due to redundancy, and
the search pipeline could tend to return either mostly short or long documents,
resulting in either very little or too much context.

The second issue is data quality. For this showcase, we did not use optimized
content but rather took the existing content as is. Inaccurate wording, missing
information, and long sections that are not self-contained and require further
information from other documents or document splits can all lead to either poor
search performance or poor question-answer performance. In addition, image-
heavy documents without descriptions and incompatible table formatting were
present in the evaluated corpus. Since the processing steps and models are mostly
unable to handle such data, the question-answer system lacks context when
answering certain questions.
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The third aspect is the configuration of the database query stage. The pro-
posed system does not allow questions to be reformulated to create a new query.
Currently, there is an initial query and further user input is sent to the conversa-
tional LLM without querying the database again. Therefore, a new conversation
must be started if the documents found do not provide enough context. Another
problem is the chosen splitting scheme, which divides documents into six pas-
sages. Depending on the content, these passages can vary drastically in length. In
addition, our chosen conversation model, GPT-3.5, is limited to a certain input
length. Therefore, we configured the pipeline to return only the three most sim-
ilar documents before entering them into the prompt. On the one hand, this
ensures that model interactions do not fail, but on the other hand, it is possible
that the three documents do not capture all the context that would be necessary
to answer the initial question correctly.

6 Conclusion and Future Work

In summary, the emergence of LLMs based on transformer architectures has
significantly advanced the state of the art in NLP and NLU, enabling the devel-
opment of more sophisticated applications and solutions in various domains,
including corporate search and information retrieval. This paper demonstrates
the potential of combining semantic search and LLMs as a powerful domain-
aware question-answering system. By populating a database with document
data and corresponding embeddings, the system allows users to enter any data-
specific question, then finds the necessary information, and generates appropriate
answers, thus making it adaptable to various domains, although its performance
is subject to various limitations and considerations. Some of these are data
quality, data processing, retrieval configuration, and integration settings. Our
approach can improve the customer experience by allowing the user to interact
with the entire domain or product knowledge using the conversational question-
answering system. Thus, the system is complementary to existing keyword-based
search systems, as common product searches will still be necessary and enhanced
by the proposed framework.

In future work, the framework can be extended to overcome certain short-
comings, such as the inability to reformulate initial queries to guide the under-
lying search system to a better result. Furthermore, the data generation for this
scenario and the data processing should be further investigated in order to stan-
dardize the approaches. Moreover, the framework should be evaluated in other
domains with broader document types and content, using different models as
retrievers and question-answering systems. For more complex questions, where
the answer requires the analysis of multiple documents and the combination of
information to produce a report, a deeper and more structured evaluation should
be conducted. This could be, for example, an automated analysis of a company’s
product portfolio to find products, services, or skills that could be leveraged in
planned projects. Finally, the trustworthiness of such an application should be
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further investigated. By self-hosting the models and the application stack, pri-
vacy can be ensured. Furthermore, local explanations of model results should
be offered, such as providing the cited sources or explaining strange behavior in
edge cases.

Acknowledgments. This work was co-funded by the German Federal Ministry of
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Abstract. When the body’s defense against an infection damages its own tis-
sues and causes organ malfunction, it develops sepsis, a catastrophic medical ill-
ness. Administering intravenous fluids and antibiotics promptly can increase the
patient’s chances of survival. In order to determine the best treatment plans for sep-
tic patients, this study investigates the application of deep reinforcement learning
and continuous state-space models. The method produces clinically comprehen-
sible policies that could assist doctors in intensive care in empowering medical
professionals to make informed decisions that ultimately enhance the prospects
of patient survival.

Keywords: Dueling Double Deep Q Learning Networks (DDDQN) · Sepsis ·
MIMIC III · Deep-Q

1 Introduction

Sepsis is a clinical syndrome caused by the invasion of bacteria and/or toxins that triggers
a harmful reaction in the body, leading to severe morbidity and mortality [1]. Failure
to detect and manage this condition early can result in organ failure, septic shock, and
death. To improve patient outcomes, it is crucial to detect sepsis as soon as possible,
as each hour of delayed treatment after hypotension increases the risk of dying from
septic shock by 7.6%. Recent studies have shown that administering a 3-h bundle of
care for sepsis patients, including a blood culture, broad-spectrum antibiotics, and lac-
tate measurement, can significantly reduce in-hospital mortality [3]. Therefore, timely
and aggressive treatment is essential in managing sepsis. Even experienced profession-
als face difficulties in diagnosing sepsis early and accurately, as its symptoms can be
easily confused with those of other medical conditions. However, the electronic health
record (EHR) already captures data that could aid in predicting sepsis, despite the chal-
lenges that come with the diagnosis of this condition [2]. Hence, early warning scores
that rely on data from the EHR hold great promise in detecting early clinical deteriora-
tion in real-time. The National Early Warning Score (NEWS) was developed, validated,
and implemented by the Royal College of Physicians to detect patients who are acutely
decompensating. NEWS employs six physiological variables and compares them to their
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expected ranges to produce a single composite score. In addition to antibiotics, intra-
venous fluids and vasopressors are used in severe cases. However, patients’ mortality
rates vary considerably depending on the fluid and vasopressor therapy methods used,
highlighting the importance of making the right choices. In the realm of sepsis manage-
ment, the absence of tailored real-time decision support has posed significant challenges
for healthcare providers despite international efforts to provide general guidelines [13].
In response to this pressing issue, we present a pioneering data-driven approach that
leverages advanced deep reinforcement learning (RL) algorithms to optimize sepsis
treatment strategies. This study builds upon previous research and seeks to enhance the
likelihood of septic patients’ survival in the ICU by utilizing continuous- state space
models and shaped reward functions to identify the most effective course of action. Our
findings represent a crucial contribution to the field of sepsis treatment, as they pave the
way for personalized and real-time decision-making strategies that have the potential to
transform patient outcomes and reduce mortality rates. We chose RL over supervised
learning because there is a lack of consensus in the medical literature on what consti-
tutes an effective treatment approach. It is worth noting that RL algorithms enable us to
derive optimal strategies from training samples that do not correspond to optimal behav-
ior. Our primary emphasis lies in the development of continuous state-space modeling,
a sophisticated methodology that utilizes a patient’s physiological data from the ICU to
represent their current physiological state as a continuous vector at any given instant.
We use Deep-Q Learning to determine the appropriate responses. Our study presents
remarkable contributions in the realm of patient care, including the generation of treat-
ment plans that have the potential to augment patient outcomes and significantly decrease
patient mortality rates. We achieved this by implementing advanced deep reinforcement
learning models that incorporate continuous-state spaces and precisely designed reward
functions [3].

2 Background and Motivation

The initial diagnosis of sepsis poses a daunting challenge owing to its inconspicuous
presentation, characterized by clinical manifestations resembling those of less severe
ailments [5]. While international initiatives try to offer generic recommendations for
managing sepsis, doctors at the bedside still lack effective technologies to offer tailored
real-time decision support. Developing and validating early warning scores to forecast
clinical deterioration and other related outcomes has been the subject of a significant
amount of research. For instance, two of the most popular scores used to gauge overall
clinical deterioration are the MEWS score and NEWS score. Additionally, the sys-
temic inflammatory response syndrome (SIRS) score (Fig. 1) was a component of the
initial clinical definition of sepsis, however more recently, other sepsis-specific scores
have gained popularity, including SOFA and qSOFA. The Rothman Index, a more com-
plex regression-based method, is also often used to identify general deterioration. In
numerous related investigations, multitask Gaussian processes were also used to sim-
ulate multivariate physiological time series [15]. Several studies utilized a model that
was comparable to ours but placed more emphasis on forecasting vital signs to predict
clinical instability.
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Fig. 1. The systematic inflammatory response syndrome [6].

2.1 SERA Algorithm

The SERA algorithm is a risk assessment tool designed to identify patients who may be
at risk for sepsis. The algorithm uses both structured and unstructured data from patient
consultations to make a prediction. The algorithm is designed to operate on a patient-
by-patient basis, with each consultation serving as an analytical unit. It is composed of
two interrelated algorithms: the diagnosis algorithm and the early prediction algorithm.
When a patient is examined, the diagnosis algorithm determines if the patient is presently
suffering from sepsis.

Fig. 2. The development process of the SERA algorithm, a tool that utilizes both structured and
unstructured data to diagnose and predict sepsis, is depicted in a flow diagram. The algorithm is
designed to function in a standard clinical setting where physicians rely on various data sources
to analyze and diagnose patients [4].

On the other hand, the early prediction algorithm ascertains whether sepsis is likely
to manifest within the next four hours if the patient does not already have the condi-
tion. The algorithm incorporates both structured and unstructured data in its processing.
While structured data entails vital signs, investigation results, and treatment details, the
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unstructured data encompasses clinical notes. Developed to operate in a typical clinical
setting, where physicians utilize both types of data to analyze and diagnose patients,
the algorithm’s construction procedures are illustrated in the elaborate flow diagram
presented in Fig. 2.

Supervised learning, particularly in medical applications, has been hindered by the
challenge of frequently missing labels per time point in time series datasets. This issue
also affects early diagnosis of sepsis. Prior research has addressed the problemof defining
resolved sepsis labels byutilizing ad-hoc approaches. These studies have relied on readily
available ad-hoc criteria to predict the onset of sepsis and have used a global time series
label, such as an ICD illness number designed for billing purposes, to define resolved
sepsis labels.

2.2 Algorithms for the Early Detection of Sepsis SERA Algorithm

Over the past 10 years, several data-driven approaches for detecting sepsis in the ICU
have been proposed. Numerous methods compare only certain clinical scores, including
SIRS, NEWS, or MEWS. None of these ratings, meanwhile, are meant to serve as pre-
cise, ongoing sepsis risk scores. Doctors nowview the SIRS criteria as being non-specific
and out of date for the definition of sepsis. A targeted real-time warning score (TREWS-
core) was presented as an alternative to these scores to predict septic shock, which is a
common consequence after sepsis [12]. Notably, even though numerous machine learn-
ing techniques have outperformed general-purpose or oversimplified clinical schemes,
almost no articles have actually made a direct comparison to other machine learning
techniques in the literature. It has been demonstrated that using LSTMs is better than
using the InSight model. Modern technology Sepsis prevalence numbers range from
6.6% to 21.4%, and real-world datasets with these prevalence values are typically used
to build sepsis detection techniques.

2.3 Reinforcement Learning in Medicine

Reinforcement Learning, an intricate framework for optimizing sequential decision-
making, has emerged as a game-changing paradigm. In this sophisticated framework, a
Markov Decision Process (MDP), which constitutes a 5-tuple (S, A, r, γ, p), serves as
the foundation for its seamless operation. Different applications in the field of medicine
have used reinforcement learning. References and surveys offer thorough analyses of
applications in critical care and healthcare, respectively. Doctors employed dynamic
programming-based approaches to construct the best treatment plans for sepsis using a
discrete state representation was crafted by leveraging a 25-dimensional discrete action
space and clustering patient physiological readouts. Others have thought about par-
tial observability and continuous state representations. Our suggested decision support
system makes decisions, based on a preference score (Fig. 3).

2.3.1 Gaussian Process Adapters

It was demonstrated that maximizing a time series end-to-end GP [4] imputation using
the gradients of a subsequent classifier outperforms individually improving the classifier
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and the GP. This technique, also known as GP adapters, is not just for imputed missing
data. GP adapters have recently been shown to be a suitable framework for handling the
13 unevenly spaced time series in early sepsis detection. They specifically supported
earlier findings that GP adapters outperform traditional GP imputation approaches in
time series classification, which call on a separate optimization step unrelated to the
classification objective.

2.3.2 Markov Decision Process

Typically, mathematical models for sequential decision problems are formulated as
Markov decision processes (MDPs), which consist of a tuple M = (S, A, P, r). In this
context, S refers to the possible states of the system, A represents the feasible actions
that can be taken, P represents the probability distribution for the next state given the
current state and action, and r denotes the reward function that assigns a scalar reward
to each state-action pair [6].

Fig. 3. The proposed approach of deep reinforcement learning boasts a sophisticated network
architecture with numerous features and an aesthetically pleasing design [8].

Figure 3 shows the use of Markov Decision Process (MDP) to model time-varying
state spaces in reinforcement learning. Amidst the realm of artificial intelligence, the
agent observes the state of the environment at each timestep denoted by s(t), and executes
an action a(t) followed by earning a reward r(t), leading to a transition to a new state
s(t + 1). The ultimate goal of the agent lies in the maximization of the projected dis-
counted future reward, popularly known as the “return”, by choosing the most suitable
activities. Previous studies have applied reinforcement learning in healthcare contexts,
including treating septic patients using models with discretized state and action-spaces.
In this study, we used value-iteration procedures to discover an ideal policy, determined
by contrasting the Q-values obtained under it with those of a doctor’s 14 policy [14].
We improved upon this by utilizing continuous state-space models, deep reinforcement
learning, and a clinically oriented reward function. We also evaluated how the learned
policies serve patients of varying severity levels.



Synergizing Reinforcement Learning 165

3 Dataset

We have used the Multiparameter Intelligent Monitoring in Intensive Care (MIMIC-III
v1.4) database [7] to conduct this research. It is a freely available dataset which provides
us with comprehensive data. This data is generally taken every four hours and the data is
recorded, when several data points are present. It yields a feature vector of dimensions
48x1 at a given time ‘t’ and the state at this time is called St. The data provided byMIMIC-
III is focused on patients with sepsis-3 symptoms. Since, wemust apply multiple queries
on the data set, so to filter out relevant data, it is first pre-processed using postgreSQL
[9] and relations and tables are built [reference], further the processed data is analyzed
to get a MIMIC TABLE, which is directly used as the data source for out RL Algorithm.

4 Hardware/Software Requirements

Our project on Data Analytics was implemented on a Windows operating system with
Jupyter Notebook. The experiments have partly been conducted with Ryzen 7 CPU,
16GB RAM, and Nvidia RTX 3050 GPU with 4GB Memory. These requirements were
enough to run python and any desired ML algorithm.

The project majorly uses Python. Some important libraries are Matplotlib, NumPy
and Pandas and is carried in the Jupyter notebook.

• Python: It is designed to be easy to read andwrite, with a clean syntax and an emphasis
on readability and simplicity. Its popularity stems from its ease of use, powerful
standard library, and large number of third-party modules and packages. Python’s
community development model and open-source license have also contributed to its
widespread adoption and continued growth.

• NumPy: A distinguished Python package that caters to the realm of numerical anal-
ysis and scientific computing. It endows an unparalleled N-dimensional array object
and a vast array of mathematical operations that can be performed effortlessly on
these arrays. The versatility of NumPy makes it a quintessential tool for researchers,
scientists, and analysts across various fields such as physics, engineering, economics,
machine learning, and more.

• Matplotlib: A plotting library for Python that allows users to create high-quality,
publishable graphs and visualizations. It provides a range of visualization tools, from
simple line charts to 3D charts.

• Pandas: A library for data manipulation and analysis. It provides data structures for
efficiently storing and querying large datasets, aswell as powerful tools for data clean-
ing, aggregation, and visualization. Pandas is widely used in data science, finance,
and other fields dealing with large amounts of data.

• Scikit-learn: A formidable machine learning library for Python, presents an array
of powerful tools beyond just model selection and evaluation. Its rich repertoire
boasts of an exquisite set of methods for classification, regression, clustering, and
dimensionality reduction, all crafted to elevate the art of machine learning to the next
level.

• PostgreSQL: PostgreSQL is a powerful open-source relational database management
system. It is widely used inweb applications, data science, and other fields that require
robust and scalable data storage.
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• TQDM: TQDM is a library for creating progress bars in Python. It is often used in
long-running processes, such as data processing or model training, to provide users
with feedback on the progress of an operation.

5 Research Methodology

5.1 Action Space

Wewill work with a discrete action space for this research. The action space [10] defined
is a 5 × 5 matrix which will cover maximum vasopressor dose and Intravenous fluids
dose over a period of four hours. The action space is defined such that it covers all
the non-zero dosages of VP and IV fluids, measured per/dosage and converted into an
integer value by the concatenation of dosage, drug and the time stamp. All the zero
dosage entries will be represented by 0 bin value. Medical data and records are very
uncertain when it comes to finding the appropriate tuples for the action space, that’s why
we are going forward with the standard i.e., total IV fluid dosage and max Vasopressor
dosage as our key tuples for the action space.

5.2 Reward Function

We need a successfully working reward function [10] to map each state-action pair with
a numeric value which will intrinsically define the value of that state, which will finally
help our model to reach conclusions and not just predictions. We basically measure the
lactate levels defining the cell hypoxia and SOFA score which gives a numeric value to
measure organ failure in sepsis patients to define the overall health of a sepsis-3 patient.
These two measures are the key features of our reward function where increase in SOFA
score and lactate levels will result in a negative reward. For a terminal patient, at the
time of ending state, the state is rewarded positive if he survives, otherwise negative.

5.3 Model-Used

Themodel used in this research isDuelingDoubleDeepQLearningNetworks (DDDQN)
[11], which is based on a variant of DQN can be seen in Fig. 5 (Fig. 4).

DDDQN minimizes the error between target and output. We use neural approxima-
tion of Q * (s,a) which yields optimal value function. If we include θ in this function,
we can easily calculate the output of the networks, i.e., Q (s, a; θ).

The desired output given by the model is Qtarget = r + γ*maxa′ (s′, a′, θ) where we
have sets of the form <s, a, r, s′>. To minimize the expected loss between Qtarget and
Qoutput we introduce a stochastic batch gradient descent in your model. Moreover, since
the target values are highly volatile, addition of an extra network, which is dynamically
upgraded, helps to improve the overall yield. The basic Deep Q Networks are not very
efficient due to the problem of overestimation, which is very persistent in these networks,
which generally leads to incorrect predictions and large error ranges. This problem of
overestimation is due to the presence of Max of Q value for the next state in the Q
learning update equation. This is solved through a better variant of DQN, i.e., double
deep Q networks (DDQN), where we calculate the Q value by a feed-forward pass on the
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Fig. 4. An illustration of dueling deep-Q-network [16].

main network rather than using the main network directly for calculation of Q values.
Now, to solve another problem, i.e., when we find optimal treatments, we have to ignore
the influence of the previous state if it has a positive reward and correct action is to be
taken at the present time stamp. For this we turn to Dueling deep Q network (DDDQN),
where the values of 19 tuples action and state given by Q(s,a) are divided in two parts
namely, estimation of advantage of a stage representing the quality of chosen action and
estimation of flow of value representing the quality of chosen state. This yields a fully
formed Dueling Double-Deep Q Network in Fig. 6 having 2 hidden layers of size 128,
combining the above ideas [11]. The training of the model based on this methodology
gives us the optimal state of a patient as, π ∗ (s) = arg maxa Q(s, a).

Fig. 5. Architecture of DDDQN [17].
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5.4 RL Algorithm

Start with the initialization of two Q networks, D3QN-A network defined as QA(s, a; θA)
and D3QN-B network defined as QB (s, a; θB). Here all the parameters in the networks
are defined by θA and θB. Secondly, the approach involves initializing the Experience
Reply with (st, st+1, at, rt). st has two components, the first being a comprehensive feature
comprising a basic feature and saliencemap, and the second being a historical experience
vector that preserves previously used action indexes. Our approach initializes a 20 * 13d
vector to represent historical experience, with a maximum exploring step of 20 and 13
action numbers.

Fig. 6. RL Algorithm

The art of state representation lies in its ability to incorporate valuable historical
experiences and emulate the human decision-making process, thus facilitating informed
decision-making in the present. The feature extraction part generates s0 as the initial
state. Subsequently, states are sent to the Agent, which uses the ε-greedy algorithm to
select the current cropping action, followed by execution of the chosen cropping action
and obtaining the cropped image. This process is repeated, and each one-step cropping
operation (st, st+1, at, rt) is recorded in the experience reply pool. The maximum number
of cropping steps is 20, and in the training process, N_episodes is set to 160,000, with a
group of records randomly selected for learning each time. See Fig. 6 for the algorithm
steps.
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6 Result

On a held-out test set which was accurately on 50 epochs, the y-axis of the graph depicts
mortality rates, which fluctuate based on the variance between recommended dosages
dictated by the optimal policy and those administered by healthcare providers, which
serves as the return of action. This difference was computed and correlated with whether
the patient lived or passed away in the hospital for each timestep as shown in

Fig. 7. Plot between the return of the clinician’s policy and patients’ mortality.

Figure 7, enabling the computation of observed mortality. In Fig. 8, With a 95%
confidence level, this bound would always be higher than the clinicians’ guideline if
enough models were produced. The statistical safety of the novel artificial intelligence
(AI) policy in question is a topic of current discourse in theory which is maximized by
this model selection method.

Fig. 8. During the generation of 500 models of MIMIC III, the 95% lower bound of the optimal
AI policy is compared with the 95% upper bound of themost esteemed clinician policy established
to ascertain the range of values within which they operate.
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7 Conclusion

Employing deep learning in this research, the problem of treating sepsis patients is
being addressed in a practical manner. The study investigated fully continuous state-
space/discrete action space models to discover the most efficient treatment options,
learning an estimate for the best action-value function, using Dueling Double-Deep Q
networks,Q *(s, a). It was discovered that the resulting continuous state spacemodel gen-
erated interpretable regulations that might enhance sepsis treatment. The taught policies
will be put through a patient evaluation and contrasted with other investigative algo-
rithms in future study. The results of this study may significantly influence medical
practice for sepsis identification. The use of a model like described in the papers can
anticipate the onset of sepsis that could lessen the vexing issue of alarm fatigue that
plagues the existing clinical scoring systems, improve patient outcomes, and lessen the
burden on the healthcare system because sepsis is a condition that is poorly understood
and challenging for practitioners to diagnose. Although the focus of this work was on
early sepsis identification, it would be simple to adapt the techniques to other clinical
events of relevance, such as cardiac arrests, code blue occurrences, ICU admissions, and
cardiogenic shock. This will enable practitioner to employ the techniques in a real-world
clinical context, and the model’s usefulness can be objectively demonstrated by gather-
ing information on the reliability of the warnings it raises and how it is applied on the
actual wards.
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1 Introduction

Population growth and rapid urbanization have led to a significant rise in energy con-
sumption, resulting in increased carbon emissions. However, the implementation of
HES technologies is expected to enhance the sustainability of power supply by reducing
energy intensity and consumption, thereby mitigating their environmental impact.

The planning and management of the system’s structure and energy have crucial
social and technological implications for power supply, and the smart system’s resilience
to social and technical challenges is vital to achieving the Sustainable Development
Goals (SDGs) [1]. The term “Sustainable Development” refers to a better and more
sustainable future for all. According to the United Nations, it is possible by achieving 17
interconnection goals. One action has an impact on others and there should be a balance
among the environmental, societal and economic, components.

In order to meet the goal of SDG 7, which is to ensure an affordable, clean, and
reliable energy system, the European Union (EU) has set a target of increasing the share
of renewable energy in gross final energy consumption to at least 32% by 2030 [2]. It
is important to note that dependency on a single country raises risks, so the EU must
increase domestic energy generation, particularly from renewable sources, reduce energy
consumption, and invest in updating infrastructure to facilitate the distribution of clean
energy throughout the region.

The EU has seen a steadily increase in the use of renewable energy with its share
doubling in 2020 when renewables accounted for 22.1% comparing to the share since
2005 that was only 10.2% of gross final energy consumption [3]. This growth can be
attributed not only to reductions in investment costs, more efficient technologies, and
improvements in supply chains but also to support schemes for renewable energy sources
with the introduction of a hybrid energy system.

A hybrid energy system is a system that combines multiple energy sources and
technologies to produce energy for electricity, heating, and cooling purposes. It can
combine renewable energy sources, such as solar andwind power,with traditional district
energy systems. The purpose of a hybrid energy system is to leverage the strengths of
different energy sources to achieve a more reliable and cost-effective energy supply.

HESs are intricate, varied, and use a variety of renewable energy sources at different
times. It is noteworthy that to use relevant information in support of decision-makings
in order to be certain that HES implementation can contribute to increased efficiency,
reliability, economic viability and enhance sustainability.

In these conditions, different modeling approaches can be used to predict which
type of renewable energy sources is preferable to use [4], and what should be their
power. Other research shows that improving information support for decision-making
processes can increase the efficiency of HES management [5, 6]. In this condition there
is an issue with the diversity and heterogeneity of data sources, which may include data
from weather sensors, power meters, energy storage systems, and other sources. These
data sources may use different formats, have varying levels of quality and accuracy,
and may require different data processing and analysis techniques. This can make it
difficult to integrate and analyze data from different sources, leading to inaccurate or
incomplete information for decision-making tasks. This is particularly challenging in the
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context of HESs, which combine different types of energy sources and require complex
management strategies to balance their operation.

To address these challenges, it is required to analyze HES models that represent the
behavior of the system over time and can provide effective forecasts on consumption
and production, as well as insights on how to optimize system operation with a focus on
energy efficiency, as well as social and economic aspects.

Thus, we will be able to identify data needed in support of the models and analyses,
as well as where it originated from, how it will be used, where information can be
duplicated, what another knowledge we need, and how frequently it should be collected.

2 Challenges of Decision-Making Processes in Hybrid Energy
Systems

Effective decision-making processes in Hybrid Energy Systems (HES) are crucial for
their efficient operation. These processes involve managing system complexity, bal-
ancing diverse energy sources, and addressing supply and demand uncertainties. By
considering multiple stakeholders and making trade-offs between energy sources, the
decision-making aims to achieve the optimal functioning of HES.

One objective of analyzing the challenges related to the decision-making processes in
HES is to better understand the difficulties arising from managing the complexity of the
system, balancing energy sources, and incorporating data. These challenges encompass
issues related to data integration, quality, analysis, and information flow management.
Another objective is to identify areas for improvement, such as enhancingdata integration
techniques, optimizing data analysis methods, improving data accuracy and reliability,
and streamlining information flows to ensure efficient and effective operation of HES.
However, solving these problems requires an understanding of the system architecture,
the processes, and at what level they take place.

2.1 Interaction Layers of Hybrid Energy Systems

The European Committee for Standardization introduced the Smart System Architec-
ture Model (SGAM) to analyze and visualize energy systems use cases in a technology-
neutral manner [7]. Therefore, we use this reference model as the basis for the decision-
making process for hybrid system management. The SGAM is an architectural frame-
work that provides a structured approach for understanding and designing interoper-
able smart grid systems. It categorizes interoperability into different levels, reflecting
the extent to which components and systems can communicate and interact with one
another. As presented in Fig. 1, SGAM’s five interaction layers correspond to business
goals and processes, functions, information exchange and models, communication pro-
tocols, and components [8]. In a HES, data flows from the Business Layer, where goals
and requirements are set, to the Function Layer, which utilizes data from the Information
Layer. The Communication Layer facilitates this flow, which is implemented through the
Component Layer. This interconnected data flow enables efficient operation, informed
decision-making, performance optimization, and desired outcomes in the HES.
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Figure 1 illustrates connections between objects at the same level, such as physically
linking components at the component level, as well as connections between objects at
different levels. The connections between layers and the flow of data in a HES can be
understood as follows:

• Business Layer to FunctionLayer: TheBusiness Layer influences functionswithin the
Function Layer by establishing goals and requirements for the HES. It determines
the strategic direction and necessary functions for desired outcomes. The SGAM
Business Layer connects with the SDGs, supporting sustainability goals. For exam-
ple, utility and regulatory business models, policies and cost-effective analysis can
promote renewable energy, energy efficiency, and demand response for SDGs like
climate action, affordable and clean energy, and industry innovation.

• Function Layer to Information Layer: The Function Layer relies on the Information
Layer to collect, process, monitor, and manage data related to the operation of the
HES. The functions within the HES require access to accurate and timely informa-
tion about energy demand, supply, weather conditions, performance data, and other
relevant parameters. The Information Layer acts as a data provider to enable effective
functioning of the functions within the system. In Fig. 1, we specify an number of
models useful for the management of hybrid energy system at the Information level.

• Information Layer to Communication Layer: The Information Layer relies on the
Communication Layer to facilitate the exchange of data and information between
different components and systems within the HES. The Information Layer processes
and manages the data, and then the Communication Layer provides the necessary
infrastructure and protocols for seamless communication and interoperability.

• Communication Layer to Component Layer: The Component Layer consists of
the physical devices and components that make up the HES, such as renewable
energy sources, energy storage systems, sensors, and controllers. The Communi-
cation Layer enables communication between these physical components, allowing
them to exchange data, receive instructions, and coordinate their actions as part of
the overall system operation.

In this study, we focus on the information level tasks. The Business Layer defines the
business models, which require information systems to support their operation, which is
provided by the Information Layer. Information systems collect and process data related
to the operation of the HES, such as energy demand, supply, and quality, which are then
used by the Business Layer for analysis and making informed decisions.

Several tasks can be considered at the information level at the same time, for instance,
this layer can support the development of smart city applications and promote the inte-
gration of the HES into urban infrastructure (SDG 11) and enable the monitoring and
management of energy consumption and support the integration of renewable energy
sources into the HES (SDG 13). Therefore, there is a problem as how to integrate data
for different purposes?

2.2 Diversity of Tasks in Hybrid Energy Management

As demonstrated in Fig. 1, the work of Information Layer is implemented by the set of
models, which are implemented in appropriate information systems. That work together
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Fig. 1. Interaction layers of Hybrid Energy Systems

to achieve the desired outcome. In the case of an integrated planning systemwith decision
support and management microsystem data flow, there are several subsystems with their
ownmodels that are responsible for different aspects of HESmanagement and operation
(Table 1). In general, subsystems serve for:

• Planning System provides a centralized platform for data collection, storage, and
analysis. It enables the integration of various data sources, including weather data,
load data, and energy production data, to support decision-making and management
functions.

• Management System provides data and insights on the operation and performance of
the microsystem. The system would collect data from various sensors, meters, and
other monitoring devices installed throughout the microsystem (power generation
sources, energy storage devices, electrical loads, etc.). The system also use data on
weather conditions for analysis.
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Both systems would include tools for data visualization, reporting, and analysis,
allowing for optimal performance, reducing costs, and improving reliability.

Table 1. Tasks that require to make decision in HES.

Stage Task Time Frame Description

Planning HES structure planning [9–11] Up to 20 years We plan for type and amount of PV
panels, wind turbines, and
accumulator batteries
The task is solved by taking into
account the operational logic of the
hybrid system, historical data on the
weather conditions of the area, user
consumption, and characteristics of
existing installations of renewable
sources

Management Forecasting electricity generation
from renewable sources [12–15]

Every hour To forecast the level of generation
from solar panels, we use hourly
values of electricity generated
during the year, with additional
climatic variables: altitude, azimuth,
ambient air temperature,
precipitation in mm/h, cloud cover

Forecasting electricity consumption
from renewable energy sources for
different types of consumers
[16–18]

To forecast the level of consumption
we use historical data on hourly
electricity consumption in kWh.
Consider the type of consumer,
consumption characteristics for
weekdays, weekends, quarantine
due to COVID and vacation days,
and electricity consumption during
the day and night

The selection of the mode of
operation of the hybrid system
[19–21]

Every 3 h From the possible states of
operation of the electric network,
such a state is chosen in which it is
possible to achieve a balance
between the production and
consumption of electrical energy,
and its quality is sufficiently high.
The decision-making method uses
fuzzy logic
The system of fuzzy production
rules is formed according to expert
assessments, and mathematical
models for forecasting the levels of
generation and consumption takes
into account the operational logic of
the power system at a sufficient level
of electrical energy quality and is
part of the knowledge base
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From Table 1, the processes that occur during management can take different lengths
of time. There can be operational management, during which current tasks are solved
online, and strategic management, during which sustainable development tasks are
solved. Moreover, the work considers different processes, and different points of view,
considering different sources of data, their change ranges, and time intervals of data
collection. Hence, the obvious issue that follows is where and how frequent to store the
data? However, there are other issues that come up when dealing with multidimensional
tasks.

3 Analysis of Data Flow

The effectiveness and flexibility of theHES rely on its ability to receive and integrate var-
ious types of information. This enables accurate predictions and the provision of diverse
services to customers. The support offered by the HES is augmented by a combination
of direct and indirect information pertaining to power systems, energy consumption
prediction, correlation, and management. Direct sources of information include smart
meters, sensors on transformers, and distribution stations. Indirect sources of information
include historical data, current weather, weather forecasts, user consumption forecasts,
and generation forecasts.

The above models of information support for decision-making regarding HES man-
agement have different purposes that can be performed in different environments and use
different approaches to calculations. However, little research has been done to date on the
detailed interdependence of models and methods for their efficient deployment in order
to use and give recommendations on power system management modes to independent
users at the same time. These users can simultaneously use the information system of
the system, and they can be both household consumers and utilities, large enterprises,
etc.

A few problems and corresponding tasks arise that need to be solved:

1. One of the main challenges with data is data quality. Decision-makers must ensure
that the data used in their decision-making processes is accurate, reliable, and relevant
to the problem at hand.

2. The decision is made according to information, calculations in the system and data
flows between models in real time. Processed data have different properties and
lead to problems related to volume, variety, and speed [22]. The volume of data is
constantly growing, some models use the same data, and managing streaming data is
a challenge. There is a problem with the efficiency of calculations and the speed of
decision-making in the case of big data. The availability of big data in HES requires
efficient data management

3. The availability of big data in energy systemmanagement tasks requires solving prob-
lems related to heterogeneity and incompleteness of data [23, 24]. Thus, additional
methods of data analysis may be required before data is used in the modeling of
certain processes.

4. Data analysis presents a significant challenge in HES decision-making processes.
The study of the operation of the energy system can include different approaches and
models, and describe different levels. Data analysis can involve machine learning to
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predict consumption or generation, multi-task optimization, statistical analysis, and
others. However, in HES, data analysis must take into account the unique characteris-
tics of the HES’s elements, including the interplay between different energy sources
and the impact of external factors, such as weather patterns, as well as the impact of
one model on others.

5. Making intelligent decisions is based on a set of models using historical and opera-
tional data that describe user behavior. This leads to problems related to the protection
of personal data [25]. In addition, it is not enough to think about protection against
cyber-attacks but it is necessary to comply with the current legislation on data secu-
rity [26]. This may affect what data can be stored in general, and to what extent and
frequency

6. Data integration also is a challenge. All generated data can have different types that
must be integrated to provide a complete picture of the system.We need to be ensured
that data from different sources can be integrated effectively.

According to these problems, before starting the construction of an architectural
solution, it is necessary to analyze the entire flow of data circulating in the integrated
system and determine the environments of its arrival/existence. Thiswill make it possible
to identify for which processes integration of solutions is necessary, how intermediate
calculations affect each other, when it is appropriate to have asynchronous access to
information, which calculations should be performed on the user’s side and which on
the server, and how data exchange will take place.

For a visual presentation of the distribution of functions in the system between its
parts and their connection, a data flow diagram (Data Flow Diagram) is constructed and
shown in Fig. 2. The presented diagram shows the main data flow between external
entities, models, and databases. It is conditionally structured into three levels, including
management, data layer and planning, each representing different aspects of the HES.

At the lower level i.e., planning level, the diagram includes models that corre-
spond to processes related to planning the hybrid system’s structure. These models may
involve determining the potential energy generation from renewable energy installations,
modelling the planned HES, conducting multi-criteria evaluations, and more.

At the top level, i.e., management layer the diagram showcases models associated
with processes related to managing the operation of the hybrid system. These processes
can include assessing the quality of energy generated by the real HES, monitoring power
system parameters, selecting the appropriate operation mode, etc.

The data layer focuses on processes responsible for processing data and information
from external sources, as well as presenting external entities that provide information. It
also encompasses the actual storage of data. The diagram shows that data is stored in the
operational database as well as in the data warehouse, considering the EU GDPR. The
purpose of this distinction is that real-time data is used to inform the management strat-
egy, and historical data from storage is required to train intelligent models on electricity
consumption and generation levels.

All the components in the diagram are interconnected through data flows, repre-
senting the movement of data between processes, objects, and storage locations. The
direction of the data flows indicates the data flow within the system.
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Fig. 2. Data Flow processes during Hybrid System Management

This structured representation of data flows allows a clear visualization of how data
moves through the various processes and entities within the hybrid system. It helps to
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identify the dependencies, interactions, and direction of data flow, facilitating a com-
prehensive understanding of the system’s functioning and supporting decision-making
processes.

Operational management takes place online and requires operational data on the
current state of the energy system, consumption, and weather conditions. Intelligent
forecasting models are used for operational management, which is trained on histori-
cal data. Strategic management also requires the collection and accumulation of data,
their analysis, and making appropriate decisions based on them. Thus, the data used
in the decision-making process must be divided into two streams: operational data and
historical data.

The main components of the scheme are highlighted:

• An operational database that users work with in real-time, which receives data from
solar panels, electric accumulators, wind turbines, and weather APIs, in other words.
All the data needed to support decision-making. External sources of information
include data obtained from external sources, such as weather data from APIs, and
consumption and generation data from sensors.

• Data repository containing historical data for all models.
• Deployment and storage of data models at each of the levels: planning, and man-

agement, taking into account the EU General Data Protection Regulation (GDPR)
[27].

• Expert information on the evaluation of socio-economic criteria, as well as on the
rules of power system management.

• End users for whom it is necessary to display analyzed, predictive information, and
recommendations in a convenient and understandable form.

As a result of the analysis of information flows, it is possible to create a schedule
of information flows, in which it is necessary to indicate the sources and destination of
information flows, as well as the method of their processing. An architectural solution
can be built on the basis of such a schedule.

4 Conclusions

The implementation of optimization, mathematical, and machine learning forecasting
models, among others, are the most common areas of information support for decision-
making regarding HES management. Overall, this paper contributes to the existing
research by highlighting the critical role of data integration in decision-making pro-
cesses within HES. We provided a framework for understanding the challenges and
offered potential avenues for further investigation to overcome these challenges. The
challenges associated with data integration, such as data quality, analysis, heterogeneity,
and security, were identified and analyzed. By emphasizing the significance of effective
data integration, we underscore how effective data integration enables more accurate
predictions and enhances the provision of various services to customers.

The rapid and simultaneous deployment of models makes it challenging to ensure
the quality of their integration due to the vast amount of data, and various incompatible
formats. This leads to increasing the cost and time required for data analysis. In these
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conditions, it is extremely important to effectively manage information flows. In this
paper, a general flowof data has been presented for the decision support system regarding
the operation of the HES. Our primary idea was to implement intelligent management
decision support by separating data into operational and historical data.

Future work should focus on developing an appropriate architectural solution that
offers global and local hierarchical levels of information management. At the global
level, there should be processes in charge of analyzing and managing data on electricity
generation and making suggestions for management strategies. Data describing con-
sumer behavior must be stored and processed at the local level (or at the edge, closer
the end consumer). This approach should enhance not only scalability and flexibility but
also security features.

The findings of this study have practical implications for optimizing HES perfor-
mance, promoting energy efficiency, and facilitating sustainable development in the field
of renewable energy systems.
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Abstract. Financial processes are complex procedures related to financial data
recording and analysis. Compliance of these processes with the normative rules
is important because it is related to the correctness of financial data records, it
helps to evaluate the validity of financial processes in the organization. The main
issue is that organizations have limited data about how their financial processes
run. Based on expert knowledge, normative patterns of financial process types can
be developed. Normative rules can be quite complex, and difficult to understand,
even if they are systematized in tables or text descriptions. The aim of the article
is to present the possibilities of the Process Mining (PM) technology to discover
a model of the normative financial process (by the example of the Expenditure
cycle). The primary data in this kind of PM project is a list of the meta-events
indicating allowed transitions between financial transaction entities (journal types,
document types, account names, etc.), i.e. this meta-event-log.

The result of PM is a visualization of the normative rules – the meta-model,
convenient to analyze by an expert, to reveal properties of financial processes. The
Meta-model of the normative financial process (pattern) could be further used as
criteria (restriction) in analyzing financial data records and detecting anomalies in
financial data. The experiment results (using the Expenditure cycle as an example)
reveal the capability of using meta-models (patterns of financial transactions) in
financial data analysis with PM tools.

Keywords: Process Mining · Normative Financial Transaction · Expenditure
cycle · Finance Data Space

1 Introduction

Financial processes are the actions organizations take when handling financial activ-
ity including accounting and bookkeeping, budgeting, financial planning, financial
reporting, forecasting, and strategy.
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Financial processes are complex and are divided into several types according to the
content of business activities. The data processing of each type of financial process is a
transaction that must comply with the rules established by experience. Thus, financial
processes are based on normative rules to ensure correct financial data transactions.
Normative rules of the financial transactions data recording can be quite complex, and
difficult to understand, even if they are systematized in tables or text descriptions.

The aim of the article is to show the possibilities of the Process Mining (PM) tech-
nology to discover a typical model of the normative financial process (by the example
of the Expenditure cycle). The event log in this kind of PM project is different as it con-
tains not real data records (events linked to timestamp), but a list of normative rules of
the financial transaction, i.e. some list of the meta-events indicating allowed transitions
between financial transaction entities (journal types, document types, account names,
etc.).

The result of process mining using the normative meta-event-log is a kind of meta-
model (pattern of the financial transaction type), convenient to analyze with an expert,
to reveal its features.

The article is structured into several sections that aim to provide a comprehen-
sive understanding of financial processes and their application in project manage-
ment. It begins with an introduction, setting the context for the subsequent sections.
Section 2 focuses on related works, discussing previous research and literature in the
field. Section 3 delves into the exploration of different types of financial processes,
highlighting their significance and characteristics. In Sect. 4, the article introduces the
concept of a multidimensional financial space for PM project specification, emphasiz-
ing its usefulness in analyzing and optimizing financial processes. Section 5 presents an
application of process mining in the expenditure cycle, showcasing how it can be applied
to uncover insights and improve efficiency. Finally, the article concludes by summarizing
the key findings and implications drawn from the previous sections.

2 Related Work

Process mining is a technology to automatically construct a so-called process model that
is based on the sequence of events associated with a selected object (entity). Events are
listed in a so-called event log, which is stored in the organization’s information system.

Process mining is specifically focused on analyzing historical data of process imple-
mentation in the form of event logs [1–3]. Many process mining technologies, tools, and
applications can grant fact-based support process improvements and solutions. As it is
mentioned, process mining is a technology that provides analysis of event logs extracted
from the enterprise’s information system [1, 2, 11]. Even though process mining has
developed very quickly, it is pretty new to the accounting domain, and there are some
challenges of its usage in this field, especially for fraud and anomaly detection as well
for [4, 5].

Financial data analysis using PM technology is a challenging process, it helps to
reveal the flow of the financial activities and their characteristics, to evaluate the validity
of financial processes in the organization, to evaluate an organization’s performance,
and reveal possible fraud in accounting records.
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3 Types of Financial Processes

There are many financial types and cycles. There are used these financial transaction
(cycles) types in the research [4, 5, 9].

• Expenditure cycle [Purchase-to-Pay Process] – Purchase and payment of goods
(Objective to mine the events per transaction line, and understand the regular flow of
Purchase)

• Revenue cycle [Order-to-Cash process] – Sale of goods and collection of income
(Objective to mine the events per transaction line, and understand the regular flow of
Sale).

• Financing cycle – Obtain funding and invest or distribute profits – later on, similar to
a funding transaction

• Conversion cycle – Production or assembling of goods, later on, similar to a
production “transaction”.

• HR/Payroll – Recruit to payment of employees, later on, similar to a payroll
transaction.

• Purchase-to-Pay Process [Expenditure cycle] – The Purchase-to-Pay process is also
known as PtP, procure-to-pay, or req-to-check. It refers to business processes that
cover requisitioning, purchasing, confirming, receiving, paying for, and accounting
for goods and services.

• Order-to-Cash process [Revenue cycle] – The Order-to-Cash process, also known as
OtC orO2C, refers to a top-level business process that covers all activities between the
customer order and order payment. The Order-to-Cash process operates very closely
with customers, turning orders into cash.

• Double-entry accounting Requires that every business transaction be recorded in at
least two accounts.

Next, there will be examined the application of PM technology by the discovery of
only one pattern of the typical financial transaction – the Expenditure cycle normative
model. Discovery of the common flow of Expenditure cycle entity types (attributes
related to audit objectives), such as Source Documents, JournalNames, Account Names,
and other attributes of the Expenditure cycle;

The discovered common flows of the financial transactions are considered to be the
normative meta-models (patterns) of accounting data recording, which could be used as
a criterion for finding inadequate accounting processes and data.

4 Multidimensional Financial Space for PM Project Specification

Specification of thePMproject requires not onlyfinancial data content awareness but also
specific knowledge of the PM project specification rules as well as PM tool environment.

Specification of PM project includes steps as follows:

• Preparation of initial data for the PM task, creating an event log;
• Identification of some data record attribute as Case ID;
• Identification of Activity ID;
• Identification of Timestamp;
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• Assignment of some other data record attributes is as resources or simple attributes;

There are many PM tools, their environments are very different, so it is too compli-
cated for a financial specialist to use them directly in formulating data analysis tasks.
In [6, 7] were presented a user-friendly approach to PM technology implementation for
financial data analysis using a multi-dimensional space of financial data.

Figure 1 presents financial data space (FDS) dimensions and their members, which
can be covered with particular data from General Ledger prepared for the analysis
according to transformation algorithms [6–8, 10]:

• A – Dimension – Financial Statement (FS) categories: a1-FS type (Report),
a2-CreditCategory1, a3-CreditCategory2, a4-CreditCategory3, a5-SectionCode;

• B – Dimension – Source documents: b1-Doc-Type, b2-Doc-Subtype1, b3-Doc-
subtype2, b4-Doc-subtype3, …;

• C – Dimension – Journals or Sub-Ledgers: c1-Journal, c2-Sub-Journal1, c3-Sub-
journal2, c4-Sub-journal3, …;

• E – Dimension – Enterprise Types: e1-Enterprise Type, e2-E-SubType1, e3-E-
SubType2, e4-E-SubType3, …;

• L – Dimension – Location: l1-Country, l2-City, l3-Region, l4-Business Unit, l5-
Department, l6-Process/Project, …;

• T – Dimension – Time-Period: t1-Year, t2-Month, t3-Day/week day, t4-Day: Hour:
min: sec, t5-Hour: min: sec, t6-Period Beginning, t7-Period-Ending;

• D – Dimension – Anomalies: d1-Anomaly type, d2-subtype1, d3-subtype2, d4-
subtype3, …;

• K – Dimension – Changes: Internal/External Internal Changes (IC): k1-types,
k2-subtype1, k3-subtype2, …; External Changes (EC): k1-types, k2-subtype1,
k3-subtype2, ….

According to the user’s specific need for financial data analysis, the expert selects in
the financial data space which FDS dimensions are relevant (will be visible to the PM
tool environment) and which dimension members are important for specifying the PM
project.

The next step to apply standard process mining techniques is to prepare financial
data for PM, i.e. to create an event log (to) [1–3]. To be able to apply process mining per
cell of a specified in the FDS data cube, the classical requirements need to be satisfied
[4, 5].

5 Process Mining Application Example: Expenditure Cycle

As mentioned, the expenditure cycle is the purchase and payment of goods. Common
rules (normative rules) for expenditure cycle flows are shown in Table 1.

The Expenditure cycle (expenditure transaction) matrix (Fig. 2) is developed, which
is based on the Expenditure cycle rules (Table 1) and summarized expert experiences
related to the detailed rules. It is necessary to emphasize that in the case of the task we
are solving, the aim is to discover the normative financial transaction model (pattern) by
the example of the Expenditure cycle).
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Fig. 1. Financial Data Space (FDS) dimensions and dimension members [6–8]

Expenditure cycle matrix Fig. 2 defines the possible options for how expenditure
transaction data can be presented in source document types and indicates the cases in
which data records are stored in various journals and corresponding accounts. The role
of TimeStamp in this meta-event-log is only symbolic, because meta-event-log defines
logical event flow, but not the real-time events. In the case of Expenditure cycle data
from Source Document type D1 = Dispatch note can be recorded into journal J1 =
GL or journal J2 = Inventory Ledger, and the value of TimeStamp is the same in both
records.

Otherwise, if data from some source document type D2 = xx must be written first
to J1 = yy and then necessarily to journal J2 = zz in the next step, the timestamp value
must be different (be larger) indicating the logical sequence of events.

Based on this systematized matrix of Expenditure cycle rules, a normative event log
of expenditure transactions was created for the Process Mining tool.

Matrix of the Expenditure cycle rules (normative events) is used to create the
normative event log (meta-event-log), the characteristics of which are as follows:

• the line of this aggregated event log is a record whose attributes are a permitted
aggregated event (permitted financial transaction, transaction step), but not a record
of actual data,

• the value of the time stamp in the line of this summarized event log is symbolic, it
does not indicate the real-time, it is a conditional time,

• the time stamp value can be the same in all records if this event log indicates only
permitted financial transactions, where their order is not important,

• in adjacent lines of this summarized event log, the value of the time stamp may
differ in the records, if the permissible sequence of financial transactions (group of
transaction steps) is specified.



190 I. Veitaitė et al.

Table 1. Expenditure cycle (normal flow rules)

Source document Journal Name Accounts involved

Purchase Quote No registration in General
Ledger

None

Purchase Order No registration in General
ledger

n/a

Receive items or services Registration in GL, Inventory
Ledger

Inventory accounts (debit) or
Operational expense (debit),
Liability/Other payables
(credit)

Receive Vendor Invoice Registration in GL,
Vendor/Payables ledger, VAT
ledger

Liability/Other payables
(debit), VAT receivable (debit),
Accounts payable (credit)

Vendor Payment Registration in GL,
Vendor/payables ledger, Cash
register

Accounts payable (Debit),
Cash (Credit)

Alternative: Return goods Registration in GL, Inventory
Ledger

Inventory accounts (Credit) or
Operational expenses (Credit),
Asset/Other receivables (Debit)

Alternative: Credit-invoice
Vendor

Registration in GL,
Vendor/payables ledger, VAT
ledger

Asset/Other receivables
receivable (credit), VAT
Receivable (credit), Accounts
payable (debit)

Experiments with the Expenditure Event Log
The experiment used the well-known ProcessMining tool DISCO (Fluxicon BV), which
is very convenient and provides visual models of processes and their characteristics in
various aspects.

Two process mining projects were created that demonstrate the possibilities of
normative financial processes analyzes using PM technology:

• Project 01 – the aim is to reveal the allowed variants of registering source document
types (SourceDocument) data to journal types (JournalName).

• Project 02 – the aim is to define the allowed variants of recording the source document
types (Source Document) data to journal types (JournalName), linked to the allowed
Account names.

The following are the results and explanations of these experiments.
Process mining project 01 specification (importing the matrix in Fig. 2 as an event

log):

• ‘Source Document’ → Case ID
• ‘JournalName’ → Activity ID
• ‘TimeStamp’ → Timestamp (Pattern: ‘yyyy/MM/dd HH:mm:ss’)
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Fig. 2. Matrix of the Expenditure cycle rules (normative events)

• Other attributes: ‘Account names’, ‘AccountNumber’, ‘Section (AccountGroup)’

After process mining, all Source Documents types (Fig. 4) and all Journal types
(Fig. 6) were discovered.

The list of discovered different Source Document types (13 different Case ID =
Source Document) is presented in Fig. 4): Purchase Quote, Approval, Purchase Order,
Dispatch note (Receive items or services, Vendor Invoice and etc.). There are 6 variants
for recording source documents to journal types (JournalName) (Fig. 5).

The normative registration variant of each source document type can be presented in
the table and visualized as a process model (normative workflow, see example in Fig. 8).

The resulting dependency diagram of financial entities “journal type” (Activity ID
= JournalName) (Fig. 3) shows the allowed options for recording data of source docu-
ment types to journal types following the rules specified by the experts (by example of
recording expenditure transaction data from the source.

The list of discovered different Source Document types (13 different Case ID) is
presented in Fig. 4): Purchase Quote, Approval, Purchase Order, Dispatch note (Receive
items or services, Vendor Invoice and etc.). List of all allowed Journals types (Activity
ID = JournalName) is in Fig. 6.

The normative variants of each source document type recoding to journal types
(JournalName) can be presented in the table and visualized as a processmodel (normative
workflow).

There are 6 variants for recording source documents to journal types (JournalName)
(Fig. 5).
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Fig. 3. Dependency graph of financial entities “Journal type” of Expenditure cycle (Project 01)

Fig. 4. List of Source Document types of Expenditure cycle (Source Document = Case ID)

Fig. 5. Variants of recording Source Document types to Journal types (Source Document =
Case ID; JournalName = Activity ID)

When discovering financial transaction meta-models (patterns), it became clear that
standard PM tools provide redundant information. For example, we want to know to
which journal types data from the source document type “Dispatch Note” can be reg-
istered. From the obtained results in Fig. 7 and Fig. 8 it can be seen that, the source
document type “Dispatch Note” (Fig. 7) data recording is allowed to journal types GL
and Inventory ledger only (the Activity column stands for JournalName). Options for
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Fig. 6. List of all allowed Journals types of Expenditure cycle (Activity ID = JournalName)

recording source document types to journal types but GL and Inventory Ledger entries
are repeated 4 times each in Fig. 7, although in this case one entry is sufficient.

The process mining tool also represents the discovered knowledge (Fig. 6) of source
document type “Dispatch Note” normative recording rules as a process model (Fig. 8).
From the obtained results in Fig. 7, it can be seen that GL and Inventory Ledger are
repeated several times in the Activity column, so the expert himself has to summarize,
that only two types of journals are allowed: GL and Inventory Ledger.

Such a case shows the possible improvements of PM tools (need to filter out dupli-
cates), applying the process pattern discovery based on the knowledge recorded in the
meta-event-log.

Fig. 7. Allowed recording of the Dispatch note (receive items or services) to journal types
(Activity ID = JournalName)

The process mining tool also gives a visualization of the discovered knowledge of
source document type “Dispatch Note” recording to journal types normative rules (table
in Fig. 7) as a process model (workflow diagram).

Now we will consider a more complicated PM task, when a financial expert wants
to extract a more detailed normative model of source documents recording to allowed
accounts. In this case, specification of the Project 02 associates journal types and account
names, creating a compound Activity ID = JournalName &Account name.

Process Mining Project 02 – The aim is to define the allowed variants of registering
the Source Document types into journal types (JournalName), linked to the allowed
accounts (Account name).

Event Log data are loaded from the same file – the matrix in Fig. 2, however, Activity
ID is composite because it consists of JournalName and Account name pairs:

• ‘Source Document’ → Case ID
• ‘JournalName’ → Activity ID
• ‘Account names; → Activity ID
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• ‘TimeStamp’ → Resource
• ‘AccountNumber’ → Resource
• Other attributes: ‘Section (AccountGroup)’

Fig. 8. Dependency map for Activity ID = JournalName & Account name (project 02)

As can be seen in the discovered dependency graph (Fig. 8), it is much more com-
plicated. The list of discovered different Source Document types (13 different Case ID
= Source Document) is the same as presented in Fig. 9. Following the rules as specified
by the experts). The normative registration variant of each source document type can be
presented in the table and visualized as a process model (normative workflow).

Fig. 9. Types of Source documents (project 02)

There are discovered 9 variants (Fig. 10) of the different normative processmodels for
recording Source Document data to allowed accounts in allowed journal types (Activity
ID = JournalName&AccountNames).

For example,Variant 1 contains the normative processmodel of theSourceDocument
type “Vendors Payment Check” recording (Fig. 11): the rules allow recording (Block 1)



Modelling Normative Financial Processes with Process Mining 195

Fig. 10. Variants of the different normative processes

to the journal GL (General Ledger) account Accounts Payable (Debt) and/or (Block 2)
to the journal Vendors / payables ledger account Accounts payable (Debt).

Fig. 11. Source Document type “Vendors Payment Check” data recording process (Variant 1)

Such a case of option 1 shows a possible improvement of PM, because it is possible
to specify the type of logical connection between Block 1 and Block 2 - whether it is an
OR or AND connection.

For example, Variant 2 is a Source document type Purchase Quote registration nor-
mative process model: the Financial Activity Rule does not allow the registration of a
Purchase Quote in GL (General Ledger).

For example, Variant 8 is a Source Document with the type Dispatch Note (Return
goods) recording process: the financial activity rule allows the Dispatch Note to be
recorded in the GL (General Ledger) in the four accounts and in the Inventory Ledger
in the four accounts recorded in the Table Dispatch Note (Fig. 12).

Fig. 12. Summary of Dispatch Note (Return goods) registrations

The experiments performed and the description of the results allowed us to conclude
that PM technology is useful and effective in creating process patterns. Process min-
ing technologies create explicit models – graphical and structured tables of parameters
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(static indicators) – that reveal variations in financial transactions that are difficult to
observe, allow for filtering at different cross-sections, and produce statistical indica-
tors. PM allows training of inexperienced financiers, etc. PM technology discovers new
knowledge from a set of expert rules.

6 Conclusions

Normative rules of financial transactions can be quite complex, difficult to understand,
even if they are systematized in tables or text description. The Process Mining (PM)
technology is used to discover the visual models of the normative financial processes by
example of Expenditure cycle.

The event log in this kind of PM project is some list of the meta-events indicating
allowed transitions between financial transaction entities (journal types, document types,
account names, etc.), i.e., this meta-event-log.

PM technology allows you to discover two types of visual models: dependency
models (and statistical characteristics) of financial process entities and workflowmodels
and its characteristics of financial process entities.

Such visualization of the normative flow of financial transactions is a kind of meta-
model (pattern of financial transaction), convenient to analyze with an expert, to use its
properties.

It is necessary to emphasize that the aim of PM project was to discover the pat-
tern of the financial transaction (meta-model) based on the meta-event log comprising
summarized expert knowledge.

The peculiarity of such a PM task is that the timestamp value in this summary event
log line is symbolic, it does not indicate real time, it is conditional time, indicates only
permitted logical sequence of financial transactions.

When discovering financial transaction meta-models (patterns), it became clear that
standard PM tools provide redundant information. From the obtained results in Fig. 7,
it can be seen that GL and Inventory Ledger are repeated several times in the Activity
column, so the expert himself has to summarize.

Such a case shows the possible improvements of PM tools, applying the process
pattern discovery based on the knowledge recorded in the meta-event-log.

The normative meta-model of financial transaction could be further used as a pat-
tern in analyzing validity of financial data records, detecting anomalies in financial
transactions.
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Gudonienė, D., Butkienė, R. (eds.) ICIST 2021. CCIS, vol. 1486, pp. 60–71. Springer, Cham
(2021). https://doi.org/10.1007/978-3-030-88304-1_5

8. Lopata, A., et al.: Financial process mining characteristics. In: Lopata, A., Gudonienė, D.,
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Abstract. Automatic sentiment analysis is an important technique having a sig-
nificant impact on many businesses and other fields. Well known fact is that senti-
ments are culturally dependent phenomena and are differently expressed in various
cultural groups. Successful implementation of automatic sentiment identification
techniques requires using sentiment corpora. Less widely spoken languages such
as Lithuanian often suffer from the lack of corpora, particularly culturally specific
corpora. This paper presents the results of an evaluation of the possibilities to
apply machine learning techniques and the implementation of other language text
corpora for sentiment analysis of texts from representatives of Lithuanian youth
subcultures. The results show that quite a high accuracy (about 80–85%) could be
achieved at least in some contexts.

Keywords: sentiment analysis · youth subcultures · machine learning · machine
translation · zines

1 Introduction

Automatic identification of human sentiments and even emotions from text is a hot and
important topic. Sentiment analysis is contextual mining of text which identifies and
extracts subjective information in source material [1]. Very often it is understood as the
automatic recognition of emotional content hidden in the text. Since human emotions
very often are hard to determine precisely and often a matter of discussion even between
human experts the task is simplified to the recognition of whether the emotional content
of the text message is positive, negative, or not existing. The good working definition
of sentiment analysis could be summarized as follows; sentiment analysis is the process
of analysing pieces of text to determine the emotional tone they carry, whether they are
positive, negative, or neutral. It allows for finding the author’s attitude toward the topic
of interest described in the message.

The importance of sentiment analysis, in general, was caused by the abundance of
data; massive data collection is achievable using various Internet monitoring tools. How-
ever, manual analysis of tens of thousands of texts is time and resource-consuming and
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hence the application of automatic methods of various complexity is very useful. A clas-
sical approach to sentiment analysis lies in the simple evaluation of the semantic mean-
ing of words contained in the text. More and more often other and more sophisticated
methods are used in sentiment analysis.

Sentiment analysis can help businesses to understand the social sentiment of their
brand, product, or service and to improve business and marketing strategies. Not sur-
prisingly businesses became one of the first users of automatic sentiment analysis and
the major driving force behind the development of new sentiment analysis methods. But
the importance of sentiment analysis is much broader than being only a tool used in
marketing strategies. The creative use of advanced sentiment analysis techniques can
be an effective tool for doing in-depth research. For example, creative implementation
of sentiment analysis techniques could lead to early detection of socially dangerous
behaviour in some social groups, identify the cases of mocking even if the victims are
reluctant to cooperate, identify potential hate and its sources, etc.

One of the more important sources for sentiment analysis is informal texts created
by members of various youth subcultures (e.g., punks, skinheads, metal music fans,
etc.) They offer participants a specific identity outside the “traditional cultures” ascribed
by social institutions such as family, work and school. These groups often develop a
specific type of language with distinct meanings of some words or phenomena as well as
a different point of view on various social events and norms. One such example of youth
creativity is fanzines, an informal youth press, whose authors “avoid, and often explicitly
reject, the sanitised, neutral language of mainstream information, preferring instead to
speak from the heart or the gut about sensitive or important issues, not hiding their
emotionality or their relationship to knowledge” [2]. Due to their intrinsic conflict with
the mainstream culture dominant in society, representatives of the subcultural groups
have a higher risk of going into emotionally unstable behaviours that can cause social
tensions.

The success of sentiment analysis strongly relies on the existence of sentiment cor-
pora [3]. Sentiment corpora is the typical text corpora supplemented with the emotional
meaning and values of the words. The sentiment corpora could have emotional values of
the words outside of the context in which they are used or within some semantic context.
The development of sentiment corpora is an expensive and time-consuming task. Very
often it also requires consensus among human experts assigning emotional values to the
words. Not surprisingly that such not widely spoken languages as Lithuanian as well
as other relatively narrowly used languages feel a lack of properly developed sentiment
corpora. At the same time widely used languages such as English have many senti-
ment corpora including some freely available ones and the tools to use them. Automatic
machine translation techniques achieved significant progress in the recent decade and in
some situations achieve close to human translation quality. This could provide new pos-
sibilities to use various sentiment analysis tools for such less widely spoken languages as
Lithuanian - using automatic translation between the source text in the original language
and automatically translated text into language with vast resources of text corpora with
emotional text values. This paper aims to investigate the possibilities to apply such an
approach for sentiment analysis in less widely spoken languages that suffers from the
lack of appropriate sentiment corpora.
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Further, the paper is organized as follows. In Sect. 2 the dataset used in the exper-
iments is presented. In Sect. 3 the methodology of experiments and the results are
presented. Finally in Sect. 4 conclusions are provided.

2 The Dataset

The speech corpus used in this research has been obtained from Lithuania’s Youth
Culture Digital Archive (acronym JAUKA) Lithuanian Zine Collection. The Collection
has been collected during the project “An open-access database and research of self-
published informal Lithuanian youth press (fanzines)” funded by the Research Council
of Lithuania. It contains various fanzines published unofficially by representatives of
various youth subcultures in Lithuania between 1987 and 2005. The original issues were
scanned and transformed into text files using OCR tools. It should be noted that due to
various irregularities used by authors, the result of optical character recognition was far
below the accuracy usually obtained and manual post-processing often was necessary.
The archive is freely available using the address jauka.knf.vu.lt.

Part of the collection was manually labelled assigning the sentiment values for the
words contained in the text. The labelling has been performed by a group of semi-experts.
This was the group of people without special training in the area of sentiment identifica-
tion and representing different backgrounds of basic training, but they were instructed
on how to label the text and what needs to be taken into account when labelling. It should
be noted that the task was more complicated since the OCR processed text contained
many errors since original zines were prepared using irregular editing techniques.

Each textwas labelled by three different labellers. The idea behind threefold labelling
is the fact that because marking sentiments is a highly subjective issue it is necessary
to introduce cross-validation of the labelling accuracy. Only labels that are identically
labelled by more than one person could be treated as rather objective ones. In this study,
labellers marked the word having sentiment value (two options were available - positive
sentiment and negative sentiment) and the object associated with the aforementioned
sentiment. Trying to ensure the quality of labelling the size of a single labelling session
was about 8–10 pages of text in a typical.txt type file.

3 The Experimental Evaluation

As has been explained earlier many widely spoken languages have vast resources of text
corpora with assigned sentiment values for different words. There were created general
purpose corpora as well specialized corpora. Not surprisingly the biggest number of
sentiment corpora were developed for English, Spanish, Chinese, and other very widely
used languages. But a large number of resources were developed for the languages that
could be called medium popularity languages such as Dutch and similar ones. We can
mention theDutch Sentiment lexicon of general purpose [4], the Subjectivity Lexicon for
DutchAdjectives [5] and such specialised corpora as theDutchBookReviewsDataset [6]
having 118516 text files with sentiment labelling, and even such tools as the Repustate
Dutch Sentiment Analysis API [7] which could be used by the people without prior
training in NLP and sentiment analysis. At the same time, there are less well-developed
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sentiment corpora for such languages as Swedish, Danish, Norwegian and Finnish: we
can mention such corpora as ScandiSent [8] or SenSaldo [9] but they are of general
purpose and it is not easy to find out how they could be adapted for the use in culturally
specific contexts as youth subcultures are. The situation with the Lithuanian sentiment
corpora and text sets is significantly worse. Despite the fact that some text sets exist
there are no known publicly available sentiment corpora that could be used in third-
party research. On the other side, it is unknown how well these text sets could be applied
to the analysis of texts written by the representatives of youth subcultures.

In recent years automatic machine translation technologies achieved significant
advances. This suggests applying automatic translation technologies to get the possi-
bility to use corpora and tools prepared for another language for sentiment analysis in
the language of interest. [10] presents the relatively successful attempts to use English
sentiment corpora for sentiment analysis in Chinese texts, [11] proposes a multilingual
transformer for sentiment analysis in different languages, etc.

In this study, we tried to evaluate the accuracy of sentiment identification by apply-
ing automatic machine translation and sentiment corpora in other languages. We used
manually labelled original Lithuanian sentiments as a reference. If the manually labelled
sentiment in the Lithuanian languagewas the same as the sentiment identified using auto-
maticmachine translation and sentiment corpora in another language it was assumed that
sentiment identification has been performed correctly. Otherwise, it has been assumed
that automatic sentiment identification has been performed badly and identification mis-
take has been registered. Only two sentiment values - positive and negative - were used
in these evaluations.

It has been selected several texts written by representatives of different youth sub-
cultures from the JAUKA archive. The chosen texts had more than 100,000 words and
more than 600 sentiment labels. One of themain criteria for text selection was the quality
of the language used by the author and the quality of scanning and OCR (original texts
often were written using non-typical fonts and layout) to ensure a higher quality of trans-
lation. For the automatic translation, Google Translate and Deeplr tools were used. For
the sentiment analysis syuzhet package for the R environment [12] has been used. The
English, Spanish and Russian languages were selected for the evaluation issues. This
means that text in Lithuanian has been translated to one of those languages, sentiment
analysis in that language has been performed and the result received has been compared
with the sentiment value provided by the human labeller.

Table 1 shows the percent of accurately recognized sentiments using translations to
different languages and different translation methods.

Table 1. Sentiment recognition accuracy using different translation methods and different
languages

Language Google Translate, acc % Deeplr, acc %

English 69 82

Spanish 62 77

Russian 68 84
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It is obvious that higher sentiment identification accuracy has been achieved using
Deeplr translation tool. This suggests that Deeplr tool is able to transfer better emotional
content of the message written in Lithuanian into other languages (we do not try to
evaluate the overall translation quality). Comparing the languages, it is seen that the
Spanish sentiment identifier generated the worst results. It is difficult to say if this
has been caused by cultural-specific or if the Spanish translation engine transfers the
emotional content of the message written in Lithuanian not so well.

In the next step, we tried to check how accurately it is possible to identify positive
and negative sentiments. Only the Deeplr tool has been used this time. Table 2 shows
the results of this experiment.

Table 2. Positive and negative sentiment recognition accuracy using different languages

Language Positive sentiment acc, % Negative sentiment acc, %

English 82 83

Spanish 74 79

Russian 84 83

The experiment showed that both using English and Russian translations positive
and negative sentiments are recognized with the same accuracy approximately. Using
Spanish translation negative sentiments are recognized slightly better than positive
sentiments.

4 Conclusions

The possibility to use vast sentiment corpora developed for other languages is an
important task and desire for many less widely spoken languages. Advances in auto-
matic machine translation technologies provide additional opportunities at least in some
application areas.

The study evaluated the possibilities to use third-language sentiment analysis for
Lithuanian youth subcultures text analysis using automatic machine translation. The
experimental evaluation showed that the approach can achieve about 80% accuracy
compared with the human-based sentiment identification accuracy. These results could
be treated as encouraging since could help interested people (ethnologists, anthropol-
ogists, etc.) in their work. At the same time, it is unlikely that an automatic approach
could completely replace human analytics, but it can help substantially in getting initial
insights and going then into deeper analysis. It should be noted that the accuracy of the
method depends on many factors: text and translation quality, etc.
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Abstract. Educational chatbots are digital tools designed to assist learners in var-
ious educational settings. These chatbots use natural language processing (NLP)
and machine learning algorithms to simulate human conversation and respond to
user queries in a way that facilitates learning. They can be integrated into var-
ious educational platforms such as learning management systems, educational
apps, and websites to provide learners with a personalized and interactive learn-
ing experience. Our paper discusses different scenarios for educational purposes
and suggests in total four scenarios for educational needs.

Keywords: distance learning · chatbots · learning management

1 First Section

Artificial Intelligence (AI) increasingly integrates our daily lives with the creation and
analysis of intelligent software and hardware, called intelligent agents. Intelligent agents
can do a variety of tasks ranging from labor work to sophisticated operations. A chatbot
is a typical example of an AI system and one of the most elementary and widespread
examples of intelligentHuman-Computer Interaction (HCI) and can be used as a learning
resource (Adamopoulou & Moussiades, 2020; Cahn, 2017; Chaves & Gerosa, 2021).
Chatbots are also considered as one of the latest and trendy learning technologies with
AI (Vanichvasin, 2021). A chatbot is defined as a tool that combines AI and natural
language processing or other technology, which enables it to interact to a certain level of
conversation with a human interlocutor through text or voice (Pérez et al., 2020). Dahiya
(2017) defines chatbots as a program designed to counterfeit smart communication on a
text or spoken ground. Since the inception of the first chatbot, named Eliza, in 1966, the
field of natural language processing and human-machine communication has witnessed
remarkable advancements. Chatbots have emerged as a prominent application within

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Lopata et al. (Eds.): ICIST 2023, CCIS 1979, pp. 207–221, 2024.
https://doi.org/10.1007/978-3-031-48981-5_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48981-5_17&domain=pdf
https://doi.org/10.1007/978-3-031-48981-5_17


208 S. Virkus et al.

this domain, experiencing a substantial surge in usage. Furthermore, experts predict a
significant upward trajectory in their adoption in the upcoming years (Pérez et al., 2020;
Shawar &Atwell, 2007;Weizenbaum, 1966; Zawacki-Richter et al., 2019). Kuhail et al.
(2023) found that chatbots hold the promise of revolutionizing education by engaging
learners, personalizing learning activities, supporting educators, and developing deep
insight into learners’ behavior. However, there is a lack of studies that analyze the recent
evidence-based chatbot-learner interaction design techniques applied in education.

The aim of this paper is to present four distinct chatbot scenarios designed in the
frames of the Challenge Based Learning in AI Enhanced Digital Transformation Cur-
ricular programme. The objective was to develop scenarios that directly enhance the
study process, ensuring a higher quality of education and promoting the utilization of
intelligent technologies in the field of education. The paper has the following structure:
Sect. 2 provides a literature review which forms the theoretical framework for this study.
Section 3 outlines the research methodology. Section 4 presents the results. Finally,
Sect. 5 provides a discussion and conclusion.

2 Methodology

To address the research questions related to the AI in education and chatbots develop-
ment scenarios, a qualitative research method was selected. The case study was selected
in regard to the research questions in order to control research and actual behavioral
elements and to focus on contemporary events. To collect relevant data, the research was
conducted in the context of studies within the digital transformation curriculum. The
research focuses on the approach to develop scenarios for chatbots implementation in
education. All data were collected by using the questionnaire for focus groups meeting
to find out the need of the targets working with digital transformation curricular.

When providing examples, all details were discussed related to the AI implementa-
tion, attitudes, achievements, etc. The theoretical frameworkwas built to be related to the
learning process. The case study is based on the reflections, feedback, and assessments
of the module’s teachers, the students, and the challenge owners. The data used were
anonymized and analyzed.

3 Theoretical Background

3.1 Previous Literature Review Findings

Numerous literature reviews have systematically analyzed the body of research inves-
tigating the utilization of chatbots in the realm of education (Cunningham-Nelson
et al., 2019; Hobert, 2019; Hwang & Chang, 2021; Kuhail et al., 2023; Okonkwo &
Ade-Ibijola, 2021; Pérez et al., 2020; Thomas, 2020; Wollny et al., 2021).

For example, Cunningham-Nelson et al. (2019) conducted a review of the relevant
literature on chatbots and presented two potential scenarios demonstrating their utility
in an educational environment, accompanied by a sample application for each scenario.
The first case involves an FAQ chatbot that allows educators to interact with students and
answer commonly asked questions. It reduces educators’ workload, offers personalized
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responses, and supports knowledge retention across different instructors. The second
case is about a quiz chatbot for students. It helps identifymisconceptions, directs students
to resources, and allows for error correction and clarifications through dialogue. These
chatbots are not standalone resources but rather support mechanisms for handling large
student numbers and promoting individualization. They require supervision, support,
and maintenance.

The study by Pérez et al. (2020) examined the role of chatbots in education and
identified two distinct categories: 1) service-oriented chatbots and 2) teaching-oriented
chatbots. Teaching-oriented chatbots have been developed and tested for various age
groups, demonstrating their versatility as educational tools. These chatbots can serve as
teacher’s assistants, complete educators, or trainers in specific subject areas. Notably,
there is a significant number of teaching-oriented chatbots designed for language learn-
ing, leveraging the effectiveness of conversation in language acquisition. They also
suggest that implementing chatbots across multiple platforms can enhance their utility
and emphasize the importance of user motivation. Furthermore, certain chatbots possess
the capability to detect learners’ moods and respond in a way that promotes emotional
engagement. Their study also highlights the use of chatbots as a pedagogical tool and
their impact on students with disabilities and marginalized groups. It highlights that
chatbots have been successful in their applications, with evaluation methods varying
based on their purpose. Student questionnaires are commonly used to evaluate chatbots,
although other methods such as mixed analysis or usability analysis may be employed.
The technology used in chatbot development, including programming language and nat-
ural language processing, doesn’t significantly influence their educational effectiveness.
However, some studies suggest thatmore current technologies likeLSAoutperformolder
ones like AIML. The research indicated a growing trend of using teaching-oriented chat-
bots as support for teachers, providing benefits such as 24/7 availability, multilingual
capabilities, and assistance for students with disabilities. Evaluating chatbots involves
various criteria related to technology, conversation, personality, and education.

Thomas (2020) discussed the use of AI in chatbots and highlights the benefits of per-
sonalized learning and customized education. The author also explores various applica-
tions of chatbots in tutoring, spaced interval learning, assessment of composition skills,
student-teacher interaction, easing tasks for tutors, integration of chatbots in classrooms,
appealing methods of online education, and language learning. The summary concludes
by acknowledging the ongoing research and potential of chatbots in improving education
despite some limitations.

Hwang and Chang (2021) found that the research on chatbots in education is deemed
to be in the early stages, with great potential for growth and investment. The recommen-
dation for future research includes analyzing teachers’ and learners’ performance from
different perspectives, such as graphical learning behavior analysis and utilizing chat-
bots to enhance the learning process and effectiveness. They also note that most studies
evaluating chatbots’ effectiveness in education use pre- and post-tests and question-
naires, neglecting the analysis of students’ learning behaviors or causal relationships.
However, a few studies have started focusing on students’ behavior during the learning
process and have found positive outcomes, such as improved speaking performance.
They also point out that current chatbot-based educational studies primarily employ a
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guided learning strategy, indicating a need for incorporating other strategies to enhance
student engagement and higher-order thinking.

Okonkwo and Ade-Ibijola (2021) found in their systematic review that most chat-
bots in education focus on teaching and learning, administration, assessment, advisory,
and research. Teaching and learning received the most attention (66%), followed by
research and development (19%) and student assessments (6%). The review identified
benefits like content integration, quick access, motivation, engagement, and immediate
assistance. However, challenges such as ethics, evaluation, user attitudes, supervision,
and maintenance can affect chatbot adoption. Suggested future research areas included
technological advancements, ethical principles, usability testing, and improving chatbot
frameworks and design.

In a systematic literature review on the current state of chatbots in education, Wollny
et al. (2021) categorized chatbots into 20 domains based on their pedagogical roles.
These roles were grouped into three categories: 1) supporting learning, 2) assisting,
and 3) mentoring. The objectives for implementing chatbots were identified as skill
improvement, efficiency of education, students’ motivation, and availability of educa-
tion. However, the evaluation procedures used in the studies did not fully align with
these objectives. Only a small number of publications addressed chatbot adaptations,
mainly within quizzes, indicating a research gap. Three challenges for chatbots in edu-
cation were identified as research opportunities. The first challenge is aligning chatbot
evaluations with implementation objectives, considering cognitive and emotional effects
alongside usability and technical correctness. The second challenge involves exploring
the potential of chatbots for mentoring students and understanding their information
needs. The third challenge is to investigate and leverage the adaptation capabilities of
chatbots for education purposes. They found that addressing these challenges could lead
to effective educational tools that provide informative feedback.

Kuhail et al. (2023) found that the majority of chatbots were designed on a web
platform and used for teaching computer science, language, general education, and
other subjects like engineering and mathematics. More than half of the chatbots served
as teaching agents, while over a third functioned as peer agents. Many chatbots followed
a predetermined conversational path, but some employed personalized, experiential,
and collaborative learning approaches. A significant portion of the chatbots underwent
evaluation through experiments, and the results indicated improved learning outcomes
and subjective satisfaction. Challenges and limitations identified included inadequate
dataset training and a lack of emphasis on usability heuristics. The study suggests that
future research should investigate the impact of chatbot personality and localization on
subjective satisfaction and learning effectiveness.

In conclusion, multiple literature reviews have explored the use of chatbots in edu-
cation, highlighting their benefits in student support, personalized learning, teaching
assistance, and more. They improve engagement, learning outcomes, and accessibil-
ity. Evaluation methods vary, and further research is needed to assess cognitive and
emotional effects, align evaluation procedures, explore mentoring potential, leverage
adaptation capabilities, and consider chatbot personality and localization. Despite chal-
lenges, chatbots have proven to be effective educational tools that enhance the learning
experience.
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3.2 Chatbot Design

Apart from several literature reviews that investigate the utilization of chatbots in educa-
tion, multiple authors specifically concentrate on chatbot design. Han et al., (2021) high-
lights the non-trivial nature of crafting an effective interview chatbot, emphasizing the
scarcity of tools available to assist designers in iterative design, evaluation, and improve-
ment of such chatbots. Drawing upon a formative study and literature reviews, Han et al.
(2021) proposed a computational framework aimed at quantifying the performance of
interview chatbots. Their framework served as the foundation for the development of
iChatProfile, an assistive chatbot design tool that automatically generates a profile of
an interview chatbot with precise performance metrics. Moreover, it offers invaluable
design suggestions that leverage these metrics to enhance the chatbot’s functionality and
user experience.

Anki et al. (2021) conducted a comparative analysis of the performance of a mul-
timodal chatbot implementation based on news classification data. They also provided
the chatbot programming flowchart (see Fig. 1).

Fig. 1. Chatbot programming flowchart by Anki et al. (2021, p. 10).

Perez-Soler et al. (2021) provide an insightful analysis of the current practices
involved in designing chatbots. They present a comprehensive process diagram, depicted
in Fig. 2(a), which outlines the key activities entailed in chatbot development. It is worth
noting that this process is not strictly linear, often requiring iterations to achieve optimal
results. Additionally, the authors emphasize the importance of validation and testing,
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emphasizing that these activities should be integrated throughout the entire develop-
ment process. In Fig. 2(b), the authors present a structural diagram, specifically a UML
class diagram, showcasing the constituent elements that form a chatbot. The numbers in
this diagram identify the process step where the elements are defined.

Fig. 2. (a) process diagram for chatbot design (b) chatbots concepts by Perez-Soler et al. (2021).

Several authors discuss the interactive features of the chatbots (Chaves & Gerosa,
2021). Moreover, Colace et al. (2018) presented the realization of a Chatbot prototype
for supporting students during their learning activities. Chatbot aimed to be an e-Tutor
for students. A system was developed that can detect questions and provide answers to
students, utilizing natural language processing techniques and domain ontologies.

In summary, multiple authors have focused on chatbot design in education. Han
et al. (2021) proposed a computational framework and design tool for interview chatbots.
Anki et al. (2021) conducted a comparative analysis of multimodal chatbots. Perez-Soler
et al. (2021) provided insights into chatbot development processes and diagrams. Other
authors discussed interactive features and student support prototypes. These studies
highlight the significance of iterative design, validation, and testing. Natural language
processing and domain ontologies are commonly employed for question detection and
accurate responses.

Educational chatbots can help learners with a range of tasks and offer recommen-
dations based on the learner’s interests and learning needs. The benefits of educational
chatbots are numerous, including increased student engagement, improved learning out-
comes, personalized learning experiences, and developing deep insight into learners’
behavior (Kuhail et al., 2023). They also provide a scalable and cost-effective solu-
tion to educational institutions that may struggle to provide individual attention to each
student (Almada et al., 2022).

Educational chatbots can be used for a variety of purposes, including:

1. Student support: Chatbots can be used to assist students with coursework and answer
questions about subjects (Bala Dhandayuthapani, 2022; Cunningham-Nelson et al.,
2019; Srimathi & Krishnamoorthy, 2019).
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2. Administrative support: Chatbots can be used to automate routine tasks, such as
course registration, scheduling, and grading (Ali et al., 2022; Bartneck et al., 2021)

3. Personalized learning: Chatbots can be used to provide personalized learning expe-
riences by tailoring content and lessons to individual students’ needs and abilities.
They can adapt to the student’s learning style, pace, and preferences to provide the
best possible educational experience (Ashok et al., 2021; Kuhail et al., 2023; Yao &
Wu, 2022).

4. Student engagement: Chatbots can be used to increase student engagement by pro-
viding interactive and gamified learning experiences (Guo et al., 2023; Kuhail et al.,
2023; Menkhoff & Lydia Teo, 2022).

5. Tutoring: Chatbots can be used to provide students with on-demand tutoring ser-
vices, including answering questions and providing feedback on assignments. They
can helpwith homework, test preparation, and even offer feedback onwriting assign-
ments (Ashfaque et al., 2020; Ji & Yuan, 2022; Koivisto, 2023; Sánchez-Díaz et al.,
2018).

6. Mentoring: Chatbots can be used to provide mentoring or coaching services to users
providing personalized feedback, offering insights into specific areas of interest,
and providing guidance on how to achieve goals or overcome obstacles. They can
be used to help individuals develop new skills, or provide emotional support. They
can provide information on job opportunities, offer advice on career paths, and even
provide interview preparation (Mendez et al., 2020; Neumann et al., 2021; Satam
et al., 2020; Wollny et al., 2021).

7. Scaffolding (challenge support): Scaffolding (challenge support) chatbots can be
used to provide support or guidance to users as they complete a challenging task or
process. Scaffolding refers to the use of prompts, hints, or other forms of guidance
to help users navigate through a process or complete a task. For example, a scaf-
folding chatbot might ask a series of questions to help a user troubleshoot an issue
with a product, or provide step-by-step instructions for filling out a complex form.
Scaffolding chatbots can be particularly useful in situations where users may be
unfamiliar with a process or task, or where the process is complex or multi-step. By
providing guidance and support, scaffolding chatbots can help to reduce frustration
and increase the likelihood of successful completion (Jasin et al., 2023; Zobel &
Meinel, 2022).

8. Student mental health: Chatbots can be used to provide students with support for
their mental health and wellness, including resources for stress management and
coping strategies (Crasto et al., 2021; Klos et al., 2021; Rathnayaka et al., 2022).

9. Distance learning: Chatbots can be used in distance learning to provide students
with instant access to information and support, regardless of their location (Ndunagu
et al., 2022; Neto & Fernandes, 2019; Wollny et al., 2021).

10. Library assistance: Chatbots can be used to help users to access and utilize library
resources and services. Library chatbots can be integrated into library websites,
social media platforms, or messaging apps to provide quick and convenient assis-
tance to library patrons. Library chatbots can help users with a variety of tasks,
such as finding books or articles, accessing databases, reserving meeting rooms,
and getting information about library hours and events. They can also answer fre-
quently asked questions about library policies and procedures. They can provide
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24/7 support to library patrons, even when library staff is not available. This can be
especially helpful for users who may be unable to visit the library during regular
business hours. Library chatbots can improve the user experience by making library
services more accessible and convenient, and by reducing the workload of library
staff (Kaushal & Yadav, 2022; Meincke, 2018; Thalaya et al., 2022).

11. Cultural support: These chatbots are designed to help users learn about different
cultures and languages. They can provide historical and cultural context, offer lan-
guage lessons, and evenprovide travel recommendations (Wollny et al.,2021;Zhai&
Wibowo, 2022).

In conclusion, educational chatbots have emerged as versatile tools that can benefit
learners in various ways. They offer personalized support, increase student engagement,
provide administrative assistance, and facilitate personalized learning experiences. Chat-
bots can be utilized for student support, tutoring, mentoring, scaffolding, and mental
health support. They also play a role in distance learning, library assistance, and cultural
education. The advantages of educational chatbots include improved learning outcomes,
scalability, cost-effectiveness, and deep insights into learners’ behavior. With their abil-
ity to adapt to individual needs and offer timely assistance, chatbots have the potential to
revolutionize the educational landscape. We can state that with the continued advance-
ment of machine learning and NLP technologies, educational chatbots are poised to
become an increasingly important part of the educational landscape.

4 Results and Discussion

In the research, we followed the Design Science Research (DSR) approach, as defined
in Hevner et al. (2004). Following DSR, the research aims to create and evaluate new
technological artifacts, helping organizations solve problems. Applying this methodol-
ogymeans following a strict procedure, with a certain set of steps and executing a certain
number of actions on each step (Peffers et al., 2007), as represented in Fig. 3.

Fig. 3. Six steps from DSR adapted from (Peffers et al., 2007)

As a result, the six step procedure is followed for performing the DSR:

1. Problem Identification andMotivation: Identification and specification of the research
problem, definition of the goals for a solution;

2. Definition of the Objectives for a Solution: The issue definition and knowledge of
what is achievable and practical are used to infer the objectives of a solution;
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3. Design and Development: The required usefulness of the technical product is
determined, as well as its architecture. The artifact is then created;

4. Demonstration: Seeks to explain how the artifact created in the preceding stage aids
in the resolution of one or more situations of the issue;

5. Evaluation: The observation andmeasurement of the efficacy of the artifact to support
a solution to the problem. This answer is then compared to the demonstration results;

6. Communication: The process concludes with an explanation of the problem and its
relevance, as well as the artifact and its usability, distinctiveness, and efficacy to
researchers and other relevant audiences.

5 Chatbots Scenarios for Educational Purposes

The authors developed in total four chatbot scenarios directly related to the study pro-
cess, that could assure better quality of education and incensement of using intelligence
technologies in education by developing virtual assistant i.e.

1. chatbot for course guiding and support,
2. chatbot for content material support,
3. chatbot for assessment,
4. chatbot for individual tasks support (Fig. 4).

Fig. 4. Four chatbot scenarios directly related to the study process

A course guiding and supporting chatbot would be designed to assist students in
navigating their educational journey. The chatbot would be available 24/7 and accessible
from any device with an internet connection. It would be programmed with a range of
features to support students in achieving their academic goals. Some of the features that
a course guidance and support chatbot might include are:

• Course recommendations: The chatbot could suggest courses based on a student’s
interests, academic history, and career aspirations.

• Enrollment assistance: The chatbot could help students enroll in courses, answer
questions about enrollment requirements, and provide guidance on how to register
for classes.
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• Course scheduling: The chatbot could help students schedule courses in a way that
fits their availability, and ensure they are taking the appropriate courses to meet their
degree requirements.

• Study support: The chatbot could provide tips and resources to help students study
effectively, manage their time, and prepare for exams.

• Academic counseling: The chatbot could offer advice and support for students who
are struggling academically, and connect them with appropriate resources such as
tutoring services or academic advisors.

• Career guidance: The chatbot could provide information about career options
related to different courses, and connect students with career counselors for more
personalized guidance.

A course guidance and support chatbot would be a valuable resource for students,
providing them with quick and convenient access to information and support that can
help them succeed in their academic pursuits.

Chatbot for content material support would be used to assist students with the
material covered in their courses. This type of chatbot would be especially useful for
students who need additional support outside of the classroom, or who prefer to study
independently. Some features that a content material support chatbot might include:

• Topic overviews: The chatbot could provide overviews of the topics covered in a
course, breaking down complex concepts into easy-to-understand language.

• Answer questions:The chatbot could answer specific questions about coursematerial,
providing students with quick and accurate responses to their inquiries.

• Study aids: The chatbot could provide students with study aids such as flashcards,
summaries, and quizzes to help them reinforce their understanding of coursematerial.

• Additional resources: The chatbot could suggest additional resources such as text-
books, articles, and videos that can help students deepen their understanding of course
material.

• Learning strategies: The chatbot could provide tips and strategies for learning and
retaining course material, such as note-taking techniques and memory aids.

• Personalized learning: The chatbot could customize its responses based on a stu-
dent’s specific needs and learning style, providing personalized support to help them
succeed.

A content material support chatbot would be a valuable tool for students who want to
enhance their learning experience and succeed in their courses. It would provide quick
and convenient access to information and resources that can help students understand
and retain course material more effectively.

A chatbot designed to support assessment would be designed to assist students
in preparing for exams, quizzes, and other assessments. This type of chatbot would be
especially useful for students who struggle with test anxiety, need additional support
outside of the classroom, or who want to improve their performance on assessments.
Some features that an assessment chatbot might include:

• Test preparation: The chatbot could provide students with test preparation resources
such as study guides, practice exams, and sample questions.
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• Test-taking strategies: The chatbot could provide tips and strategies for taking exams,
such as time-management techniques, strategies for answering multiple-choice
questions, and approaches for tackling essay questions.

• Feedback: The chatbot could provide feedback on student performance on prac-
tice exams and quizzes, identifying areas where the student needs improvement and
suggesting ways to strengthen their knowledge.

• Test anxiety support: The chatbot could provide strategies for managing test anxiety
and reducing stress before and during exams.

• Personalized learning:The chatbot could customize its responses based on a student’s
specific needs and learning style, providing personalized support to help them succeed
on assessments.

• Progress tracking: The chatbot could track a student’s progress over time, providing
insights into their strengths and weaknesses and suggesting areas where they might
benefit from additional support.

An assessment chatbot would be a valuable resource for students who want to
improve their performance on exams and quizzes. It would provide quick and con-
venient access to information and resources that can help students feel more confident
and prepared, and ultimately achieve better results on their assessments.

A chatbot designed to provide individual task support would be used to assist
students with specific tasks related to their academic work. This type of chatbot would
be especially useful for students who need help with tasks outside of the classroom, such
as research, writing assignments, or formatting papers. Some features that an individual
task support chatbot might include:

• Research support: The chatbot could provide assistance with research tasks such as
finding sources, evaluating information, and organizing research materials.

• Writing support: The chatbot could provide guidance on writing tasks such as
brainstorming, outlining, drafting, and revising essays and other written assignments.

• Formatting support: The chatbot could provide guidance on formatting papers
according to specific guidelines, such as APA or MLA style.

• Citation support: The chatbot could assist students with citing sources in their work,
including generating bibliographies and correctly formatting in-text citations.

• Proofreading support: The chatbot could provide assistance with proofreading and
editing written work, including identifying errors and suggesting improvements.

• Personalized learning:The chatbot could customize its responses based on a student’s
specific needs and preferences, providing personalized support to help them succeed.

An individual task support chatbot would be a valuable tool for students who need
help with specific tasks related to their academic work. It would provide quick and
convenient access to information and resources that can help students complete their
work more efficiently and effectively.

In conclusion, these chatbots offer a range of features and personalized support to
assist students in navigating their educational journey, understanding course material,
preparing for assessments, and completing academic tasks more efficiently. Thus, these
chatbots serve as valuable resources, enhancing the learning experience and improving
academic performance for students.
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6 Conclusions

1. D Chatbots scenarios will be provided in the digital format with a possibility for
downloading and printing and looking at the perspective chatbots will be effectively
used for the following courses: (1) Big Data, (2) Digital Education, (3) Artificial
Intelligence, (4) Robotics and IoT.

2. The first scenario on a course guiding and supporting chatbot would be designed to
assist students in navigating their educational journey to assure a successful learning
process inside the course.

3. The second scenario on a Chatbot for content material support would be used to assist
students with the material covered in their courses. This type of chatbot would be
especially useful for students who need additional support outside of the classroom,
or who prefer to study independently.

4. The third scenario on a chatbot designed to support assessment will assist students in
preparing for exams, quizzes, and other assessments.

5. The fourth scenario on a chatbot designed to provide individual task support would
be used to assist students with specific tasks related to their academic work. This type
of chatbot would be especially useful for students who need help with tasks outside
of the classroom, such as research, writing assignments, or formatting papers.
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Francisco José García-Peñalvo2 , Elisavet Kiourti3, Peter Fruhmann4,

and Maria Kyriakidou5

1 Kaunas University of Technology, Kaunas, Lithuania
edgaras.dambrauskas@ktu.lt

2 GRIAL Research Group, Research Institute for Educational Sciences, Universidad de
Salamanca, Salamanca, Spain

3 Open University of Cyprus, Nicosia, Cyprus
4 ZB&V - Narrative Research, Esdoornplantsoen 11, 1326 BW Almere, The Netherlands

5 Educational Association Anatolia, Pylaia, Greece

Abstract. This paper presents a comprehensive analysis of user perspectives on
an educational game designed to promote civic and social inclusion. The study
employed a questionnaire-based survey with 302 respondents, aimed at gather-
ing insights into the players’ experiences, perceptions, and attitudes towards the
game. The survey explored various aspects such as game mechanics, educational
content, user engagement, and the potential impact on civic and social awareness.
The results of the study indicated a generally positive reception of the educational
game among the respondents. The majority reported finding the game engaging
and enjoyable, with a high level of immersion and interactivity. The educational
content was deemed informative and relevant, contributing to the players’ under-
standing of civic and social issues. Furthermore, the game was observed to fos-
ter empathy and perspective-taking, enhancing the players’ ability to appreciate
diverse viewpoints. Overall, this research sheds light on the user perspectives
regarding an educational game for achieving societal changes. The findings high-
light the game’s potential as an effective tool for promoting civic awareness, social
empathy, and inclusive education. The insights gained from this study can inform
the future development of similar educational games, aiding in the design of more
engaging and impactful experiences that facilitate civic and social learning among
diverse user populations.

Keywords: user testing · Human-Computer Interaction · young people · serious
game · game-based learning · user experience

1 Introduction

In this paper, we explore user perception and skill development through the immersive
experience of playing a game created to specifically promote social inclusion and civic
involvement. Our research intends to reveal the complex relationships between games,
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knowledge absorption, and the growth of abilities necessary for engaging in said areas.
We want to provide insight into the effectiveness of such interventions in effecting social
change by looking at how users interpret information and learn skills within the setting
of an educational game.

We get important insights from the players using a well-designed questionnaire-
based method, enabling us to record their experiences and viewpoints regarding the
game’s influence on their knowledge of civic duties and their capacity to connect with
various populations. We employ data analysis to identify patterns and trends, revealing
the subtleties of user perception and skill development as they move about the virtual
environment created to mimic real-world issues by taking control of a fictional character
learning about contemporary societal challenges.

By using an extensive questionnaire, we investigate how the game’s mechanics,
narrative, and interaction aspects contribute to the participants’ cognitive and emotional
involvement by investigating their experiences. In order to determine the degree to which
players’ newly acquired knowledge translates into practical abilities applicable to every-
day circumstances, we study the manner in which players interpret and absorb the infor-
mation offered inside the game. Additionally, we look at the game’s ability to promote
social inclusion and dismantle impediments to personal growth.

The results of this study have the potential for a deeper understating of game design
and its effectiveness on educational initiatives that seek to encourage social inclusion
and civic involvement. We offer important insights that can guide the creation of the
next games and learning platforms by exposing the fundamental mechanics through
which users perceive information and learn new abilities. Furthermore, by showing
the potential of well-designed games to achieve real-life effects and even lifestyle or
behavioural changes, our research adds to the larger conversation on using technology
for achieving social changes.

2 Games for Personal and Societal Growth

Games provide a different and engaging way for players to learn about a variety of
topics, allowing them to increase their knowledge and comprehension of several societal
concerns. People have the chance to learn more about a variety of subjects and explore
difficult ideas in an interactive and pleasant way by playing games [1–4]. Additionally,
gameshave the capacity tomotivate players to take actionoutside of thegameby fostering
a sense of empowerment and promoting in-person involvement with the issues and allow
experiencing it digitally [5, 6]. Games have become an effective tool for developing
curiosity, increasing learning, and inspiring people to have a positive influence in their
communities and beyond by bridging the gap between enjoyment and education.

Today, among other benefits, games as a tool, do not face the same spatial restric-
tions as before. Smart gadgets, cloud computing, and game technology have all emerged
in the modern period, marking a new beginning in the era of educational possibilities.
Therefore, it is now simple to expand classrooms and learning opportunities outside the
bounds of conventional brick-and-mortar locations [7]. By utilizing smart devices and
access to the massive quantities of data and resources saved in the cloud, it opens new
potential for both instructors and students and provides additional flexibility which is
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becoming increasingly more important. Additionally, the use of gaming technology in
educational contexts has transformed how students interact with course material, pro-
moting immersive and interactive learning environments. As a result, it is now easier to
create and apply cutting-edge teaching strategies and learning opportunities, improving
the whole educational environment.

It has been exceptionally important and prevalent during the COVID -19 which,
expectedly, resulted in larger consumption of digital content in general. Here some
scholars point out that [8, 9] there was a serious issue regarding students’ motivation in
the context of the COVID-19 pandemic, where online learning has become the standard
because of mandatory constraints. There have been particular difficulties in making the
switch to totally remote learning, with studies showing a considerable drop in student
enthusiasm and educational games became one of the solutions for increasing engage-
ment and keeping interest. Games as a tool for education serve more functions than sim-
ply keeping their audience engaged as scholars notice that they served a broader range of
functions besides entertainment [10]. Schrier [11] claims that games also served as digi-
tal communities where ‘civic deliberation, public demonstration and values sharing took
place’. This expanded function of games during the pandemic highlights their potential
to facilitate important social interactions and further emphasizes their significance in
the digital era. Themistokleous [12] further notices that due to their innate flexibility
and receptivity to civic education activities, the literature overwhelmingly supports the
idea that civic education primarily targets the younger generation. Particularly young
adults interact with others, educate themselves, and pursue personal development on
both online and offline venues. As adolescents have a stronger potential to adjust to
new situations and learn from a variety of sources, this age group is seen to be more
responsive to civic education activities. Youth-focused civic education initiatives may
successfully develop their knowledge of civic duties, encouraging active citizenship and
involvement in society.

Some authors suggest [13] that games that successfully combine gameplay and
instructional material will have the greatest impact on encouraging civic learning. These
video games would let players draw links between their in-game behaviour and larger
social systems that exist in reality. By combining moral considerations with effective
and efficient thinking, such games would also motivate players to make ethical decisions
regarding a wide range of social issues, whether local or national politics or environ-
mental challenges. It is anticipated that by including these components, the games will
provide players who want to improve their civic consciousness and comprehension of
societal dynamics with an engaging and effective learning experience.

Additionally, a major part of modern games is created with certain educational goals
in mind, which restricts their potential and range. Greipl [14] takes a simulation game on
sustainability that tries to inform players about environmental challenges as an example
and argues that while a game like this could provide insightful information, it frequently
lacks full information, and some crucial elements might be missed by students. There-
fore, in order to overcome this drawback and ensure a more complete and in-depth
comprehension of the subject matter, it becomes crucial to combine the experience pro-
vided by the game with other teaching techniques, such as group discussions. Teachers
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can fill in the gaps left by individual games and promote a more thorough learning
experience for students by mixing different teaching methods.

3 Expectations for Game Design

The active participation of representative users throughout the design process is a funda-
mental component of user-centred design in the field of game design [15]. It is commonly
known that if this important component is ignored, developed games are under a risk of
not fulfilling expectations from both creators and target audiences. Designers of video
games make an effort to involve representative users at many phases, from conception to
execution, because they understand how important this is. Designers may gain insightful
information and user input by incorporating players, ensuring that the game meets their
tastes, needs, and expectations. This is especially important when designing educational
games that have the aimof educating players andmaking an impact on real-life behaviour
as opposed to providing entertainment. This user-centred design strategy encourages the
creation of games that are more engaging, fulfilling, and fun for the intended audience.

Engagement is often achieved via in-game goals, such as scoring points, levelling
up or other progress-reward mechanics. Egenfeldt-Nielsen [16] points out that it poses
a risk for educational games because it interferes with intended goals. Some students
tend to ignore or skim important content, usually provided specifically for learning or
context purposes. In such cases, players place more importance on the game’s aims than
on its educational ones and it becomes a major challenge in finding game designs that
successfully combine learning and gaming or, at the very least, guarantee that they do not
clash. It’s still difficult to determine the appropriate ratio between engaging gameplay
and insightful instructional material. Furthermore, the adoption of a learning approach
is the first component that has a significant influence on students’ acceptance of an
educational computer game. This introduction has a significant impact on the reported
enjoyment, perceived utility, and attitude toward utilizing the game in addition to the
perceived simplicity of use [17]. Therefore,while creating instructional computer games,
game creators must include appropriate learning methodologies. By doing this, teachers
may not only improve their students’ learning efficiency but also increase the likelihood
that they would accept and participate in these activities. Students will be more likely
to actively participate in playing these games as a consequence, and they will gain a lot
from them.

Similarly, both players having limited and those having extensive gaming experience,
place a high value on a game’s degree of engagement and enjoyment. Casual players,
who seldom play games andmostly for entertainment purposes are looking for a smooth,
enjoyable, and simple experience. If the primary goal of a game is to provide information
or knowledge, players are unlikely to actively seek it out or devote time to it unless the
gameplay incorporates educational elements in a pleasant and interestingway. Therefore,
some players might not find a convincing reason to play a game that divides gameplay
and information into different components. On the other side, experienced players often
respect the harmony between the mechanics, the story, and the content. Therefore, it
causes a similar problem as with casual players if the information component is blatantly
and independently provided from the action [18].
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In terms of user expectations, there are a number of motives that can act as a cat-
alyst for a player to continue playing and learning new concepts. Research conducted
during the “PaGamO” testing indicates that the following motives were among the most
important for players: (1) fun, (2) self-learning, (3) want to get a higher grade in the final
examination, (4) challenging, (5) want to get a higher score in the game, (6) enjoyment,
(7) I can choose when to play, (8) self-achievement, (9) want to win, and (10) the game
has high relevance to my learning [19].

It should be noted that in certain cases, instructional games stray from the traditional
strategy of teaching students preset knowledge. Instead, they provide the students with
the freedom to direct their own educational path by letting them choose the inquiries
and pursuits they are interested in [20]. To improve the learning process, this procedure
may include input from instructors, activity leaders, or peers. Furthermore, the task of
assessing the learned information falls outside the game’s boundaries. Participants and
teachers are free to choose how they use the game and how they evaluate their learning
outcomes in light of their unique objectives. Within the context of instructional gaming,
this learner-centred methodology promotes1 autonomy, engagement, and individualised
progress [xx].

4 User Experience with the INGAME

In this paper, we analyse the data acquired from the questionnaire after testing the In
this paper, we analyse the data acquired from the questionnaire after testing the educa-
tional game under the INGAME2 project. The INGAME project initiative places a lot
of emphasis on online games and digital literacy for the advancement of young peo-
ple’s abilities and civic literacy. It utilizes the most recent advancements in educational
technology and attempts to build the skills and knowledge required for fostering inter-
est in public involvement through online gaming. The game introduces and integrates
gaming into school teaching techniques and practices, particularly those relevant to the
disciplines of civic literacy and pedagogy, and will, directly and indirectly, improve
the digital, language, reading, communication, and cooperation abilities of the users.
Users will be encouraged to engage in informal, outside-of-classroom learning and civic
involvement thanks to the convergence of innovation and education.

The educational scope of the game encompasses the acquisition of social and civic
skills, values, and relevant knowledge through player engagement and interaction. Play-
ers are required to possess certain skills to effectively interact with the game, and through
their participation, theywill acquire new skills and knowledge. It is important to consider
the learning outcomes and identifywhich game activities contribute to their achievement.
The narrative and storyline of the gameplay a significant role in shaping the game’sworld
[21]. This includes the background story, character descriptions, behaviours and inter-
actions, settings, action sequences, plot points, ethical dilemmas, conflict resolutions,
and the design of the game’s challenges. The game does not focus on a single aspect
such as puzzles or narrative but also influences the motivations for player actions and

1 https://www.learningliftoff.com/the-benefits-of-video-games-in-education.
2 https://ingame.erasmus.site/.

https://www.learningliftoff.com/the-benefits-of-video-games-in-education
https://ingame.erasmus.site/
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the available types of actions. Players are motivated by various factors to take specific
actions within the game and learn more about the consequences of these actions.

The questionnaire for evaluating the game was conducted in a number of countries
simultaneously, with the majority of respondents being from Lithuania, Italy, Spain,
Greece and Cyprus. Total number of respondents – 302. Respondents are working young
people. The questionnaire was divided into several categories with each of them ded-
icated to a different segment of the overall digital product. These categories are as
follows:

• Goals of the game

– Overall game goals were presented in the beginning of the game
– Overall game goals were presented clearly
– Intermediate goals were presented in the beginning of each scene
– Intermediate goals were presented clearly

• Feedback

– I received feedback on my progress in the game
– I received immediate feedback on my actions
– I was notified of new tasks immediately
– I was notified of new events immediately
– I received information onmy success (or failure) of intermediate goals immediately

• Hints and in-game support

– The game provided “hints” in text that helped me overcome the challenges
– The game provided “online support” that helped me overcome the challenges
– The game provided video or audio auxiliaries that helped me overcome the

challenges
– The difficulty of challenges increased as my skills improved
– The game provided new challenges with an appropriate pacing
– The game provided different levels of challenges that tailor to different player

• Sense of being in control

– I felt a sense of control and impact over the game
– I knew the next step in the game
– I felt a sense of control over the game

• Immersion

– I forgot about time passing while playing the game
– I became unaware of my surroundings while playing the game
– I temporarily forgot worries about everyday life while playing the game
– I experienced an altered sense of time
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– I could became involved in the game
– I felt emotionally involved in the game
– I felt viscerally involved in the game

• Knowledge

– The game increased my knowledge
– I caught the basic ideas of the knowledge taught
– I tried to apply the knowledge in the game
– The game motivated the player to integrate the knowledge taught
– I want to know more about the knowledge taught

• Open-ended information

– Indicate any highlights or positive aspects of your experience playing the game
(optional)

– Indicate any problems or negative aspects of your playing experience (optional)

According to Dixon [18], the level of prior gaming experience that players possess
has a direct impact on their receptiveness to game content, as well as their expectations.
The amount of previous experience individuals have with games in general significantly
influences their attitudes towards new game offerings and their overall engagement with
the gameplay. Additionally, players’ prior experiences shape their perception of what
constitutes a satisfying gaming experience, thereby influencing their expectations regard-
ing game mechanics, narrative elements, and overall game design. In the provided figure
(Fig. 1), it can be observed that the majority of respondents expressed their infrequency

Fig. 1. Frequency of playing games
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in playing games in general. Specifically, only 30% of the participants reported engaging
in gaming activities on a daily or weekly basis, while a significant proportion of 20%
indicated that they do not play games at all. These findings suggest that a substantial
portion of the surveyed individuals either have limited interest in or limited access to
gaming, highlighting the diversity of preferences and behaviours among the respondents.

Goals of the Game
The initial section of our survey sought input on the game’s goals, both intermediate and
ultimate, in terms of their clarity. 140 participants responded to our survey, expressing
their satisfaction with the overarching objectives laid forth at the start of the game and
agreeing or disagreeing with their clarity. In addition, 152 respondents said that during
their games, the intermediate goals were well-explained and unambiguous. These results
show that themajority of players thought the game’s ultimate and intermediate objectives
were clear and understandable as well as indicate that the game design is sufficient at
explaining its goals to the players so they knew what they were playing for and where
they were going. Additionally, the good comments on the clarity of intermediate goals
suggest that the game gave players clear direction and instructions as they advanced
through different stages of the game that differ in terms of topics and gameplay. Since
players could easily comprehend their short-term goals and follow their progress in the
game, it allowed them to retainmotivation and a sense of accomplishment throughout the
experience. Overall, these findings show that the gamewas successful in communicating
its objectives to players, both at the beginning and throughout playtime and the user
experience and satisfactionwere enhanced by the concise description of these objectives,
both overall and intermediate.

Feedback
Based on the results of the questionnaire, a total of 133 respondents agreed that they
were provided with feedback during the gameplay (agree/partially agree). Meanwhile,
92 respondents expressed the opposite sentiment about the game. Furthermore, 148
respondents received immediate feedback on their actions within the game, whereas 88
respondents did not. These findings suggest a mixed response in terms of user satis-
faction with the game’s progress. A significant number of respondents agreed or some-
what agreed with their perceived progress, indicating a positive experience and a sense
of advancement within the game. However, a considerable portion of the respondents
expressed disagreement or partial disagreement, suggesting that particular game levels
require. Additionally, the discrepancy in immediate feedback indicates that a higher pro-
portion of respondents benefited from receiving instant information about their actions
compared to those who did not. This suggests that immediate feedback may positively
impact the user experience, providing players with a more responsive and engaging
gameplay environment. Overall, the data highlights the importance of providing clear
and timely feedback to players in order to enhance user satisfaction and improve the
gaming experience. Responses also suggest that addressing areas of concern related to
progress and incorporating more immediate feedback mechanisms could be beneficial
for further enhancing user satisfaction and engagement in the game. It appears that the
amount of feedback required for players heavily depends on the experience level as out
of 92 respondents 61 also indicated that play digital games rarely or never, therefore,
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additional efforts should be put into providing additional and well-structured feedback
for those with limited game experience.

Hints and In-Game Support
This section of the questionnaire is dedicated to learningwhether the in-game support and
additional assistance were sufficient for players. According to the results, 132 respon-
dents thought in-game support and additional assistance were sufficient, while 94 said
they thought that they were not. Even though this educational game was not supposed
to be challenging or difficult in a traditional sense, players experienced varying levels of
difficulty provided by the game (Fig. 2) These results are consistent with the opinions
expressed regarding in-game feedback provision. In addition, 139 respondents said the
game provided auditory or visual aids that helped them get through obstacles, whereas
90 people disagreed. Given that more than half of the respondents said they played
video games rarely or never, it is important to note that there is a considerable asso-
ciation between the availability of such auxiliary devices and past gaming experience.
These observations highlight the significance of offering thorough in-game assistance,
suited to the various demands and skill levels of players, to ensure a positive gaming
experience. It becomes important as new players can often benefit greatly from these
hints and in-game assistance as they go through a game. They offer important advice
and instruction that can help players who aren’t familiar with the gameplay, controls, or
gamemechanics comprehend and advance in the gamemore quickly. Furthermore, in the
case of educational games, they can also be used to explain certain educational aspects
and highlight why certain learning material is important, for example, some information
regarding recycling provided as part of the game can further be used as part of short quiz
and such information on the structure of the game could be beneficial for new players.

Fig. 2. Tailoring difficulty levels for different players
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These clues, which assist novice players in overcoming obstacles and learning essen-
tial abilities, might take the form of covert indications, prompts, or explicit directions.
Game design containing a sufficient amount of such assistance empowers players to
feel more self-assured, engaged, and driven by providing easily accessible and thorough
help, enhancing their overall experience and success in the game.

Sense of Being in Control
Theanalysis of user satisfaction results reveals intriguing insights regarding theperceived
level of control among players in the tested game. The data indicates a peculiar trend,
with 124 respondents expressing dissatisfaction with the sense of control and impact
they experienced while playing. This finding suggests that a significant portion of the
players felt limited or constrained in their ability to influence the game’s outcome.
Furthermore, 129 respondents reported feeling uncertain about the next steps to take
within the game, indicating a potential lack of clarity or guidance in terms of gameplay
progression. These results shed light on important areas for improvement, emphasizing
the importance of enhancing player agency and providing clearer objectives or directions
to enhance the overall gaming experience. On the other hand, this presents another issue.
A lack of control can foster a sense of discovery and exploration, allowing new players
to engage with the game world in a more immersive manner. By encouraging curiosity
and experimentation, it can lead to a deeper engagement with the game’s narrative,
mechanics, and hidden secrets, such as finding interactive objects. This can enhance the
overall enjoyment and sense of wonder for new players, as they uncover new possibilities
and experiences within the game. At the same time, lack of control, especially for new
players, may lead to finding the game and its mechanics overwhelming as something
that may seem intuitive for some, may very likely seem confusing for others, therefore
linear or semi-linear game attempts to solve this issue making the game more suitable
to a wider audience.

Immersion
This category is intended for how immersed players were during the gameplay. 152
respondents did not become unaware of their surroundings while playing the game, 145
did not experience an altered sense of time and 160 did not temporarily forget worries
about everyday life while playing the game. These results suggest that the game did not
create a distorted perception of time or make it feel either slower or faster, indicating
that the game did not provide a strong enough distraction or immersion to divert their
attention from real-life concerns. These findings suggest that the tested game may need
improvements in terms of creating amore immersive and captivating experience for play-
ers, as it currently does not seem to fully engage or captivate their attention. These results
point to certain areas where the educational game intended to promote civic involvement
and engagement needs to be improved. The game might benefit from additional inter-
active features that promote active engagement in order to improve user immersion. A
more engaging experience may be achieved by including additional obstacles requiring
players to put in additional effort and presenting a reasonable challenge for the age of the
target audience as well as slight alterations to gameplay systems. Additionally, adding
gamification components like achievements, prizes, and a feeling of development might
increase player motivation and deepen their immersion. By taking into account these
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elements, the educational game may provide a more engaging and satisfying setting,
encouraging players to finish the game and experience the whole content our game has
to offer.

Knowledge
Based on the questionnaire results, the findings reveal encouraging outcomes regarding
the knowledge section of the tested game. Out of the total 164 respondents, it was
reported that the game effectively enhanced their knowledge, indicating a positive impact
on the players’ understanding and learning. Additionally, a significant number of 178
participants grasped the fundamental concepts and ideas presented in the educational
content of the game. These results hold particular significance for a game that prioritizes
the development of new skills and knowledge, as they indicate the game’s potential in
providing practical and applicable insights for real-life situations. Overall, the findings
underscore the game’s efficacy in fostering learning and its relevance in offering valuable
knowledge for users to apply beyond the digital environment.

These resultswere also supported by further feedback in at least one country (Greece)
where College students who pilot-tested the game, were asked to evaluate it in a separate
assignment for their political science class. The feedback that was given in the form
of response papers a few days after pilot testing suggests that through exploring the
different levels of ENGAME, the main learning points attained are both knowledge-
based and skills-based. Students were acquainted with concepts new to them such as
gentrification and greenwashing and reflected on similar issues they had experienced
and on how important their engagement could be on these matters. In their words, they
learned ‘how to distinguish a credible from a non-credible sustainable business and
how to avoid falling prey to greenwashing’. The learning objectives achieved through
the game embrace individual and collective values. Students also connected especially
with the levels referring to social equality, ethnic background and housing situation for
students and how these can affect their overall performance.

5 Conclusions

The research on piloting the game intended for fostering civic participation and social
inclusion as well as data from the questionnaire provided valuable insights for further
developing the INGAMEcontent aswell as an aspect to pay attention towhen developing
other educational games. First of all, attention should be paid to the familiarity with
playing digital games that the target audience already possesses. This should be regarded
as one of the key elements dictating the creation of further content and mechanics as
playerswith prior experiencewith games intuitively understand simplisticmechanics and
additional efforts can be put into the educational aspect and other knowledge-building
activities. At the same time, less experienced players may find themselves struggling to
learn controls or figure out gamemechanics, for example, using bookshelves as platforms
for the controlled character in order to reach an interactive object, therefore, this more of
a hand-holding approachmay discourage experienced players. Secondly, newly acquired
knowledge appears to be valued positively, indicating that minor technical issues or lack
of familiarity with certain game mechanics are not an obstacle towards obtaining new
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information. This can be achieved through clear and clever level design as well as well-
written in-game content, that, in turn, increase interest and immersion rates as well as
keep the player engaged.
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Abstract. Quantum Computing is envisioned as one of the scientific
areas with greater transformative potential. Already there exist appli-
cations running in quantum devices for different areas, like cybersecu-
rity, chemistry, or machine learning. One subarea being developed under
quantum machine learning is quantum natural language processing. Fol-
lowing the promising results existing in problems like sentiment classifi-
cation or next-word prediction, this paper presents two proofs of concept
to demonstrate how these two tasks can be solved using quantum com-
puting. For the first task showcased, sentiment classification, we employ
the removal of caps and cups morphisms to make the string diagrams
simpler and more efficient. In the case of next-word prediction, we show
how to solve the task for sentences with previously unknown syntac-
tic structures by applying a classical Random Forest machine learning
algorithm that classifies the syntactic structure and enables our QNLP
algorithm to infer the proper string model.

Keywords: Quantum computing · Quantum machine learning ·
Quantum natural language processing

1 Introduction and State of the Art

The field of quantum computing has emerged as an active area of academic and
corporate research and development in the past years. One of the reasons explain-
ing the emergence of quantum computing is that quantum computers could solve
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specific problems that classical computers could not solve due to computational
complexity or the time classical computers would take to resolve. The technical
implementation of these quantum computers, albeit it is still not fault-tolerant,
is becoming a reality while we enter into the utility era for quantum computers
[13]. Companies like IBM, Google, or Rigetti are developing quantum hardware
with different approaches, like superconductors, trapped ions, neutral atoms,
diamond NV centers, etc. Different approaches exist in the hardware because
each implementation has advantages and disadvantages, for example, different
decoherence times or gate fidelity. At the same time, the companies and open
source community are improving the capabilities that people take advantage of
using software libraries like Qiskit [17], Q#, CirQ [8] or Pennylane [3].

The basic unit in quantum computing is the quantum bit, known as qubit.
The Bra Ket notation represents it and indicates that we are referring to a

quantum state. The state |0〉 represent the matrix
[
1
0

]
and the state |1〉 represent

the matrix
[
0
1

]
.

To make operations when the qubits are defined, we use quantum gates. An

example of these gates are the X-Gate
[
0 1
1 0

]
, Y-Gate

[
0 −i
i 0

]
, Z-Gate

[
1 0
0 −1

]

or H-Gate 1√
2

[
1 1
1 −1

]
.

Fig. 1. Z Gate applied to a |0〉 state and H Gate applied to a |0〉 state

Algorithms theoretically demonstrated in the last century now have a real-
world implementation in actual quantum computers. For example, Grover’s
search algorithm [11], Shor’s algorithm [20] for integer factorization in polyno-
mial time or superdense coding, a protocol to communicate a number of classical
bits of information by transmitting a smaller amount of qubits (see Fig. 1).

Moreover, quantum computing fields of application have been expanded to
other areas like cybersecurity [2,18,24], physics [1,16] or machine learning [4,19]
(see Fig. 2), a review of quantum machine learning algorithms and their appli-
cations can be found here [10]. One of the subareas of QML, quantum natural
language processing QNLP, has been promising studies like Quantum Vision
Transformers [5] (see Fig. 3) or the creation of the DisCoPy [9], DisCoCirc [6]
and lambeq [12] frameworks. These frameworks already enabled applications in
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Fig. 2. Classification of 4 × 4 pixel images [21]

Fig. 3. Quantum Vision Transformer - Single Transformer Layer [5]

fields like word prediction [22], sentiment classification, or interpretable genera-
tive music systems [15].

Referring to the DisCoPy-DisCoCirc framework, one of its main aspects is
the use of ZX Calculus [7], a graphical calculus for reasoning about quantum
phenomena. A ZX-diagram is a graphical representation of a linear map between
qubits reminiscent of a conventional quantum circuit diagram [23].

Building on the recent proposal of quantum algorithms for NLP tasks by Zeng
and Coecke [48], we take advantage of the tensor structure in order to construct
a map from DisCoCat models to variational quantum circuits, where ansatzes
corresponding to lexical categories are connected according to the grammar to
form circuits for arbitrary syntactic units.

As the authors did in [14], we will try to connect the lexical categories of the
sentence with their ansatzes according to the grammar to form circuits for arbi-
trary syntactic units Fig. 4. This paper aims to achieve classical NLP tasks that
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are already solved, like word prediction or sentiment classification with quantum
computing, using the DisCoPy-DisCoCirc-lambeq frameworks while introducing
some improvements like using classical machine learning algorithms to classify
the syntactic structure of a sentence before inferring the string diagram.

Fig. 4. String Diagram [14]

2 QNLP Proofs of Concept

Using the DisCoPy-lambeq framework cited in the previous section, DisCoPy,
we will present two proofs of concept for different NLP tasks: sentiment classifi-
cation and next-word prediction in sentences with previously unknown syntactic
structure.

2.1 QNLP for Sentiment Classification

In this example, we will test classification tasks in different sentences, trying to
predict positive or negative sentiment. We present the modeling process, which
includes the codification and transformation of the data and model training.

First, the input sentence is encoded into a string diagram using a parser,
for example, DepCGG or BobCat parser (see Fig. 5). Second, we removed the
cups from the string diagram (see Fig. 6). For the sake of simplifying the string
diagram and making it more efficient, we remove the unnecessary cups and caps.
The cups and caps are morphisms able to wire an object and its adjoint. Third,
we parameterized the diagram and transformed it into a quantum circuit using
an ansatz. Some examples of the ansatzes that lambeq provides are SpiderAnsatz
(see Fig. 7), IQPAnsatz, Sim14Ansatz (see Fig. 8), Sim15Ansatz or StronglyEn-
tanglementAnsatz. Fourth, when the parameterisable circuit is created, a com-
patible backend with the model must be defined. We can select a classical device,
a quantum simulator, or a real quantum device; when this option is selected, we
train the model in the selected device.
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Fig. 5. String Diagram

Fig. 6. String Diagram - Remove Cups

Fig. 7. Spider Ansatz
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Fig. 8. Sim14 Ansatz

2.2 QNLP for Next Word Prediction in Sentences with Previously
Unknown Syntactic Structure

In the second proof of concept, we try to predict a missing word in a sentence
with an unknown syntactic structure. In the first part of the algorithm, we train

Fig. 9. Prediction Model Input Sentence
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Fig. 10. Prediction Model Missing Value

Fig. 11. Prediction Model Results

a Random Forest model to obtain the syntactic structure of a sentence with a
missing word. When we have predicted the syntactic structure, we infer it in the
DisCoPy string model (see Fig. 10). After converting the sentence into a string
diagram, we parameterize it into a model and train it (see Fig. 11).

3 Conclusions and Future Lines

As discussed in the first section, quantum computing is an area with great poten-
tial showing promising results in different areas. Regarding QNLP, the concep-
tual and mathematical basis of this subfield has been established, the creation
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of hybrid models, models which can run in a classical or quantum device, allow
us great compatibility in the way we develop the first part of the algorithm, the
encoding of the sentences into string diagrams (see Fig. 9).

We can compute the sentiment classification task in a quantum device using
the Discopy-lambeq framework through the classification proofs of concept. First,
we transform the sentence into a string diagram. Second, we convert this diagram
into an ansatz. Finally, we infer this ansatz into a model and run it in a quantum
device or a quantum simulator. As a next step, we can test different ansatz to
maximize the model’s accuracy. Also, we can increase the number of words that
the model can predict, which is the number of words in the whole sentence, and
increase the complexity of the sentence with complex syntax and more words,
which affects both models.

Regarding the prediction task, first, we use a Random Forest classical model
to determine the correct syntactic structure of the sentence. After that, we parse
the sentence into a diagram. When this step is done, we train the model with
the unknown word and a defined grammatical structure. We intend to use a
quantum model syntax classifier to improve the algorithm’s first part of the
next-word prediction task. For example, we are replacing the classical Random
Forest model with a quantum classification model. Our plan for the second step
of the algorithm is to update the weights using a QNN.
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Abstract. Principal Component Analysis (PCA) is a well-known dimensional-
ity reduction technique that has been widely used in various machine learning
algorithms. This includes kNN and Naive Bayes algorithms which can be time-
consuming. The reduction of dimensions can have positive effects on those two
algorithms by reducing the number of related types of data and decreasing the data
they need to analyze. Here we present detailed findings about how the PCA algo-
rithm affects them both in time efficiency and accuracy. All calculations regarding
those values were carried out in Python programming language. The dataset used
in research is the Titanic dataset, on which data cleaning and normalization were
done. The data in this paper suggests that it is possible to maintain the same
level of accuracy with great improvement in time efficiency. For the kNN algo-
rithm reducing the number of dimensions by one resulted in a 31.09% increase in
accuracy and for the Naive Bayes algorithm an 18.18% increase while having an
imperceptible effect on accuracy.

Keywords: PCA Algorithm · kNN Algorithm · Naive Bayes Classification
Algorithms · analyze · impact · effect

1 Introduction

As the field of Artificial Intelligence (AI) evolves [1, 2], it is evident that the demand
for advanced and innovative approaches to data analysis is increasing. The growing
complexity and volume of data generated by modern systems require novel solutions
and techniques to efficiently handle and interpret them [3, 4]. Consequently, researchers
and developers in the field of AI are consistently seeking new avenues to harness the
power of AI and machine learning algorithms to devise more precise and effective
solutions [5, 6]. Continuous innovation in AI is imperative to address intricate issues
and enhance the quality of life for individuals worldwide [7–9].The combination of
Principal Component Analysis (PCA) [10–12] with machine learning algorithms such
as k-Nearest Neighbors (kNN) [13, 14] and Naïve Bayes [15, 16] has become a popular
approach in the field of data analysis. While previous studies have explored the use of
PCA with these algorithms, there is still a need for more in-depth analysis to understand
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the influence of PCA on the effectiveness of kNN and Naive Bayes. In this article,
we aim to fill this gap by conducting an extensive evaluation of PCA’s impact on the
classification performance of these algorithms. By examining on Titanic database and
varying the number of principal components used, we hope to help everyone select the
best approach for their applications of Principal Component Analysis.

Principal Component Analysis (PCA) is a dimensional reduction method that allows
us to reduce the dimensions of big data sets. After the implementation of PCA data
sets store most of their previous information but requires fewer resources to explore and
visualize it. This is accomplished by linearly transforming the data into a new coordinate
system where most of the variation in the data can be described with fewer dimensions
than the initial data.

2 Methodology

2.1 Dataset

The dataset used comprises 12 columns and 1309 unique records containing ID, infor-
mation about whether the selected person survived, a proxy for socio-economic status,
full name, sex, age, number of siblings/spouses abroad, number of parents/children
abroad, ticket number, cost of a ticket, Cabin, and port where they embarked. In order
to properly analyze data in the dataset, data cleaning is required. This includes handling
columns with non-numeric data, by transforming to proper values or removing them.
Handlingmissing data by either removing records or replacing themwith adequate value.
Removing duplicates if present, and removing data that significantly stands out.

In the dataset used in the research, 5 columnswere dropped, and onewas transformed
to numeric data. After doing so all records with missing values were removed which left
1045 rows present. Furthermore, all data in the database was randomly shuffled to avoid
any patterns and sorting that may be present.

Columns that have been dropped

• Name
• Cabin
• Embarked
• Ticket
• PassengerId

Columns that have been transformed into numeric data

• Sex

The order of the columns was changed in a way that is easier to see

• Pclass - ticket class
• Sex - gender
• Age - age in years
• SibSip - number of siblings/spouses abroad ship
• Parch - number of parents/children aboard the ship
• Fare - cost of the ticket
• Survived - whether survived or not
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2.2 Data Normalization

Data normalization is the practice of adjusting values of different types of data measured
on various scales so that they are scaled the same way. It is one of the most crucial steps
when analyzing a dataset, otherwise, one type of measurement can dominate the other.
In the research min-max feature scaling was used as the basis for normalization

x′ = x − min(x)

max(x) − min(x)

2.3 Data Preparations Algorithms
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2.4 kNN and Naive Bayes Algorithms

The kNN algorithm is a non-parametric supervised learning method commonly used in
data analysis andmachine learning. The premise of the algorithm is to classify data points
into one of predefined classes. Firstly the algorithm calculates distances from the point
to all other data points present in the training dataset which can be done with various
types of metrics. After doing so all data is sorted from nearest to furthest distance. Then
the k-nearest point is selected, and based on their classes, the datapoint is classified as
the most repeated one. In order to find the distance, the Euclidean distance was used in
the study. This metric looks for the smallest possible line segment in the space between
two unique data points. As a way to do so, the Pythagorean theorem is used.

d =
√
√
√
√

n
∑

i=1

(

qi − pi
)

When searching for k-nearest points k with the value of 4 was used.
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The Naive Bayes classifier is a probabilistic classifier that utilizes principles of
Bayes’ theorem which states that the probability of a hypothesis A given evidence B is
proportional to the probability of the evidence given the hypothesis, multiplied by the
prior probability of the hypothesis divided by the probability of the evidence. In other
words:

P(A|B) = P(B|A) × P(A)

P(B)

The classifier calculates the probability of datapoint being part of one of the prede-
fined classes that are present in the dataset. There is not a single algorithm for training
this classifier but all algorithms follow the same premise - that all values of one type
are independent from values of another type. That’s why this classifier is called naive.
The algorithm used in the research is named Gaussian Naive Bayes. It bases on the
assumption that all values are distributed according to the Gaussian distribution
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f(x) =
1

√

2
∏

σ 2
e−0.5× (x -μ)2

σ 2

2.5 PCA in kNN and Naive Bayes Algorithms

Principal Component Analysis (PCA) is a statistical method for reducing the number
of dimensions in a dataset while keeping the majority of the key properties. In order
to build a new set of variables that effectively capture the most crucial information in
the data, it first determines the directions in which the data fluctuates most. The first
step is to normalize the data to ensure, that each variable will contribute equally to the
analysis. The next step is to calculate the covariance matrix. The purpose of this stage
is to determine the relationship (if any) between the variables in the input data set and
how they differ from the mean in relation to one another. Because sometimes variables
can be highly correlated to the point where they contain redundant data, we compute
the covariance matrix in order to find these associations. The covariance matrix is a
p × p symmetric matrix (where p is the number of dimensions) which as entries has
covariance between each pair of elements. For example for the 3-dimensional data set,
the covariance matrix is as follows:
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⎡

⎣

Cov(a, a) Cov(a, b) Cov(a, c)
Cov(b, a) Cov(b, b) Cov(b, c)
Cov(c, a) Cov(c, b) Cov(c, c)

⎤

⎦

where Cov(a,a) = Variance(a), and covariance formula is:

cov(x, y) =
∑n

i=1(xi − μx)
(

yi − μy
)

n

After doing that, eigenvectors and eigenvalues are computed in order to determine
the principal components of the data. Principal components are new variables that are
constructed as linear combinations of original variables, chosen tomaximize the variance
in the data. These combinations are done in such a way that the new variables are
uncorrelated and most information is squeezed into the first component. The reason for
using principal components is to reduce the dimensionality of the data while retaining
most of its important features.
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3 Experiments

First and one of the most important parts of data analysis is proper data preparation. The
Titanic data set used in the research was first simplified by dropping and transforming
non-numeric columns for further calculations. Then all records with missing data were
removed and the dataset was normalized. In order to get the best results, data was split in
70:30 ratio. This provides enough training data to properly train algorithms and enough
validating data for data points to not repeat too often when testing (Fig. 1).

Fig. 1. Final dataset, resulting from data cleaning and data normalization

In the study, calculations were carried out to measure the time and accuracy of kNN
and Naive Bayes algorithms. First, they were performed for the training and validating
data from the dataset that had been previously cleaned. Then PCA algorithm was intro-
duced to reduce more and more dimensions. The full dataset consists of 6 dimensions
which is referred to as the state “without PCA”, with PCA it is possible to reduce this
number to 5 then 4, 3, and 2. The results of the measurements are seen in the tables
below (mean of 10 measurements) (Table 1).

The data from tables can then be transferred to graphswherewe can concludewhether
the relationship between data exists (see Table 2).

The presented graphs clearly show that themore dimensions are removed by the PCA
algorithm, the faster the execution time is. Another important factor is that both kNN
and Naive Bayes exhibit a linear relationship between time and dimensions removed.
In the kNN algorithm, this dependency is much more impactful which we can prove by
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Table 1. Mean execution time and mean accuracy for kNN algorithm based on number of
dimensions (10 measurements).

Number of dimensions Time Consumed (s) Accuracy (%)

2 16.04 82.36

3 28.93 83.63

4 33.84 83.26

5 46.40 83.26

6 48.54 82.72

Table 2. Mean execution time and mean accuracy for Naive Bayes algorithm with and without
PCA (10 measurements).

Number of dimensions Time Consumed (s) Accuracy (%)

2 0.73 84.89

3 0.87 85.62

4 0.99 84.03

5 1.25 84.57

6 1.30 83.93

Fig. 2. Graph for a time the kNN algorithm consumes with and without PCA.
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Fig. 3. Graph for a time the Naive Bayes classifier consumes with and without PCA.

using linear regression on collected data. Overall linear regression ismethod in statistical
modeling that help find a model that represents present data the most accurately. In the
case of this study, data on both graphs are best represented by linear functions with a
and b coefficients that can be determined with the usage of the following formulas:

a = n × ∑n
i=0 (xi × yi) − ∑n

i=0 xi ×
∑n

i=0 yi
n × ∑n

i=0 x
2
i × (

∑n
i=0 xi)

2

b = 1

n
× (

n
∑

i=0

yi − a ×
n

∑

i=0

xi)

For the kNN algorithm, the determined coefficients are:

a = 8.247

b = 1.762

The equation representing time efficiency

y = 8.247x + 1.762

For the Naive Bayes classifier:

a = 0.152

b = 0.42
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The equation representing time efficiency

y = 0.152x + 0.42

This brings us to the conclusion that on average removing one dimension with PCA
gives us a 31.09% increase in time efficiency for kNN algorithm and only an 18.18%
increase for the Naive Bayes classifier (see Figs. 2 and 3).

kNN:

f (3) − f (2)

f (3)
× 100% = 31.09%

Naive Bayes:

f (3) − f (2)

f (3)
× 100% = 18.18%

For accuracy:

Fig. 4. Accuracy of the kNN algorithm with and without PCA.

From those graphs we can conclude that the titanic dataset with PCA algorithm
applied can provide us with accurate prediction even after reducing data from 6 to
2 dimensions. The fluctuation of measured precision for both kNN and Naive Bayes
algorithms is negligible and both graphs present us with constant results (see Figs.4 and
5 ).
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Fig. 5. Accuracy of the Naive Bayes classifier with and without PCA.

Fig. 6. PCA2.

Above graphs demonstrate the power of the PCA algorithm allowing for a clear
grouping of data points based on class. As we can see, data points belonging to each
class have been grouped closely together, forming distinct clusters on the plot. This
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Fig. 7. PCA3.

shows how PCA has allowed for clear grouping making it easier for KNN and Naive
Bayes to process the data more efficiently (see Figs. 6 and 7).

While data points are well separated and clearly grouped when plotted in a 2D space
using the first principal component (PC1), they are mixed and unclear when plotted in
other 2D spaces that do not use PC1. It indicates that PC1 captures the most important
information that distinguishes between the different classes. However, when PC1 is not
plotted in the graph, the class separation is no longer visible because the remaining
principal components do not contain enough information to clearly distinguish between
the different classes. Principal components beyond the first one capture less and less of
the overall variation in the data, and thusmaynot be as effective. Therefore, it is important
to carefully select the number of principal components to include in the analysis based
on how much information they contain and how effectively they can separate the classes
(see Figs. 8 and 9).
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Fig. 8. PCA4.
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Fig. 9. PCA5.
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4 Conclusion

The summary highlights the impact of the Principal Component Analysis (PCA) algo-
rithm on the kNN and Naive Bayes algorithms, in terms of time efficiency and accuracy.
The findings indicate that reducing the number of dimensions by one has a significant
impact on time efficiency, with a 31.09% increase for kNN and an 18.18% increase
for the Naive Bayes algorithm. Moreover, there were no observed drawbacks regarding
accuracy in the database used in the study.

Overall, the results suggest that PCAcanbe auseful tool for data analysis, particularly
when time efficiency is a primary concern.However, it is important to note that the study’s
findings may not generalize to other datasets. Therefore, further research is required to
determine whether the effects of PCA on accuracy can be generalized to other datasets.

In conclusion, the study highlights the potential benefits of PCA as a powerful tool
for data analysis but also underscores the need for caution when applying it to different
datasets, as its effects on accuracy may vary.

Acknowledgment. Our database contains data from 3 combined databases:
https://www.kaggle.com/datasets/pavlofesenko/titanic-extended
https://www.kaggle.com/datasets/brendan45774/test-file
https://www.kaggle.com/datasets/yasserh/titanic-dataset
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Abstract. The choice of the appropriate method in the classification task is most
often a problem related to the adaptation of the input data to the classifier.However,
adaptation alone does not result in high classification scores. In this paper, we
present a comparison of two artificial intelligence methods for recognizing and
classifying the handwriting of digits. The study was based on the popular MNIST
database, and we dug up algorithms such as K-nearest neighbors and also neural
networks to conduct the study. The paper presentsmathematicalmodels of selected
tools and selected network architecture. Then, the results of the research carried out
in order to choose amore accurate character classification technique are presented.
For the purpose of verification, the accuracymetric and the analysis using the error
matrix were used. Article also includes analysis of different variables to used
methods, like metrics (Euclidean, Manhattan and Chebyshev) or hyperparameter
k.

Keywords: Machine Learning · Neural networks · k-NN ·MNIST database

1 Introduction

Machine learning is a field of artificial intelligence that creates algorithms and models
to automatically learn from data and take action based on it [1–3]. It is a very important
part of artificial intelligence because it allows a great deal of automation and acceleration
of many processes [4, 5]. There are a lot of methods that enable machine learning, such
as neural networks [6], fuzzy sets [7, 8] or various types of classifiers such as KNN
(K-nearest neighbors) and heuristic approaches [9–12]. Neural networks are based on
the biological neurons of the brain, and their exact operation will be described later in
the article [13]. Again, fuzzy sets make it possible to analyze ambiguous features and
conditions and also make inferences based on them [14]. In the case of clustering, they
make it possible to assign objects to groups with a certain probability, and not just to
one particular class [15]. Thus, they enable a more precise grouping of objects that are
hard to classify unambiguously.

Handwriting recognition and its appropriate classification is one of the tasks of image
recognition that have attracted the attention of machine learning and computer science
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A. Lopata et al. (Eds.): ICIST 2023, CCIS 1979, pp. 264–273, 2024.
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specialists for many years [16]. In the context of digit identification, neural networks
are popular methods that allow efficient classification and recognition of digits from
different datasets. Such identification can also be done using the K-Nearest Neighbors
(KNN) algorithm.

The purpose of this article is to compare the KNN algorithm and neural networks
in the context of recognizing and classifying handwritten digits into printed scripts. The
principles of these algorithms and their advantages and disadvantages will be presented
in the context of their application to digit identification. In particular, their effectiveness
in recognizing digits from the MNIST database will be compared. A comparison of
image processing time for both algorithms will also be presented, which is of great
importance in the context of their practical applications.

2 Methodology

2.1 Algorithm kNN

kNN (k-Nearest Neighbors) is a machine learning algorithm used for classification. It
involves searching for the number of “k”-nearest neighbors of a given point in object
space. Then, based on the class or numerical value of these neighbors, the point belongs
to a certain class or predicted numerical value.

The kNN algorithm consists of a few main steps:

• Data preparation - The first step is to properly prepare the data for analysis. Depending
on the problem, this may include normalizing the data, removing outliers, coding
categorical variables and other data preprocessing techniques.

• Determining similarity - Similarity between features is then determined based on a
chosen metric, such as Euclidean distance or Manhattan distance. The goal is to find
the k nearest neighbors of a given feature.

• Selecting the number of neighbors - Once the similarity has been determined, the
number of neighbors that will be used for the classification process must be selected.
There is no specific rule for selecting the number “k”. The value of “k” can be
determined by experience or model selection techniques such as cross-validation.

• Classification - The classification of an object is based on the classification of its “k”
nearest neighbors.

• Model evaluation - In the last step, the quality of the model is evaluated using various
metrics, such as accuracy.

Examples of metrics with descriptions that were used to classify the digits:

• Euclidean distance - calculated as the square root of the sum of the squares of the
differences between consecutive elements of the feature vector.

d(x, y) =
√∑n

i=1

(
xi − yi

)2 (1)

◯ d(x, y) represents the distance between vectors
◯ x and y in an n-dimensional Euclidean space.



266 W. Koman and K. Małecki

◯ xi and yi denote the i-th coordinates of vectors x and y, respectively.

• Manhattan distance - calculated as the sum of the absolute values of the differences
between consecutive elements of the feature vector.

d(x, y) =
∑n

i=1
|xi − yi| (2)

◯ d(x, y) represents the distance between vectors
◯ x and y in an n-dimensional space using the Manhattan metric.
◯ xi and yi denote the i-th coordinates of vectors x and y, respectively.

• Chebyshev distance - calculated as the maximum difference between elements of the
feature vector.

d(x, y) = n
max
i=1

∣∣xi − yi
∣∣ (3)

◯ d(x, y) represents the distance between vectors
◯ x and y in an n-dimensional space using the Chebyshev metric.
◯ xi and yi denote the i-th coordinates of vectors x and y, respectively.

Choosing the right value of “k” in the KNN algorithm is crucial to achieving good
prediction quality. Too small a value of “k” can cause over-fitting, while too large a value
of “k” can cause under-fitting. Methods such as the validation curve or learning curve
can be used to select the optimal value of “k”.

2.2 Artificial Neural Networks

Artificial neuron is function, based on nerve cells in the brain. It has several inputs
and gives one output. Inputs have wages, which are the learning element in this model.
Those wages are multiplied with their corresponding inputs and summed. This sum
goes through the activation function, which translates the sum to the preferred output.
Mathematically we can write basic artificial neurons as:

y = φ
(∑n

i=0
xiwi

)
(4)

◯ y is an output of a neuron
◯ � is an activation function
◯ xi and wi are i-th input and wage

Additionally, we often show neurons through diagrams like in Fig. 1
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Fig. 1. Representation of artificial neuron

There are a few of the most common activation functions:

• Threshold function - returns 0 up to some constant c, then returns 1. The common
function used in linear classification.

T(x) =
{
0, x <= c
1, x > c

(5)

• ReLU - returns 0 for negative numbers and x for positive numbers. It’s better than
the linear function f(x) = x, which is easy to learn but can’t learn complex mapping
functions. ReLU keeps the derivative simple but is capable of returning true zero.

ReLU(x) =
{
0, x <= 0
x, x > 0

(6)

• Sigmoid/Tanh function - Sigmoid function transforms output to range from 0 to 1,
very similarly Tanh function transforms output to range from -1 to 1. These are also
better than linear function but uses complex exponential calculations and are only
sensitive to changes in the midpoint.

Sigmoid function:

S(x) = 1

1+ e−x (7)

Tanh function:

Tanh(x) = e2x − 1

e2x + 1
(8)

The artificial neural network is a bunch of neurons connected, often divided into
layers. Layers may perform different transformations to their sum of waged inputs, to
send it to the next layer of neurons. The first layer is called input, the last is called output
and all layers in the middle are called hidden because we don’t interact with them during
the learning process.
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Learning in neural networks comes to adjusting wages, which are randomized at the
start. Single learn case in learn dataset consists of inputs x and desired output d. After
the input of data is put through a neural network, outcome y is compared with d by the
cost function. To get optimal wages for our network we want to minimize cost function.
We use different types of gradient descent methods.

To compare the efficiency of neural networks with the kNN algorithm, we can use a
simple network with 3 layers:

• Input layer of 784 nodes, representing pixels of 28 by 28 digit pictures. Their output
is not transformed by any activation function.

• Hidden layer of 784 nodes, each neuron from this layer is connected to every node
from the input layer - the layer with that type of connection with the previous layer is
called a dense layer. This layer uses the ReLU activation function described above.

• Output layer of 10 nodes, each representing 1 of 10 digits, its another dense layer, so
each neuron in this layer is connected to every node in the previous layer. This layer
uses the softmax function as activation.

Fig. 2. Diagram of the neural network

The Softmax function works similarly to the Sigmoid function but it takes outputs
from the whole layer, and transforms it in a probability distribution.

σ(x)i = exj

�n
j=0e

xi
, for i = 0, . . . , n (9)

◯ σ is a softmax function
◯ x is a vector of inputs, in the case of the neural network used in this paper, its a vector

of sums of products of inputs and wages from the output layer

The network will give us the output of 10 probabilities for each digit. The cost
function in this neural network will be cross-entropy, which suits the output of our
network because of its probability form.

H (y, d) = −
∑n

i=0
yi log di (10)
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◯ H is a cross-entropy
◯ y is a vector of output from neural network
◯ d is a vector of desired output (in case of digit classification it’s a vector where value
1 for an index of digit the picture represents, 0 for the rest)

Finally, to find a minimum cost function, we use the Adam optimizer, which is a
kind of stochastic gradient descent method that uses the first and second moments of
gradients to optimize step size for each parameter. The whole network is presented as a
diagram in Fig. 2.

3 Experiment

3.1 MNIST Database

MNIST database (Modified National Institute of Standards and Technology database)
was created in 1998 combining two NIST databases. It’s made of digits written by high
school students and United States Census Bureau employees.

MNIST is a dataset of 70000 pictures of handwritten digits. There’s even a number
of every digits pictures (7000). Images are 28 by 28 pixels. All digits are centered and
scaled to a constant size. Figure 3 shows a few examples from this dataset.

This database is well known in the scientific world, to this day specialists are trying
to get the lowest error rate possible. People tried with all sorts of algorithms: Random
Forests, Linear classifiers, support-vector machines, k Nearest Neighbors, and Neural
Networks. In this paper, we will use the basic implementation of the two last methods
from the list.

3.2 Results of Digit Recognition Research by kNN

The data presented shows the accuracy of the classification algorithm using different
distancemetrics (Euclidean,Manhattan,Chebyshev) and a different number of neighbors

Fig. 3. Few examples of MNIST dataset digits



270 W. Koman and K. Małecki

(from 2 to 24). For the Euclidean metric, the classification accuracy is about 96%, and
the best result was obtained for 3–4 neighbors. In the case of the Manhattan index,
the accuracy of the classification is also around 96%, with the best result obtained for
3 neighbors. In the case of the Chebyshev metric, the classification accuracy is much
lower than in the case of other metrics, it is about 79%, and the best result was obtained
for 5–6 neighbors.

In general, using more neighbors does not always improve classification accuracy.
It is worth noting that the results obtained for different metrics can vary significantly,
and the choice of the appropriate metric depends on the characteristics of the data and
the problem we are solving (Fig. 4).

Fig. 4. Result Graph

3.3 Results of Digit Recognition with Simple Neural Network

The MNIST data were split into training (60 000 digits) and testing (10 000 digits)
datasets and put through the network. We process whole data 10 times (10 epochs) after
every 200 elements we update wages. With every epoch, we calculate model accuracy
for the test dataset, average cost with cross-entropy and time the model takes to process
1 epoch, and the average model needs to process 1 element. In Fig. 6 we can see the
confusion matrix of the last epoch (Fig. 5).
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Fig. 5. Euclidean metric

Fig. 6. Confusion Matrix for Neural Network
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Fig. 7. Confusion Matrix for kNN

4 Conclusion

The article, which compares the K-Nearest Neighbors (kNN) algorithm and neural net-
works in digit handwriting recognition, aimed to compare the performance of the two
methods and the correctness of classification. In the study, the data was divided into
70% (training data) and 30% (test data), and thus consisted of test samples and training
samples, where each sample was a 28× 28 pixel image representing handwritten digits.
The results showed that the neural networks achieved higher performance in recogniz-
ing digits than the kNN algorithm. The neural networks achieved an accuracy of about
98.2%, while kNN achieved an accuracy of about 96% considering the Euclidean and
Manhattan metrics while using the Chebyshev metric the results dropped as low as about
78%. It follows that neural networks are amore effective tool in recognizing handwriting
digits than kNN, especially in the case of a large amount of training data and a large
input dimension. Another very important advantage of using neural networks is the time
required for fitting and testing. While the neural network for MNIST data needed sec-
onds, kNN took hours. It is worth noting, however, that kNN can be a good choice for
smaller data sets and problems with fewer dimensions, and is also a good alternative for
those who are just starting to delve into the subject of artificial intelligence and machine
learning.

Based on the confusion matrix for the kNN algorithm, we can conclude that the most
frequently correctly classified number was the digit 1. It can also be noted that for the
kNN classifier, the digit 4 was especially often mistaken for the digit 9. In the case of the
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confusion matrix for the neural network, we can find that the digit 9 was misclassified
twelve times as the digit 4.

The reason for the misclassification may be inaccuracy due to unsightly/fast typing.
The digits shared many common features, for this reason the classifier made an error
(Fig. 7).

Acknowledgments. Wewould like to express our gratitude to the creators of MNIST for making
this valuable data available on Kaggle. The efforts of the National Institute of Standards and
Technology in collecting and curating this dataset are greatly appreciated.

• MNIST Dataset on Kaggle: https://www.kaggle.com/datasets/crawford/emnist.
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Abstract. Heart disease has been the leading cause of death in the EU for many
years. Early detection of this disease increases a patient’s chance of survival. The
aim of the study is to see if machine learning algorithms can help in the early
diagnosis of these illnesses. For this purpose, three classifiers: kNN, Naive Bayes
and SVM were implemented and trained on a dataset containing medical data
related to the possibility of cardiovascular disease. The result of the study is a
comparative analysis of the classifiers that summarises the accuracy and stability
of the results in determining the possibility of heart disease. The results show the
highest accuracy and stability of the SVM classifier, which achieves an average of
82.47% accuracy in disease prediction, meaning that machine learning algorithms
can significantly aid in the early diagnosis of patients based on their basic medical
data.

Keywords: Classification algorithms · k-NN · K-Nearest Neighbors · Naive
Bayes · SVM · Support vector machine · Heart Disease

1 Introduction

Circulatory diseases have long been the leading cause of death in most EU Member
States, accounting for 35% of all deaths. One of the main causes of these diseases is
ischaemic heart disease [1]. As various risk factors, including excessive cholesterol,
blood pressure, lack of physical exercise, and diabetes are on the rise in several EU
nations, the issue has recently grown more serious [2]. Sometimes people are unaware
of heart problems until they experience a heart attack or heart failure because the early
symptoms may go unnoticed or be confused with other conditions. The most common
symptoms of heart disease are chest pain, extreme fatigue, shortness of breath and palpi-
tations [3]. The lifestylewe lead has a significant impact on the state of our cardiovascular
system. A lack of healthy habits significantly increases the likelihood of cardiovascular
disease. Incorporating activities such as regular exercise, a healthy diet and weight con-
trol into your life can reduce the risk of diseases such as cardiovascular disease by more
than 80% and diabetes by >90% [4]. Medical organizations around the world collect
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data on patients with cardiovascular disease. Given the volume of data collected, it’s
difficult for humans to process it efficiently. The solution to this problem is machine
learning algorithms, which can analyze huge amounts of data and predict the presence
or absence of cardiovascular disease.

The current state of knowledge indicates that important methods in the field of arti-
ficial intelligence are primarily neural networks and the support vector machine. These
tools can automatically adapt to the specific databases used in a given classification prob-
lem [5–7]. Another method is fuzzy logic, which, throughmodeled adaptation functions,
enables the control of a certain phenomenon like driving control model [8] or consensus
in decentralized federated learning [9]. An interesting approach is also to use heuristic
algorithms, that returns optimal solution in finite time. An example is the problem of
incomplete data in computed tomography [10].

The aim of the study is to determine whether it is possible, andwith what accuracy, to
predict the likelihood of heart disease using classificationmethods based onmedical data
such as cholesterol, blood pressure, etc. Predicting heart disease is a key task requiring
the highest precision, so the model should have high accuracy.

2 Methodology

The stages of research are shown in Fig. 1.

Fig. 1. Flowchart of the research

2.1 Stages of Research

The dataset used in this study was collected through a collaborative effort by Andras
Jansoni of the Hungarian Institute of Cardiology in Budapest, William Steinbrunn of
the University Hospital in Zurich, Matthias Pfisterer of the University Hospital in Basel
and Robert Detrano of the V.A. Medical Centre in Long Beach and Cleveland Clinic
Foundation [11]. Dataset attributes are shown in Table 1.

The process of preparing data for future analysis or machine learning is known as
preprocessing. This stage includes the following steps: shuffling, normalization and data
splitting. Shuffling can reduce overfitting and variation in the data. Normalization is the
next stage and its aim is to change the values of the numerical columns in the dataset to
a similar scale while preserving the disparities in the value ranges. The data set is then
divided into two parts: a test component and a model training component.

The classification algorithms used in this research are k-Nearest Neighbours, Naive
Bayes and Support Vector Machine.

Evaluation is the basic process bywhichwe obtain data to determine the effectiveness
of the chosen classification method. The conventional metric for measuring a classifier’s
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quality is accuracy, which is simple to interpret. Equation (1) gives the definition of
accuracy. We collect the resulting accuracy measures and then compute statistics such
as mean and standard deviation.

Accuracy = TP + TN

TP + TN + FP + FN
(1)

The final step is to summarise and assess the results obtained from the classifiers.
At this point, it is important to consider what is a satisfactory result. In general, what is
a good result depends on the problem we are considering and how critical the possible
error is. Since the purpose of our study is to check for early disease detection, we can
assume that results greater than the majority classifier can be considered a good result
[12].

Table 1. Heart Disease Data Set

No Attribute name Description DType

0 age Age of patient Int64

1 sex Gender of patient Int64

2 cp Chest pain type Int64

3 trestbps Resting blood pressure Int64

4 chol Serum cholesterol Int64

5 fbs Fasting blood sugar Int64

6 restecg Resting electrocardiographic results Int64

7 thalach Maximum heart rate Int64

8 exang Exercise-induced angina Int64

9 oldpeak ST depression induced by exercise relative to rest Float64

10 slope The slope of the peak exercise ST segment Int64

11 ca Number of major vessels colored by flourosopy Int64

12 thal Thalassemia Int64

13 num Diagnosis of heart disease Int64

2.2 kNN

The K-Nearest Neighbours (kNN) classification algorithm is simple but efficient on
small datasets. Since most of the processing takes place during categorization, rather
than when it comes into contact with training instances, this is the main reason for
kNN’s poor performance on big datasets [13]. To create a neighborhood around a data
set t and classify it using kNN, we find its k nearest neighbors. Typically, the data sets
in the neighborhood decide how to classify t, whether or not distance-based weighting
is applied. However, in order to use kNN, an appropriate value of k must be chosen, and
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the classification result is strongly influenced by this value. In other words, the value of
k affects how biased the kNN is [14] (Fig. 2).

Fig. 2. Visualisation of the kNN algorithm. The red and blue dots represent the classes and the
green dot is the classified dot. (Color figure online)

Neighborhoods in kNN are determined by a distance or dissimilarity measure that
can be calculated between observations based on their independent variables. The two
most commonly usedmeasures are the Euclidean distance and theManhattanmetric. The
Euclidean distance is calculated as the square root of the sum of the squared differences
between corresponding values of the independent variables:

D(x, y) =
√∑n

i=1
(yi − xi)2 (2)

The Manhattan metric, on the other hand, is calculated as the sum of the absolute
differences between corresponding values of the independent variables:

D(x, y) =
∑n

i=1
|yi − xi| (3)

In addition to these measures, there is also theMinkowski distance, which is a metric
in a normed vector space that can be considered a generalization of both the Euclidean
distance and the Manhattan distance [15]. The Minkowski distance is defined as the p-th
root of the sum of the p-th power of the absolute differences between corresponding
values of the independent variables. When p = 1, the Minkowski distance is reduced to
the Manhattan distance, and when p = 2, it is reduced to the Euclidean distance:

D(x, y) =
(∑n

i=1
(|yi − xi|)p

)1/p
(4)
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2.3 Naive Bayes

The Naive Bayes classifier is known for its simplicity, speed and universality, especially
on small datasets. This classifier divides the data into various classes and then uses
the Bayes theorem to create a set of probabilities. The frequency of each value inside
a certain training set is used to determine the likelihood of a specific characteristic in
the data, which is a component of the probability set. Using known values to forecast
upcoming unknown values, the training set is used to train the classifier [16].

Bayes’ theorem determines the conditional probability, i.e. the likelihood of
an outcome occurring based on previous outcomes that have occurred in similar
circumstances:

P(A|B) = P(B|A) ∗ P(A)

P(B)
(5)

In our case, the Bayes theorem can be rewritten as:

P(y|X ) = P(X |y) ∗ P(y)

P(X )
(6)

where y is the class and X is the features.
The naive approach to Bayes’ theorem assumes that each feature is independent

[17]. Therefore, the denominator does not change for all entries in the data set, so we
can remove it and introduce the concept of proportionality:

P(y|x1, . . . , xn) ∝ P(y)
∏n

i=1
P(xi|y) (7)

where xi is the given feature.
The result of the classification will be a class with maximum probability:

y = argmaxyP(y)
∏n

i=1
P(xi|y) (8)

Since our predictor variable takes on continuous values rather than discrete ones, we
can make the assumption that these values are drawn from a Gaussian distribution [18].
In this case, the conditional probability formula remains as follows (Fig. 3):

P(xi|y) = 1

σ
√
2π

exp − (xi − μ)2

2σ 2 (9)
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Fig. 3. Visualization of Naive Bayes. The red and blue dots represent the classes, a more intense
cluster of colors means a higher probability. (Color figure online)

2.4 SVM

The Support Vector Machine has become a popular classifier in the field of machine
learning due to its high performance with a small number of features, its robustness to
model errors and its computational efficiency compared to other classifiers [19]. The
task of the SVM classifier is to find a hyperplane, in the number of dimensions of the
space corresponding to the number of features, that forms boundaries separating objects
belonging to other classes. The essence of determining the hyperplane is the process
of selecting weights so that the decision boundary is as far away as possible from the
extreme points of each class, called support vectors [20]. Determining the hyperplane
for two-class data involves finding a straight line with the maximummargin of the given
classes. Given a data set xi (i = 1, 2 . . . , n) and class labels yi ∈ {−1, 1}, we can define
the straight line as:

wTx + b = 0 (10)

where w is a vector of weights, x is a vector of inputs and b is a bias. This hyperplane
must then satisfy the condition of class separation by a maximummargin so that the data
is distributed to the left and right of the hyperplane. Which in turn can be written as

wTx + b =
{ ≥ 1 for yi = 1

≤ −1 for yi = −1
(11)

However, a different region for the hyperplane and different class boundaries can be
assumed and the aim of the SVM is to select the values of w and b so that the hyperplane
separates the data and maximizes the margin (Fig. 4).
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Fig. 4. Visualisation of the SVM. The red and green dots represent the classes separated by the
hyperplane. (Color figure online)

3 Experiments

The dataset consists of 303 rows and 14 columns (see Table 1). Each attribute is repre-
sented as an integer, excluding the oldpeak attribute, which takes a floating point value.
The dataset has been checked for noises, such as null values and inaccurate values.

Scale attribute values in the dataset to a range of values [0,1] using the equation:

xscaled = x − xmin
xmax − xmin

(12)

where x is the initial value.
The dataset is split into a training set and a test set, this is a process of randomly

dividing the original dataset in a ratio of 70:30, meaning that 70% of the data is used to
teach the model and the rest of the data is used to test the performance of the classifier,
i.e. to assess its ability to classify new data.

In order tomake the analysis as accurate as possible, several pre-testswere carried out
before the actual research began in order to determine the optimal number of neighbors
used by the kNNalgorithm.As a result of these pre-tests, the desired number of neighbors
was found to be 7, as shown in the diagram (see Fig. 5).

When using the naive Bayes algorithm, a normal (Gaussian) distribution was chosen.
Of the distributions used, it gave the most desirable results during pre-testing (Fig. 6).

The kernel used for the SVM algorithm was the linear kernel, as the results showed
that it performed best during pre-testing, compared to other types of kernels. Results are
shown in Fig. 7. When conducting the experiments, we used the implementation of the
SVM classifier included in the sklearn library. In this implementation, the C parameter
defaults to 1. Based on the documentation of the sklearn library, we decided that leaving
the default value is a reasonable choice.
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Fig. 5. Graph showing differences in accuracy in relation to the parameter k

Fig. 6. Graph showing the differences in accuracy between the various probability distributions.

After testing 500 different training samples, the average accuracy was determined
to establish which classifier performed best in predicting the presence of heart disease
in a patient, as well as the standard deviation to identify which algorithm was most
consistent. The results are shown in Table 2.



282 B. Lewandowicz and K. Kisiała

Fig. 7. Graph showing the differences in accuracy between the various kernel functions.

In terms of both accuracy and stability, the results show an advantage for the SVM
classifier.

Table 2. Results

Algorithm Average Standard deviation

kNN 80.3516% 3.5306%

Naive Bayes 81.8352% 3.8687%

SVM 82.4725% 3.4385%

Analysis of variance (ANOVA) was performed to compare the results of the clas-
sification algorithms (kNN, NB, SVM). The ANOVA results showed that there were
statistically significant differences between the results of the algorithms (Table 3).

Table 3. ANOVA

SS DoF MS F P

Between 1184.2395 2 592.1198 45.2515 8.29e-20

Within 19588.3739 1497 13.0851

Total 20772.6134 1499

The p-value is a very small 8.29e−20 (p< 0.05), indicating that there are statistically
significant differences between at least two groups.
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Post hoc tests are performed after ANOVA analysis, when the overall significance
of differences between groups has been confirmed. Post hoc tests can more accurately
identify which pairs of groups are statistically significantly different from each other
(Table 4).

Table 4. Post-Hoc Test

Groups Means Difference Lower Upper P-value Signif

SVM vs kNN [82.4725, 80.3516] −2.1209 −2.6576 −1.5842 0.00000 *****

NB vs SVM [81.8352, 82.4725] 0.6373 0.1006 1.174 0.01494 *

NB vs kNN [81.8352, 80.3516] −1.4836 −2.0203 −0.9469 0.00000 *****

In summary, the confidence interval analysis shows that there are statistically signifi-
cant differences between the average performance of NB, SVM and kNN classifiers. The
SVM algorithm seems to achieve better results than kNN, while NB occupies an inter-
mediate position. The p-values of less than 0.05 indicate that the differences between
the means are significant, which means that the results are probably related to the actual
differences between the classification algorithms.

4 Conclusion

The aim of the study was to investigate whether it is possible to predict heart disease
frommedical data and with what accuracy. For this purpose, a comparative analysis was
performed in which different classification models were described and implemented. As
a result of the study, it was shown that all classifiers showed high accuracy, however,
the best performance in both accuracy and stability was achieved by the SVM (Support
Vector Machine). In the case of early disease detection, due to the lower criticality of the
possible error, the result obtained by the SVM classifier can be considered satisfactory
and can significantly contribute to the early diagnosis of the disease. Some of the other
studies done with this dataset show a different approach to this problem, using linear
regression [11]. In several cases, it achieves better results than those presented here [21].

5 Online Resources

We would like to thank the creators of the dataset used in conducting the research. It is
available via:

• Dataset

Source code for the implementation of classifiers is available via:

• GitHub
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Abstract. In today’s world, where solutions from the last century are no longer
enforced, there is a constant demand for newer,more efficientways to analyze data.
An example of such an application is the k-nearest neighbors (k-nn)mechanism. In
this article, thismechanismwill be proposed, improved by the possibility of finding
the optimal number of neighbors and the coefficient m for theMinkowski function
used in it to calculate the distance between points. This mechanism is automated,
which allows you to use different parameters for the Minkowski function and
determine the accuracy for a different number of neighbors in an automatic way.
From these accuracies, the ranking system selects the best values for the parameter
m, which defines the dimension of the space in the Minkowski function, and the
best number of nearest neighbors. The number of nearest neighbors checked and
the value of the m parameter can be set independently, which allows you to check
various combinations of the m parameter and the number of nearest neighbors.

Keywords: clustering · automatization · k-nn · Minkowski

1 Introduction

The rapid pace of technological advancement in recent years has led to a growing demand
for innovative solutions in various industries.Artificial intelligence (AI) is at the forefront
of this revolution, offering businesses a range of tools andmethods for optimizing opera-
tions, improving customer experiences, and gaining a competitive edge. Companies and
researchers across multiple sectors, such as data processing [1, 2], healthcare [3–5], and
Internet of Things [6–9], are increasingly looking to integrate AI into their operations.
They are seeking solutions that can leverage large datasets, automate decision-making
processes [10, 11], and provide insights that were previously impossible to obtain. As
such, the need for new AI technologies, algorithms, and methods has never been greater
[12, 13]. This demand is driving research and development in the AI field, with experts
continually exploring new approaches to meet the evolving needs of the market.
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As the field of AI expands, so too does the need for reliable and effective algorithms.
Thek-nearest neighbors (kNN) algorithm is one such algorithm that has provenuseful in a
range of applications, from image recognition to natural language processing [14]. How-
ever, the algorithm’s effectiveness is highly dependent on the selection of appropriate
parameter values. As such, there is a growing demand for novel approaches to parameter
selection that can optimize the performance of kNN in various applications. Our pro-
posed iterative approach for selecting optimal kNN parameters based on the Minkowski
distance [15], is one such solution. By enabling the variation of distance calculation
order, our approach offers greater flexibility and precision in the selection of parame-
ter values. This can lead to higher classification accuracy and improved performance,
addressing the needs of the market for more efficient and accurate AI solutions.

Thek-nearest neighbors (kNN) algorithm is a non-parametric algorithm that iswidely
used in machine learning. The algorithm classifies new data points based on the majority
class of their k-nearest neighbors in the training data. However, the effectiveness of the
algorithm depends on several factors, including the choice of parameter values. In this
paper, we propose an iterative approach to selecting optimal kNN parameters based on
the Minkowski distance. The Minkowski distance is a generalization of the Euclidean
distance and allows us to vary the order of distance calculation.

Our approach involves testing different values of the k parameter and the order of
the Minkowski distance and selecting the values that result in the highest classification
accuracy. We evaluate the effectiveness of our approach using the anemia dataset, and
compare our approach with the traditional approach of selecting fixed parameter values.

2 Methodology

In this article, the nearest neighbor (knn) algorithm was used, which evaluates new
samples according to their data. It determines the type of a sample based on its distance
from a certain number of neighbors whose type is specified.

The diagram inFig. 1 illustrates the k-nearest neighbors algorithm.The new sample is
surroundedby its closest neighbors. The number of neighborswhose typeswill determine
the type of the sample is determined. The diagram shows that the type of the new sample
will be classA, because two out of three neighbors have this type. Also, whenwe increase
the number of neighbors to six, the sample type remains the same. It can also be seen
that above a certain number of neighbors, the accuracy of the sample type determination
decreases because, for nine neighbors, four are already of a different class.
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Fig. 1. Diagram that shows k-nearest neighbor

The first step in the algorithm is to calculate the distances between the sample and
its potential neighbors. Then all potential neighbors are sorted in ascending order by
distance from the sample. In the next step of selecting a specific number of nearest
neighbors, their types are counted. Based on the type with the most votes, the sample
type is determined. In order to increase the accuracy of determining the type of sample,
automation was used to select the number of neighbors and select the m parameter.

The distance between the neighbors and the sample is calculated from theMinkowski
metric described by the following formula:

Lm(x, y) =
(∑n

i=1
|xi − yi|m

) 1
m

(1)

where:

d - distance between two points,
n - number of dimensions in which two points are defined,
x, y - two points in n-dimensional space,
xi, yi - coordinate values of two points in i-dimension,
m - dimension of space.

Automation during the selection of the number of neighbors k and parameter m can
be presented in several steps:

1. The accuracy of the algorithm is calculated for different combinations of m and k
nearest neighbors.

2. The values of the parameters m and k of the nearest neighbors are selected for which
the accuracy is the highest.
a. If for several k nearest neighbors and a value of parameter m the greatest accuracy

is the same, for those k nearest neighbors and a value of parameterm a recalculation
of the accuracy is performed using the same nearest neighbor (kNN) algorithm but
with a halved validation set.

b. Next, the k nearest neighbors and the m values with the highest accuracy are
selected again. If for several k nearest neighbors and the value of parameter m the
greatest accuracy is the same, step 2a. is repeated.
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The introduction of automation turns out to be a very useful and necessary solution.
This allows you to automatically calculate the accuracy for different combinations of
m and k nearest neighbors. This facilitates and speeds up the work because there is no
need to manually enter these values and check their accuracy. Also, thanks to the applied
ranking system, the best value of the parameter m and k nearest neighbors for a given
database is automatically returned, which speeds up the work, because there is no need
to manually check and search for which parameters give the best results.

The time complexity for determining the accuracy in a given validation set with the
unmodified knn algorithm is as follows:

O(n ∗ d)

where:

n - is the number of records in the database,
d - number of dimensions in the database.

In the algorithm modified by us (that is shown in Algorithm 2), the time complexity
is greater and is represented by the following formula:

O(n ∗ d ∗ k ∗ m)

where:

n - is the number of records in the database,
d - number of dimensions in the database,
k - number of nearest neighbors to consider,
m - values of parameter m to be considered.

Although more complex, it is possible to specify the accuracy for different combi-
nations of parameters k and m, and the parameters with the best accuracy are selected
(see Algorithm 2).
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3 Experiments

The database used in this article predicts anemia based on certain rates. The database
contains columns such as gender, hemoglobin, Mean Corpuscular Hemoglobin Concen-
tration (MCHC), Mean Corpuscular Volume (MCV), Mean Cell Hemoglobin (MCH)
and whether the patient is healthy or not. Gender is determined numerically, with a value
of 1 for female and a value of 0 for male.

Hemoglobin is the protein that carries oxygen to your body’s organs and tissues and
transports carbon dioxide from your organs and tissues back to your lungs. The normal
range for hemoglobin is 13 g/dL to 18 g/dL for men and 12 g/dL to 16 g/dL for women.

MCH is the average amount in each of your red blood of a protein called hemoglobin,
which carries oxygen around your body. The normal range is 27–33 pg.

MCHC is a measure of the average concentration of hemoglobin inside a single red
blood cell. The normal range seems to be in the range of 28–31 g/dL.

MCV is an indicator of the average volume of erythrocytes, i.e. the volume of red
blood cells. Normal values are in the range of 82–92 fl.

A person with anemia corresponds to a value of 1, and a healthy person a value of 0.

Fig. 2. Charts that show how spread out are data
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In Fig. 2 you can see 25 graphs that show the relationships between all the columns
in the database used for the experiment. The blue color represents a healthy person,
while the orange color represents an anemic person.

In the experiment, accuracy was calculated for the nearest number of neighbors k in
the range from 2 to 15, and the values of the parameter m in the range from 1 to 14. In
total, 197 results were obtained.

Fig. 3. Charts that show how spread out are data

Fig. 4. Chart 3D that shows how accuracy depends on m and k

In Fig. 3 and Fig. 4 below, it can be seen that when the value of parameter m and
the number of nearest neighbors k is below the value of 10, the accuracy of determining
whether a person is sick or not is at a constant level of about 94%. In other cases, when
m is between 1 and 5, the accuracy is the highest. For the value of the parameter m and
the number of nearest neighbors k above 10, the accuracy drops below 90%.



Iterative Method of Adjusting Parameters in kNN via Minkowski Metric 293

Fig. 5. Matrix Confusion for our results

For the algorithm used in this article, a Confusion Matrix (see Fig. 5) was generated
which shows the performance of the algorithm, showing the number of errors of the
algorithm to the number of corrects of verified samples. It can be seen that the number
of sick people outweighs the number of healthy people with the selected validation set
to test the algorithm.

The results contained in the Table 1 show that for the base on which the experiment
was carried out, the best number of nearest neighbors is 13 and the best value of the m
parameter is 1.

The efficiency of the solution presented by us is better compared to the one where
the parameters are chosen randomly. Thanks to this solution, all possible combinations
of parameters are checked, and the combination with the best accuracy is automatically
selected. This significantly speeds up the search for parameters that are characterized by
the highest accuracy for the database.
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Table 1. Accuracy with different parameters

m k Accuracy

1 13 95.31616

13 2 94.84778

14 2 94.84778

1 11 94.84778

3 2 94.61358

4 2 94.61358

5 2 94.61358

6 2 94.61358

7 2 94.61358

11 2 94.61358

12 2 94.61358

1 3 94.37939

2 4 94.37939

2 5 94.37939

2 6 94.37939

1 14 94.37939

8 2 94.1452

9 2 94.1452

10 2 94.1452

1 15 94.1452

5 3 93.91101

2 8 93.91101

2 11 93.91101

1 12 93.91101

4 Conclusion

We proposed an iterative approach for selecting optimal k-nearest neighbors (kNN)
parameters based on the Minkowski distance. Our approach involves testing different
values of k and the order of the Minkowski distance, and selecting the values that result
in the highest classification accuracy. Our results suggest that the most optimal values
of k and the order of the Minkowski distance for the datasets we used are k = 13 and m
= 1. These values were found to result in the highest classification accuracy across the
anemia dataset we used.

In conclusion, our approach allows for a more flexible and adaptive selection of
parameter values, which can result in higher classification accuracy. We hope that our
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approachwill inspire further research in this area and encourage the use of kNNalgorithm
in various domains.

In addition to themain findings presented in the summary, there are several additional
insights and conclusions that can be drawn from the results of the study:

• Our approach demonstrates the importance of carefully selecting optimal parameter
values formachine learning algorithms to achieve better accuracy. By testing different
values of k and the order of the Minkowski distance, we were able to identify the
most effective parameter values for the anemia dataset.

• The use of the kNNalgorithm is promising in various domainswhere the classification
accuracy is crucial, such as healthcare, finance, and security. Our findings suggest
that kNN algorithm can be a competitive and robust choice in these domains.

• Future research can investigate the applicability of our iterative approach for select-
ing optimal kNN parameters to other datasets and domains. For instance, explor-
ing the impact of different distance metrics or using feature selection techniques in
combination with our approach.

• The optimal values of k and the order of the Minkowski distance can vary depending
on the characteristics of the dataset. Therefore, it is essential to evaluate different
parameter values for eachdataset anddomain to obtain the best classification accuracy.

In summary, our study provides an effective approach for selecting optimal parameter
values for the kNNalgorithmbasedon theMinkowski distance.Ourfindings demonstrate
the importance of parameter tuning formachine learning algorithms and provide insights
into the applicability of the kNN algorithm in various domains.

5 Online Resources

• Used Database
• Code on GitHub
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Abstract. Machine learning is widely utilized across various scientific disci-
plines, with algorithms and data playing critical roles in the learning process.
Proper analysis and reduction of data are crucial for achieving accurate results. In
this study, our focus was on predicting the correlation between cigarette smoking
and the likelihood of diabetes. We employed the Naive Bayes classifier algorithm
on the Diabetes prediction dataset and conducted additional experiments using
the k-NN classifier. To handle the large dataset, several adjustments were made to
ensure smooth learning and satisfactory outcomes. This article presents the stages
of data analysis and preparation, the classifier algorithm, and key implementa-
tion steps. Emphasis was placed on graph interpretation. The summary includes a
comparison of classifiers, alongwith standard deviation and standard errormetrics.

Keywords: Machine Learning · Naive Bayes classifier · k-NN · Diabetes
prediction dataset

1 Introduction

The application of machine learning techniques in disease prediction and diagnosis has
seen significant advancements in recent years. Detecting diseases accurately and early
is crucial for improving patient outcomes and reducing healthcare costs. Among these
diseases, diabetes is a prevalent and chronic condition with serious health implications.
The correlation between cigarette smoking and the likelihood of developing diabetes
remains an area that requires further investigation.

Understanding the impact of cigarette smoking on diabetes risk is important for sev-
eral reasons. It can provide insights into the complex interplay between lifestyle factors
and disease development, contribute to more accurate predictive models, and inform
public health policies. Therefore, this study aims to explore the correlation between
cigarette smoking and diabetes using machine learning techniques.

By analyzing the Diabetes prediction dataset, we investigate whether smoking is an
independent risk factor for diabetes or if its impact is confounded by other variables.
Our hypothesis is that there exists a positive association between cigarette smoking and
the likelihood of diabetes, even after controlling for other known risk factors.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Through rigorous data analysis, application of machine learning algorithms, and
interpretation of results, this study provides insights into the relationship between smok-
ing and diabetes. The findings contribute to our understanding of disease etiology and
can assist in developing targeted interventions and preventive strategies.

In the following sections, we present themethodology, describe themachine learning
algorithms employed, discuss the results, and explore the implications for healthcare
practice and policy.

1.1 Assumptions of the Project

The program is designed to predict the potential for diabetes risk in correlation with
smoking cigarettes based on the ‘Diabetes prediction dataset’.

1.2 Description

The main scheme of the algorithm for assessing the possibility of diabetes risk is a
combination of test results, characteristics, habits or habits of the person under study.
Based on the information provided the algorithm determines how high the chance is that
a particular person will develop diabetes.

2 Methodology

2.1 Steps in the Implementation of the Task

1. Selection of the database.
2. Analysis and reduction of the database - removing rows that did not contain key

information crucial to achieve the final result.
3. Appropriate preparation of data for testing.
4. Performing tests using a naive Bayesian classifier.
5. Performing the experiment using the KNN classifier.
6. Drawing conclusions.
7. Preparing the report.

2.2 Description of Operation

Naive Bayesian classifier is a simple probabilistic classifier. It is based on the assumption
of mutual independence of predictors, i.e. independent variables. Although this assump-
tion often does not reflect reality, it is therefore called “naive”. The model of right of
probability in naive Bayesian classifiers can be deduced using Bayes’ theorem; a theo-
rem of probability theory, binding the weighted probabilities of two events conditioning
on each other.

The formula for conditional probability, which determines what kind of decision we
will make if we have specific data:

P(A|B) = P(A ∩ B)

P(B)
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Bayes’ theorem:

P(hypothesis|data|) = P(data|hypothesis)P(hypothesis)

P(data)

Depending on the accuracy of the model, naive Bayesian classifiers can be effec-
tively trained in supervised learning mode. In many practical applications of parameter
estimation of naive Bayes models, the maximum likelihood a posteriori method is used.
In other words, it is possible to work with a naive Bayes model without necessarily
believing in Bayes’ theorem or using specific Bayes methods.

Despite their naive design and highly simplified assumptions, naive Bayes classifiers
often perform better in real-world situations than one might expect.

In our calculations, we used a normal distribution, otherwise known as a distribution
of Gauss.

The density function of the normal (Gauss) distribution:

f (x) = 1√
2πσ 2

· e − (x − μ)2

2σ 2

In this formula:

– f (x) denotes the density function for a random variable x,
– μ is the expected (mean) value of the distribution,
– σ is the standard deviation of the distribution

3 Data Analysis

3.1 Libraries Used

– pandas - data management.
– numpy - advanced mathematical calculations.
– seaborn - creating statistical graphics.
– matplotlib - create graphs and numerical extensions of NumPy.
– random - allows you to select a random element from a given sequence.

3.2 Database Analysis

We began our work by analyzing the database (Fig. 1):
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Fig. 1. The database consists of 100,000 rows and 9 columns, of which 2 columns have
nonnumeric values. These are the gender and smoking history columns.

We then made sure that no data is missing, i.e. there are no so-called empty cells,
which negatively affect the training of the model.

We further checked the contents of the last 5 rows to compare the data before and
after the reduction (Fig. 2).

Fig. 2. Data before the reduction

The next step was to remove rows that do not contain information necessary for data
analysis. In our case, these were rows that in the smoking history column contained the
value ‘No Info’ . (Figs. 3, 4)
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Fig. 3. Deletion of data

Fig. 4. Data after reduction

After preparing the database in advance, we plotted charts to analyze the data (5, 6).
The data was grouped according to the value in the ‘smoking history’ column, and

then the average value of the ‘diabetes’ column for each group was calculated (7).
The chart was created to illustrate the relationship between the columns ‘smoking

history, ‘age’ and ‘diabetes’. We calculate the average value of ‘diabetes’. Each line on
the graph represents a different ‘smoking history’ value. The x and y axes, represent
respectively ‘age’ and ‘average percentage of diabetes’, and the legend indicates which
values correspond to which lines on the graph.
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Fig. 5. Correlation of data in the studied database

Fig. 6. Diabetes risk depending on smoking
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Fig. 7. Relationship between smoking, age and diabetes

In the next step, we took care of changing the ‘object’ values in the gender and
smoking history to ‘numeric’ values (Figs. 8, 9, 10, 11 and 12 ).

Fig. 8. Data before the change Fig. 9. Data after the change
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4 Implementation

4.1 Including Necessary Packages

Fig. 10. Code used to implement packages

4.2 Downloading the Dataset, Pre-analysis and Deletion of Irrelevant Elements

Fig. 11. Code used to download dataset, pre-analysis and deletion

4.3 Converting Word Values into Numerical Values and Re-Analyzing the Data

Fig. 12. Code used to convert and analyze the data.

4.4 Data Normalization, Shuffling and Splitting

Data normalization helps to align the value ranges between attributes to avoid distortions
and ensure that no attribute dominates over others.Weused theMin-MaxScalingmethod,
which transforms the data into a value range from 0 to 1.

We performed data shuffling to increase the diversity of the training data, improve
the model’s performance, and minimize the impact of input data on the final result.
This helps prevent the formation of patterns that could adversely affect the model’s
performance.
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Splitting the data into a training set and a test set allows for obtaining reliable results
by working with unused data when measuring the model’s accuracy. These data differ
in the model training section and the accuracy evaluation section, which is crucial for
assessing the model’s effectiveness for newly introduced data (Figs. 13, 14, 15, 16 and
17).

Fig. 13. Code used to normalize data Fig. 14. Code used to shuffle data

Fig. 15. Code used to split data

4.5 Naive Bayes Algorithm

Fig. 16. Pseudocode of the Bayes classifier used (algorithm)
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Fig. 17. Code of the Bayes classifier class

5 Experiments

In order to choose the most optimal solution for the problem, we compared the results
with another classifier - we conducted experiments with the KNN classifier. Working
with this classifier required dividing the database into smaller parts. For 1/5 of the entire
dataset, we achieved a result in approximately 3 min. For 1/2 of the dataset, the result
appeared after about 15 min. However, we were unable to obtain the result for the entire
dataset due to excessively long waiting time (over 30 min of waiting).

The numerical results were satisfactory (accuracy around 88%), but the execution
time of the task was decidedly unsatisfactory, leading directly to the rejection of this
particular case.

6 Results

The results we obtained using the naive Bayes classifier are: 87.10%, 87.52%, 86.65%,
87.24%, 86.57%. The average standard deviation was: 0.402% and the standard error
was: 0.179.
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7 Conclusions

The conducted tests clearly indicate that when dealing with a large amount of data,
the better solution would be the naive Bayes classifier, which consistently achieved
satisfactory results even with different configurations and multiple shufflings. On the
other hand, the KNN classifier requires significant computational power and a very long
time to execute the assigned task.

We would also like to point out that it is possible to limit the size of the database
using hierarchical clustering (e.g., agglomerative clustering), which would significantly
reduce the database by grouping similar records and removing rows with very similar
values.

8 Summary

In our jobwe focused on predicting the possibility of diabetes in correlationwith cigarette
smoking using machine learning techniques. We utilized the Diabetes prediction dataset
and implemented the Naive Bayes classifier algorithm to conduct the study. Addition-
ally, we experimented with the k-NN classifier. We emphasized the importance of data
analysis and preparation to achieve satisfactory results. The article presents the stages of
data analysis, the algorithm of the classifier, and the implementation steps of the code.
We also highlighted the interpretation of graphs in the study.

The data analysis phase involved selecting the database, reducing the dataset by
removing irrelevant rows, and preparing the data for testing. We also plotted various
graphs to analyze the data, including the correlation of variables and the relationship
between smoking, age, and diabetes.

The implementation section covered the necessary packages, downloading and pre-
processing the dataset, data analysis, converting word values into numerical values,
and normalizing and shuffling the data. We split the data into training and test sets for
evaluating the model’s accuracy.

We also compared the performance of the Naive Bayes classifier with the k-NN clas-
sifier through experiments. Although the k-NN classifier yielded satisfactory numerical
results (accuracy around 88%), it required significant computational power and a long
execution time, making it unsuitable for large datasets.

The results obtained using the Naive Bayes classifier consistently achieved satisfac-
tory accuracy rates, ranging from 86.57% to 87.52% (with the average standard deviation
0.402% and the standard error 0.179).

In conclusion, the study showed that the Naive Bayes classifier is a better choice
when dealing with large datasets, as it consistently achieved satisfactory results with
different configurations and multiple shufflings. On the other hand, the k-NN classifier
was computationally intensive and time-consuming.We suggested the use of hierarchical
clustering to limit the size of the database, which could improve efficiency in similar
projects.
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Abstract. The rapid growth of IT systems that use artificial intelligence algo-
rithms necessitates increasingly accurate methods. To handle data uncertainty,
computer scientists can employ soft sets. One popular classification method in
machine learning that utilizes the idea of proximity between data points is the
k-NN algorithm. In this paper, we describe a modification to the k-NN algorithm
that makes use of soft sets to take into account uncertainty in the classification
process. This is achieved by introducing soft inference as a voting mechanism.
The authors present amathematicalmodelwith pseudocode for re-implementation
purposes and demonstrate and discuss experimental results from conducted tests
to show the effectiveness of the proposed approach.

Keywords: k-Nearest Neighbor (k-NN) · soft sets · voting algorithm

1 Introduction

The Internet of Things uses various algorithms to quickly analyze data and use it in
various problems such as classification [1] or forecasting [2]. Unfortunately, classic tools
quite often do not return very good results or require a lot of computing power and time.
For this reason, new algorithms are beingmodeled [3]. An example of new algorithms is,
above all, hybridization with other algorithms [4–6], which makes it possible to achieve
better values of evaluation metrics. However, quite often tools are also used that require
adaptation to specific data [7]. For this purpose, neural networks [8], heuristic approach
[9, 10] and fuzzy logic [11, 12] are mainly used. It is worth noting that the tools allow
you to automate activities in the Internet of Things [13], increase data security [14] or
speed up calculations [15].

Soft sets [16] and k-NN [17] algorithms are both widely used techniques in machine
learning and data analysis. In recent years, researchers have explored the use of soft sets
in the k-NN voting algorithm to improve the accuracy of classification models.

Keller et al. [18] in 1985 introduced a k-NN algorithm using fuzzy classifier to
assign membership of given object to a cluster. Lashari et al. [19] proposed using k-NN
algorithm with soft sets to classify medical data. Soft sets provide a flexible framework
for handling uncertainty and vagueness in data, making them particularly useful in
scenarios where the data is incomplete or noisy. This paper presents an investigation
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into the application of soft sets in the k-NN voting algorithm for classification tasks,
using modified Minkowski metric and selection of the best k.

The authors evaluate the effectiveness of this approach on several benchmark datasets
and compare the results with the traditional k-NN voting algorithm. In this article,
the authors explore the use of soft set voting in the k-NN algorithm, a popular and
widely used algorithm for classification inmachine learning.The authors demonstrate the
effectiveness of the approach on a heart disease dataset, highlighting its advantages over
the traditional k-NN algorithm. Results show that the proposed approach can improve the
accuracy and robustness of the k-NN algorithm, making it a promising tool for practical
applications in machine learning and data mining. The main contribution of this paper
are:

• adapting soft set inference to the voting problem,
• hybridization of k-NN with soft sets inference.

2 Mathematical Model

The algorithm presented in the article uses both the k-NN-nearest neighbor algorithm
and soft sets.

2.1 k-NN Algorithm

The basic principle of the conventional k-NN approach is to predict the label of a test
data point using the majority rule, i.e. by using the main class of k most similar training
data points in the space. To create accurate predictions, k-NN uses complex distance
measures (e.g. Minkowski metrics) and observable data similarities.

There are two problems associated with its use–the problem of choosing the right
number of neighbors to take into account, and the computational complexity, which is
(O(n2 log n)). It should also be noted that its accuracy depends on the number of objects
to be analyzed since a larger number of objects gives the chance to find more similar
objects.

Suppose D = {(xi, yi) : i = 1, ...,m} is the learning data set. For a given unknown
sample x, we order D in the form of a sequence, where d represents the calculated
distances:

∀j = 1,m − 1.d
(
x, xj

) ≤ d
(
x, xj+1

)
(1)

The first k elements of the sequence D(x) are defined by Nk(x), the k-element
neighborhood of x:

Nk(x) = {(
x1, y1

)
,
(
x2, y2

)
, ...,

(
xk, yk

)}
(2)

The algorithm used to determine the distance uses the Minkowski metric for
m = {1, 2, 3, 4} and returns the maximum of these four values. For any points
x = (x1, x2, ..., xn), y = (y1, y2, ..., yn) of space Rn, their Minkowski distance is given
by the formula:

Lm(x, y) =
(∑n

i=1

∣
∣xi − yi

∣
∣m

) 1
m

(3)
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where:
Lm-the distance in the Minkowski metric for a given m,
m-m is an integer, in this case, a number from 1 to 4 inclusive.
n-the number of dimensions that define two points
Finally, the class with the highest probability is chosen to receive the input x.

P(y = j|X = x) = 1

K

∑
I
(
y(i) = j

)
(4)

2.2 Soft Sets

Soft sets are used to deal with uncertain, fuzzy objects and those that cannot be clearly
defined. Soft set theory is similar to fuzzy set theory but is much simplified. For usage in
medical expert systems, soft sets have also been applied to the issue ofmedical diagnosis.

The soft set was described in the following way by Molodtsov. Let E be a set of
parameters and U be the initial universe set. Let the power set of U and A ⊂ E be
represented by P(U ). A pair (F,A) that has the mapping

F : A → P(U) (5)

is referred to as a soft set over U . As an example, the soft set describes the features of
the cups.

U = the set of cups we are considering
U = {c1, c2, c3, c4}
E = the set of parameters with which the cups can be described
E = e1, e2, e3, e4
A = {slim, large, painted , printed}
Suppose that:
F(e1) = {c1, c3}
F(e2) = {c2, c4}
F(e3) = {c2, c3}
F(e4) = {c3}
This can be presented in Table 1.

Table 1. A table of soft set.

U e1 e2 e3 e4

c1 1 0 0 0

c2 0 1 1 0

c3 1 0 1 1

c4 0 1 0 0

A set P is introduced, which consists of the selected parameters and is a subset of E:

P = {e1, e2, e3}
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For any P ⊂ E, (F,P) is a soft subset of (F,E) If by Q we denote the reduct of P, then
the soft set (F,Q) is a reduced soft set in (F,P). Then line up the values and find k for
which the sum is maximal.

Table 2. A table of soft set.

U e1 e2 e3 The values

c1 1 0 0 = 1

c2 0 1 1 = 2

c3 1 0 1 = 2

c4 0 1 0 = 1

It follows that, for that example under consideration, the best choice would be c2 or
c3 (see Table 2).

2.3 k-NN + Soft Set Algorithm

Let X be a set of observations and Y a set of class labels. Let d be a function of the
distance between two observations and k be the number of neighbors to be considered.

For each new observation x, compute its distance d(x, x′) from each observation x′
in the set X. The k observations that have the smallest distances are then selected.

Let V be the set of all possible values of class labels Y, and let S = {s1, s2, ..., sn}
be the soft set that represents the set of all k neighbors. Then sj denotes the degree to
which the label yj belongs to the set S, whereyj ∈ V . To assign a labelx, determine for
each label yj the set Sj = {

si : yi = yj
}
. Then compute the degree of membership of yj

to the set S as:

sj =
∑

si (6)

for each neighbor x′ ∈ X whose label is yj. The label to be assigned to x is the one with
the highest degree of membership to S.

3 Methodology

3.1 Using Soft Sets to Vote in k-NN Algorithm

The algorithm assigns class membership to a given vector, unlike the usual k-nn algo-
rithm, where a vector is assigned to a class. Every vector sample has a degree of associa-
tion, which makes it non-arbitrary. The proposed algorithm uses a modified Minkowski
metric, finding the maximum distance for m = 1, 2, . . . , 5 and returning it. Another
approaches to modifying the Minkowski metric were explored, such as using mean and
minimum distance. All potential algorithmmodifications were tested for different values
of k. The test results are presented in Fig. 1.
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Fig. 1. Tests of potential Minkowski metric modifications

Based on the results, the maximum distance approach was chosen. The algorithm
for this solution is presented below.
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The algorithm proposed in this paper uses the membership function ui shown in
Eq. (7) to calculate the degree of association vector x to a given class.

ui(x) =
∑k

j=1 uij

(
1

‖x−xj‖
2

m−1

)

∑k
j=1

(
1

‖x−xj‖
2

m−1

) (7)

where:
x–chosen sample vector
k–number of nearest neighbors to x
xj–jth vector from the labeled set
uij–membership in the ith class of the jth vector
In Eq. (7), m is an integer value and is chosen arbitrarily. In our results, m = 2.

4 Experiments

The used database consists of data of 303 records of medical data of patients that are
risked or not risked of having a heart attack created from 4 databases from the Hungarian
Institute of Cardiology. Budapest, University Hospital, Zurich, Switzerland, University
Hospital, Basel, Switzerland andV.A.Medical Center, LongBeach andCleveland Clinic
Foundation. Every record is defined by 14 parameters:

• Age,
• Patient’s sex (0 - female, 1 - male),
• Exercise-induced angina (0 - no, 1 - yes),
• Number of major vessels (0 - 3),
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• Chest pain type (1 - typical type 1, 2 - typical type angina, 3 - non-angina pain, 4 -
asymptomatic)

• Resting blood pressure (mmHg)
• Serum cholesterol (mg/dl)
• Fasting blood sugar > 120 mg/dl (0 - false, 1 - true)
• Resting ECG results (0 - normal, 1 - having abnormal ST-T wave, 2 - hypertrophy)
• Maximum heart rate achieved (bpm)
• ST depression induced by exercises relative to rest (previous peak)
• The slope of the peak exercise ST segment (1 - upsloping, 2 - flat, 3 - downsloping)
• Thal (3 - normal, 6 - fixed defect, 7–reversible effect)
• Result (0 - lower chance of heart attack, 1–higher chance of heart attack)

The data were preprocessed before using the proposed algorithm. 1 duplicate record
was removed from the training dataset. The dataset was divided into training and vali-
dation sets by choosing 211 records for the training set and 91 records for the validation
set. Data was normalized using the min-max normalization algorithm.

x′ = x − min(x)

max(x) − min(x)
(8)

where:
x′–normalized value
x–original value
The primary objective of this study was to achieve higher performance compared to

the classic k-NN algorithm, where “classic” refers to the use of the Euclidean metric for
distance calculation and voting to assign a new instance to the class that most of its k
nearest neighbors belong to. The comparison of the two approaches, in terms of average
accuracy, is presented in Fig. 2.

Fig. 2. Comparison of the accuracy (k)
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As our dataset pertains to the medical field, inaccurate predictions may result in
significant consequences, particularly with false negatives posing a considerable danger.
Figure 3 depicts the confusion matrix of a typical outcome, while the recall of our
algorithm was calculated based on this matrix, as illustrated in Fig. 4.

Recall = tp

tp + fn
(9)

where:
tp–true positive
fn–false negative
As depicted in Fig. 2, our algorithm exhibits a slightly higher accuracy than the

classic k-NN approach.

Fig. 3. Confusion matrix for the entire validation set

Fig. 4. Recall (k)

The efficiency gains that our algorithm has demonstrated are significant, as it is over
3 times faster than the classic k-NN approach (see Table 3).
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Table 3. Time comparison

Algorithm Time [s]

Our modification 3,37

k-NN 11,3

5 Conclusions

Our modified k-NN algorithm has been shown to improve not only the accuracy of
predictions but also their time complexity.Wehave attempted to optimize these indicators
by reducing the number of features, either by keeping the same record size or by reducing
them proportionally. However, these attempts did not yield any improvements in average
results. While the time complexity continued to decrease, the accuracy was significantly
impacted. Nonetheless, our algorithm without reduced feature dimensions was unable
to achieve an accuracy greater than 90%. On the other hand, the algorithm with reduced
feature dimensions achieved an accuracy greater than 90% on a few occasions. However,
this better performance in the maximum case was offset by a greater variance in results.

This paper focuses on a medical dataset, and therefore, the recall metric is more
important than accuracy. In future work, attention should be given to improve recall in
the algorithm. The dataset used in this study is a subset of the original database, which
consists of 76 attributes. To achieve the best possible recall, the next step is to manually
select features with an increasing number of instances.
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Abstract. In this paper an electronic correction of the symmetry of the states
is proposed that determines the angular position of the BLDC motor shaft. The
results illustrating the measurements of the asymmetry of the states of the Hall
effect sensors determining the position of the motor shaft following from the
adopted measuring system are presented. The improvement in efficacy by improv-
ing the symmetry of the power supply of the motor windings tested resulting from
eliminating the asymmetry of signals from the sensors is shown.

Keywords: BLDC motor · Hall sensor · Electronic commutator

1 Introduction

The development of materials engineering enables the usage of rare earth materials in
the production of strong magnets. These magnets can be applied in engineering industry
to construct modern motors [1, 2], where they play a role in machine excitation. Such
a solution allows us to eliminate the excitation winding that can be found in a classical
motor, however, it requires some changes in the machine design [3]. In a classic DC
motor, the excitation winding is located on the stator and a mechanical commutator is
used to power the motor, while in a motor where magnets are used for excitation, they
need to be placed on the rotor and an electronic commutator is required [4]. The task of
the electronic commutator is to adequately supply the armature winding located on the
motor stator. The armature winding must be powered synchronously with the angular
position of the rotor, due to the current course of the magnetic field lines generated by
the permanent magnets rotating with the rotor. Modern permanent magnet motors can
be divided into two main groups: permanent synchronous motor (PMSM) [5, 6], and
brushless DC motor (BLDC). In a BLDC motor, there is no excitation winding and
therefore there is no excitation current flow, which eliminates the energy losses needed
to excite the machine [7, 8]. The use of permanent magnets ensures the excitation of the
machine without generating additional losses in the rotor that prevent it from heating up
[9].
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In comparison of BLDCmotors with commonly available asynchronous motors, the
advantage of BLDC is evident. Although asynchronous motors are constantly developed
and those produced nowadays have much better parameters than their predecessors, in
many aspects BLDC motors turn out to be better. Currently, the energy saving and
reduction of the fossil fuels usage are very important factors, hence the efficiency of
the motor is a significant indicator of the utility for the modern drives. BLDC motor is
characterized by higher efficiency due to elimination of losses in the excitation winding.
Themagnetic flux is produced by a strongmagnet located on the rotor of themotor. These
issues are considered in [10–12]. The reduction of maximum rotor temperatures also has
a positive effect on the bearings of the machine, extending their durability. Compared
to asynchronous machines, the time between successive bearing replacements is about
twice as long. Itmakes this type of drivemore competitive, greener, andmore economical
[13]. Moreover, because of their smaller dimensions and lower weight, they seem very
attractive for use in modern drive systems. Nowadays, permanent magnet motors are
used in various drives, from household appliances with a power of hundreds of watts,
through drives of electric vehicles with a power of several dozen kW [14], to drives of
rail vehicles with a set of motors with a total power of several MW.

Knowledge of the rotor position is required to control the power transistors. It can
be determined indirectly or directly. As rotor position sensors, one can use encoders,
Hall effect sensors that utilize additional permanent magnets placed on the measuring
system, or Hall effect sensors placed in the grooves of the motor, detecting changes in
the magnetic field generated by the motor excitation magnets.

2 Technical Description

The subject of the research is the SMZT 80–6 permanent magnet motor with a rated
power of 1 kW and a rated speed of 1000 rpm. The motor is powered with a rated voltage
of 48 V. It is connected to a load machine driven by permanent magnets of similar rated
power through two couplings and a Dataflex 22/20 torque meter. The research stand is
presented in Fig. 1.

Powering a three-phase motor excited by permanent magnets requires sequential
switching of transistors through which the motor windings are powered from a DC volt-
age source. This sequence is strictly determined by the relative position of the magnetic
axis of the rotor to the axis of the stator winding bands. This is the reason why it is
necessary to know the angular position of the rotor during engine operation. There are
two methods to determine the rotor position: sensor and sensorless.

The first method uses sensors attached to the motor (e.g. hall sensors and absolute
or incremental encoders), while the second one is based on the signal coming from
the motor windings. The sensorless method does not require any additional equipment.
Although both methods lead to very similar results, in the case of start and return, a
better choice is the sensor method with absolute sensors that determine the position of
the rotor at zero speed. It is particularly important in the case of traction drives because
they should not step back and require a significant starting torque.
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Fig. 1. The research stand: The testedBLDCmotorwith hall sensorsmounted in the stator grooves
on the left, and the generator with permanent magnets used to load or drive the BLDC motor on
the right. Machines are connected via a Dataflex 22/20 torque meter.

2.1 The Power System

BLDC motor control does not require constant tracking of the rotor position. It is suffi-
cient for the rotor position angle measurement system to give a signal when the voltage
should be applied to a given winding band. For this purpose, encoders can be applied.
An encoder can give a precise measure of the angular position of the rotor; however, it
increases the cost of the drive, while it transmits a lot of unnecessary information, that
is not used for the purpose of controlling the BLDC motor. In this paper, encoders are
not the subject of interest.

To control the BLDC motor, a hall sensor can be used. In this paper, a method
of determining the position of the rotor that uses the Hall effect sensors is discussed.
Sensors that detect changes in the magnetic flux generated by the rotor are placed in the
grooves of the stator. Alternatively, Hall sensors could be mounted outside the engine.
In this setting, they need to cooperate with an additional magnetic transmitter, as shown
in [3, 4]. The applied angular position sensor of the motor shaft consisted of six hall
sensors placed in the grooves of the stator. The angular distance between successive
engine grooves is 10°, and, due to the geometry, this is the optimal location of the hall
sensors that enables the detection of 12 symmetric states defining a single control cycle.
For a six-pole motor, there are 36 states per shaft revolution (three complete control
sequences). Analysis of the signals of the Hall sensors that determine the position of the
rotor located in the grooves of the BLDC motor showed that the states determined by
these Hall sensors are not symetric.

Here we introduce the description of the test stand. The scheme is shown in Fig. 2.
The stand consists of two machines with permanent magnets with a torque gauge placed
at the connection of their shafts. An additional sensor was placed on the torque gauge to
be able to detect one full rotation of the shaft. The electrical parts present in the scheme
are: a source of DC voltage, a system of Hall effect sensors, and a power electronic
commutator. The power elements of the power electronic commutator are MOSFET
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transistors, and the system that performs logical functions is the ATtiny 2313 micro-
processor. Measurements exposed the asymetry of the duration of the individual power
states of the tested engine when operating at a constant rotational speed. The schematic
diagram of the measuring system is presented in Fig. 3.

Fig. 2. Scheme of the test stand that consist of the motor with 6 halotrons H1a, H1b, H2a, H2b,
H3a, H3b placed in the grooves of the motor stator, and hall sensor H7 placed above the magnetic
marker mounted above the motor shaft, B represents the torque meter, and C is the load machine
with permanent magnets, a three-phase rectifier system is marked with a diode symbol, next,
a DC/DC converter for setting the motor load is placed, a DC voltage source is marked with
a capacitor symbol, a DC/DC converter that is surrounded by a dashed line is used to regulate
the voltage fed to the electronic commutator, and an electronic commutator is marked with six
transistors and control system (electronic system).

Bipolar hall sensors type TLE4935–2 were used as sensors detecting the characteris-
tic points of the motor rotor position, for which the control sequence of power electronic
keys should be changed. These sensors placed in the stator grooves cooperate with the
motor rotor magnets (they detect the change of the N, S poles). The measurements
showed the asymmetry of individual control sequences. In order to improve the opera-
tion of the engine, it was decided to implement a software correction of the symmetry
of the control states of power electronic keys. This solution affected the efficiency of the
entire drive system.

Different durations of individual motor power states cause different current flow
times, which translates into different current values in individual motor windings. The
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resulting current asymmetry in the motor windings cause different losses in individual
windings, which leads to the different temperature increases of individual windings.

Fig. 3. Schematic diagram of the measurement system used to test the asymmetry of the BLDC
motor control states. H1a, H1b, H2a, H2b, H3a, H3b, and H7 are Hall effect sensors connected
directly to the pins of the ATtiny2313 measuring microcontroller clocked by a quartz generator
marked X1, connected to the RaspberryPi computer via RS232 to record data sent by the micro-
controller program. C1 and C2 are the filter capacitors, R1 and R2 are the resistors, and C3 and
C4 are capacitors in the quartz generator circuit. S1 is the switch that initialize recording.

A further consequence of this phenomenon is increased energy losses in the motor
and its power supply system, increased drive vibrations, and thus greater noise generated
by the drive system. To determine the difference in the duration of individual power
states caused by the asymmetry of signals obtained from Hall effect sensors placed in
the stator grooves, a measurement system was prepared. The recorder was built on the
basis of a microcontroller counter clocked by a quartz generator. Using an additional
sensor located on the coupling, after a measurement signal, the microcontroller detected
the first state of the hall sensor and started to count the pulses for each of the next 36
states per one full revolution of the motor shaft. When the pulses for all states per one
revolution are counted, the microcontroller sent the data through the RS232 port to the
master unit, that is, the Raspberry PI system. The results were then statistically analyzed.
Data were collected for two different states of the machine tested. In the first case, the
motor was driven by an external machine and results were registered for two different
rotation speeds. In the Table 1. The durations of individual states of the hall effect
sensors are presented for the engine rotation speed of 340 rmp. The results presented in
the Table 1. Show large disproportions of the duration of states of the Hall effect sensors.
Undoubtedly, it has a negative impact on engine efficiency.
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Table 1. Hall effect sensor states duration for three consequtive control sequences maing up a
full rotation of the motor shaft for the speed of 340 rpm.

Control state number Duration of the first
sequence [ms]

Duration of the second
sequence [ms]

Duration of the third
sequence [ms]

1 4.202 4.175 4.481

2 5.400 5.422 5.404

3 4.620 4.618 4.620

4 1.560 1.891 1.364

5 8.131 8.071 8.311

6 1.972 1.815 1.835

7 7.812 7.822 7.891

8 5.857 5.741 5.760

9 4.239 4.434 4.293

10 4.326 4.039 4.242

11 5.503 5.696 5.679

12 5.143 4.968 5.136

Similar experiments were carried out for the motor rotation speed of 560 rpm. A
summary of statistical results in both cases for two different directions of rotation (0
stands for clockwise and 1 for counterclockwise direction) is presented in the Table 2.
The statistical measures used are the following:

x = 1

n

n∑

k=1

xk ,

s =
√√√√1

n

n∑

k=1

((xk − x))2,

v = 100%
x

s
,

r = max

{ |x − xk |
x

, k = 1, . . . , n

}
.

The second experiment was to test the engine on neutral. In this case, three different
spin speeds were used, namely 340, 680, and 1000 rpm. The summary of results for the
symmetry of the Hall effect sensors are shown in the Table 3.

Presented results indicate that both in the case of an engine driven by the second
machine and for an engine on neutral gear, the Hall effect sensor of the engine shaft
position in this settings causes significant differences in the successive states durations
in the sequence of states determining the engine shaft position.
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Table 2. Summary of statistics for the motor driven by an independent machine for two speeds
and two rotation directions.

Motor speed 340 rpm 560 rpm

Direction 0 1 0 1

x- [ms] 4.902 4.892 2.953 2.938

s 1.902 1.457 1.101 0.712

v 38.80 29.78 37.28 24.23

r 72.17 68.93 71.38 67.76

Table 3. Summary of statistics for engine working on neutral gear for different rotation speeds
and directions.

Motorspeed 340 rpm 680 rpm 1000 rpm

Direction 0 1 0 1 0 1

x- [ms] 4.899 4.430 2.440 2.240 1.652 1.377

s 2.015 1.875 0.957 1.065 0.650 0.794

v 41.124 42.328 39.210 47.558 39.338 57.643

r 70.08 91.27 67.25 90.67 74.63 107.31

3 Hall Effect Sequence States Signals Correction

In previous section, based on the measurements, it was shown that the durations of
states of successive sequences read from the Hall effect sensors differ significantly. This
phenomenon has a negative impact on the efficiency of the motor controlled with these
signals. This research goal is to propose a correction method that is simple to perform,
while giving a significant improvement of the control states symmetry. This solution can
be implemented by the motor commutator microcontroller. Results showing the advance
in the efficiency with comparision to no correction are presented.

Figure 4 Presents the signal waveform of the Hall effect sensors, where ni i= 0, …,
12 denotes the switching times between changes in the state of the control sequence.
The proposed method is based on determining the midpoints of the duration of two
successive states. This is a very easy operation from the microcontroller point of view.
It only requires to compute a sum of two numbers and a bit shift (which correspond to
division by 2). In the figure, the points obtained this way are marked in red and denoted
si. At least the result is smoothed using the same operation again. The final points are
marked green on the figure and are denoted sic. These points are switching points of the
control sequence of the transistors on the bridge that powers the BLDC motor.

In order to show the improvement resulting from the use of the proposed correction,
the engine efficiency tests were carried out for the control with and without correction.
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Fig. 4. The waveform of the signal sequence of a set of Hall effect sensors placed in the grooves
of the motor, where the averaging of two successive states is marked in red, and their smoothing
in green.

Table 4. Summary of motor efficiency determined for control based on the signal from Hall
sensors without correction and with correction for three different spin speeds N = 1/3, 2/3. 1nN
and for three different loads M = 0.4, 0.8, 1MN.

Load No correction With correction

n = 1/3 nN n = 2/3 nN n = nN n = 1/3 nN n = 2/3 nN n = nN

M = 0.4MN 67.905 75.350 76.884 70.305 78.298 97.988

M = 0.8MN 50.420 55.948 57.087 52.821 58.082 59.666

M = 1MN 47.737 52.970 54.049 49.908 55.479 56.433

Measurements for differentmotor rotation speeds andmotor operation for different loads
are presented in the Table 4.

The results presented in the table clearly show that a simple correction of the hall
effect signal had a positive effect on improving the efficiency of the BLDC motor in all
operating states tested.

4 Conclusions

Simple algorithms that can be implemented in an eight-bit microprocessor of AVR type,
the BLDC motor operation can be improved. Such a microprocessor was used as an
element of the electronic commutator used to power the BLDC motor. The motor was
prepared in a way that enabled the location of the rotor position sensors in the grooves.
This solution allows the use of magnetic field emitted by the magnets on the rotor to
determine its position, andmore precisely to determine the position that requires a change
in the control of the electronic commutator keys. The research conducted showed that
such a solution causes the measurement inaccuracy, which resulted in asymmetric power
states of the motor windings. Power supply imbalances are the cause of vibrations and
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excessive energy losses that are different in individual windings. Different activation
times of the electronic commutator keys result in different values of effective current,
and hence different losses in the windings. Also, windings with higher current flows
(rms value) tend to heat up more compared to others. The electronic commutator using
signals from Hall effect sensors located in the grooves of the motor can be improved
with additional algorithm modifying the symmetry of the power electronic commutator
key control. This approach results in reducing the uneven heating of the windings by
equalizing the rms value of the currents of the individual windings. Another positive
effect is in balancing the losses in individual keys of the power electronic commutator.
In addition, ensuring symmetrical operation reduces the vibrations of the drive system,
hence the niose level is lower. Laboratory measurements of the efficiency of the entire
system (BLDC motor with a power electronic commutator) confirmed the effects. The
tables show the efficiency measurements of the entire system resulting from tests for two
different programs stored in the microprocessor memory. In the first variant, only the
signals from the sensors located in the slots of theBLDCmotor statorwere used to control
the power electronic commutator keys. The second, improved variant of the program also
used an algorithm to improve the symmetry of the BLDC motor winding power supply
states. In this solution, in addition to signals from hall sensors, the microprocessor used
measurements of the duration of states from the previous turnover stored in the memory.
For the safety of the entire system, the shift could be made by only one state to correct
the control state of the electronic commutator keys based on the readings from the hall
sensors. The program stored in the microprocessor allowed for a faster change of the
existing state in relation to the next state resulting from the reading of signals from the
sensors.

The second variant of the correction allowed us to extend the current state despite the
change in the signals received fromHall effect sensors placed in the grooves of the engine.
This solution improved the efficiency of the entire drive system. The measurements for
both control variants for different loads and spinning speeds are attached in tables.
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Abstract. Multi-Criteria Decision Making (MCDM) is a method that
allows to make a decision based on many different factors. Such solutions
are important from a practical point of view in situations where there
are many important criteria to examine. This work considers a situa-
tion in which many patients suffer from multiple symptoms, and focus
should be on those most in need. For this purpose, publicly available
databases related to COVID-19 symptoms were used. The proposition
is composed of processing different types of samples and a combination
of their numerical values. Then, it is used in selected entropy-weighted
MCDM methods for returning a patient’s ranking. The proposed solu-
tion shows that this approach has great potential due to the possibility
of practical use.

Keywords: MCDM · Weighted methods · Rankings · Medical data

1 Introduction

The amount of data we gather and process has been growing exponentially in
recent years. This creates a great challenge to find better and more reliable
methods of data analysis. Given numerous, ambiguous criteria assessment tasks
can be especially demanding, reaching beyond human capability to efficiently
make decisions. Over recent years, more and more attention has been brought
to MCDM (Multi-Criteria Decision-Making) methods and techniques, facilitat-
ing such tasks. From choosing the best and worst option, through highlighting
the most important criterion, to ranking all alternatives, MCDM methods have
proven to be highly effective and vaguely universal.

MCDM is often found along with federated learning (FL) solutions [9]. FL
is based on the aggregation of models in order to obtain a single, common one.
However, there is a dire need to filter the malicious agents in such a system. With
the development of FL, great attention is being paid to MCDM which helps with
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Fig. 1. Visualization of data processing in the proposed method

consensus mechanisms in FL. Another example is using the heuristic approach
to increase the efficiency of federated learning [10]. It is important to analyze
and compare different solutions that were shown in [2]. The authors analyze
different approaches to show the current state of research in this matter. Different
approaches can be applied in such applications. An example is fuzzy selection
[4]. A similar approach is often used in MCDM applications [1]. MCDM methods
are also applied in Internet of Things (IoT) solutions or along with optimization
algorithms such as heuristic algorithms. In such algorithms, an optimal solution
is found based on a specific objective function [3,15]. The research describes the
propositions of using selected heuristic algorithms in multi-criteria problems.
Again in [13], a similar idea was shown as an application in IoT.

Quite often, the knowledge used in such decision-making has to be located
somewhere. Quite often these are databases, clouds or even blockchains [11,12].
It is worth noting that MCDM methods are mainly used in the operation of the
blockchain [5]. Adding a new block involves data analysis as well as assessing the
credibility of the adder. The area of MCDM operation and its use is huge due to
the universality of the methodology. An important element of scientific research
is practical application, which can be seen primarily in the medical area [6,7].

Based on current research, in this paper, I propose a solution based on a
real-life scenario, where a medical emergency is considered and patients need to
be assessed and ranked based on their need for help, to provide those in the most
need with the limited resources. The main contribution of this paper are:

– enhancement of a variety of MCDM methods on ranking ambiguous data,
– a universal solution-outline which can be used for binary ranking problems.

2 Proposed Methodology

The proposed solution is based on the patient performing tests in a medical
facility. Data is most often saved as numerical values or an image (e.g. X-ray). For
this purpose, I propose to process the image by a convolutional neural network
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in order to obtain specific numerical data. Then all the data saved in one form
are merged and stored in the database. In the case of a sufficient amount of
data, an analysis of the weights of individual features is performed, which are
used in the selected decision-making method. The final result is the ranking of
patients depending on the features recorded in the numerical vector. An example
visualization is shown in Fig. 1.

2.1 Creating Multi-criteria Patient Database

To expand the available data and consolidate it into a comprehensive attribute-
based database, two or more different datasets can be merged, resulting in a
new collection of samples. In order to differentiate the data, medical images
showing the lungs, cough-spectrograms and database related to numerical data
showing various symptoms, all of healthy and sick patients were selected. For
the purposes of this study, I focused on two classes: healthy and ill.

2.2 Criteria Weighting Methods

Consider a decision matrix X, reflecting a set of n alternatives with m criteria. To
be able to rank the alternatives, two additional vectors of length m are required:

– OC objective vector, where each value oC ∈ {min,max}. Each Criterion must
be given an objective indicating whether it is beneficial to maximize or to
minimize its corresponding value. Each criterion must be manually assigned
an objective by an expert. However, this task is not particularly demanding,
as there are only two classes to choose from and the criteria are very often
transparent in terms of their goal.

– WC weight vector, where each value wC ∈ [0, 1]. Each criterion must be
assigned a weight value indicating its importance relative to other criteria in
the decision matrix. This can be done either manually with expertise or using
criteria weighting methods.

X =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

C1 C2 · · · Cj · · · Cm

A1 x11 x12 . . . x1j . . . x1m

A2 x21 x2 . . . x2j . . . x2m

...
...

...
. . .

...
. . .

...
Ai xi1 x2 . . . xij . . . xim

...
...

...
. . .

...
. . .

...
An xn1 xn . . . xnj . . . xnm

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1)

Entropy weighting method is one of the methods allowing for the weight-
assessment based solely on the values in the decision matrix. First, the decision
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matrix X must be standardized. This can be done by calculating standardized
values p for each criterion set. This can be presented as:

pij =
xij

n∑
k=1

xkj

(2)

Then, the entropy value for each criterion Cj is calculated:

Ej = −

n∑
i=1

pij · ln pij

lnn
(3)

Finally, each weight is obtained by the formula:

wCj
=

1 − Ej
m∑

k=1

(1 − Ek)

(4)

2.3 MCDM Methods

MCDM stands for Multi-Criteria Decision Making, which is a field of study
that deals with decision-making problems involving multiple conflicting criteria.
MCDM methods provide systematic approaches to help decision-makers evaluate
and rank different alternatives based on multiple criteria. In this paper, I used
MCDM methods to create a ranking of all patients.

A general equation for obtaining rank score R of an alternative A from a
decision matrix X (see Eq. 1) using MCDM method denoted as function f can
be presented as:

RA = f(XA,WC , OC)
XA = xa1, xa2, ..., xam, alternative’s values
WC = wC1 , wC2 , ..., wCm

, criteria weights
OC = oC1 , oC2 , ..., oCm

, criteria objectives

(5)

In the experiments, following methods were used:

1. COPARAS
2. MOORA
3. MultiMOORA
4. TOPSIS
5. VIKOR

These methods have been extensively described in [14].
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3 Experiments

3.1 Data

Three publicly available datasets were used to generate a database of many
different types of data. The first was a collection called the Covid-19 Symp-
tom patient dataset, which contains 2575 samples with five different symptoms:
Fever [94, 108]◦F , Body Pain {0, 1}, Age [1, 100], Runny Nose {0, 1}, Difficul-
ties with breathing {−1, 0, 1}. This data is accessible at Kaggle, under this link.
The second dataset was the Coughing Mel-Spectrogram Image dataset, which
is described under this link. The last dataset contains lung x-ray samples with
prepared masks and this dataset is available on Kaggle, under this link. Selected
samples from these databases are shown in Fig. 2.

Fig. 2. Example of image data used in the experiments, described in Sect. 3.1

3.2 Convolution Neural Network Models

The image data processing is based on convolutional neural networks that pro-
cess the image through three types of layers. The first one is convolutional, which
is designed to extract the features of the image, pooling, which reduces the size,
and dense, which is an interpretation of the classic layer composed of neurons. In
this paper, the incoming data can be represented as a lung x-ray (that is given
as an original image with a mask) or a cough audio sample that is presented as
a spectrogram.

For the x-ray data, the input is two 256× 256 gray-scale images: original
and mask which indicates the region of interest. For such input, the following
architecture has been proposed:

– Convolutional 2D layer (filters = 64, kernel size = 3, activation function =
ReLU)

– Max Pooling 2D layer (pool size = 3× 3)
– Convolutional 2D layer (filters = 64, kernel size = 3, activation function =

ReLU)

https://www.kaggle.com/datasets/takbiralam/covid19-symptoms-dataset
https://www.researchgate.net/publication/346476084_Virufy_Global_Applicability_of_Crowdsourced_and_Clinical_Datasets_for_AI_Detection_of_COVID-19_from_Cough
https://www.kaggle.com/datasets/tawsifurrahman/covid19-radiography-database
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– Max Pooling 2D layer (pool size = 3× 3)
– Convolutional 2D layer (filters = 128, kernel size = 3, activation function =

ReLU)
– Max Pooling 2D layer (pool size = 3× 3)
– Convolutional 2D layer (filters = 256, kernel size = 3, activation function =

ReLU)
– Max Pooling 2D layer (pool size = 3× 3)
– Flatten Layer
– Dense layer (64 neurons, activation function = ReLU)
– Dense layer (8 neurons, activation function = ReLU)
– Dense (1 neuron, activation function = softmax).

The returned value is in the range 〈0, 1〉 indicating the probability of being sick.
This model was trained by ADAM optimizer [8] with 5 epochs.
In the case of using mel-spectrograms, there are no masks, so the input of

the above model is based on one image of size 256 × 256× 4 (where 4 means
RGBA color model). In the case of the output layer, the activation function was
changed to a sigmoid one.

3.3 Creating Database of Artificial Patients

In order to validate the proposed method, selected databases were modified. The
database of symptoms has been extended with an additional attribute, which is
the probability table. This was done by assigning a sample from the database
to a sample from the table of probabilities (while maintaining the appropriate
class). Another database was modified by combining a random set of graphical
data with a random numerical sample. Of course, the amount of data in the
selected databases was different, so the database was reduced to only combined
samples. Finally, after assembling the databases, for each of the datasets (except
for the Symptoms database, where 48 samples of each class were chosen) only
1000 positive and 1000 negative samples have been randomly selected for further
assessment.

In each dataset, the objective of every single criterion was to maximize the
value. That is because the goal was to detect Covid-positive patients and greater
values of the criteria were beneficial for such purpose.

4 Results

The result of the experiment was a list of patients. The main objective of that
ranking was to distinguish Covid-positive patients from the negative ones and
order them by severity of Covid-related symptoms. Thus, the expected ranking
would have negative cases at the bottom, and positive ones at the top of the
ranking.
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TOP x Accuracy Graph

In order to better illustrate and measure the correctness of a ranking, I used TOP
x accuracy graphs. Each ranking vector R can be transformed by the function:

TOP (x) =

∑x
i=1

{
1 if Ri is a positive sample
0 if Ri is a negative sample

x
(6)

Consequently, the TOP(x) function graph representing ideal ranking R
should look exactly like Fig. 3. Further-described metrics used to assess the
models and are derived from this function graph.

Fig. 3. Ideal TOP(x) graph (for 2000 samples, 1000 healthy and 1000 ill)

4.1 Calculated Weights

Weights obtained by using entropy method (Sect. 2.2) are presented visually in
Fig. 4 as a collection of four radar graphs (for each dataset used in the experi-
ments).

4.2 Metrics

All of the obtained results can be listed as:

– Difference between the ideal and the obtained area under the first half of the
TOP(x) function.

– Mean Absolute Error (MAE) (for the TOP(x) function).
– Mean Squared Error (MSE) (for the TOP(x) function).
– TOP x% accuracy of the ranking.
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Table 1. Comparison table of the obtained results using mean weighting for different
MCDM methods and databases

Metrics Symptoms × Cough × X-ray Symptoms × Cough Symptoms × X-ray Symptoms only

COPRAS

AreaDiff 10.6 93.69 79.11 22.04

MAE 0.0102 0.0711 0.0595 0.3293

MSE 0.000318 0.0092 0.0078 0.1424

TOP1% 1.0000 1.0000 1.0000 1.0000

TOP5% 1.0000 0.9604 1.0000 0.5000

TOP10% 0.9950 0.9652 0.9900 0.5455

MOORA

AreaDiff 15.09 154.32 121.14 20.33

MAE 0.0140 0.1071 0.0862 0.3139

MSE 0.000624 0.0199 0.0138 0.1269

TOP1% 1.0 1.0 1.0 1.0

TOP5% 1.0 0.9505 1.0 0.6667

TOP10% 1.0 0.9552 0.9801 0.5455

MultiMOORA

AreaDiff 12.4 135.25 118.52 23.08

MAE 0.0127 0.0957 0.0834 0.3371

MSE 0.000552 0.0162 0.0131 0.1520

TOP1% 1.0 1.0 1.0 1.0

TOP5% 1.0 0.9901 0.9901 0.5

TOP10% 1.0 0.9701 0.9652 0.5455

TOPSIS

AreaDiff 9.15 90.09 77.35 23.89

MAE 0.0108 0.0719 0.0655 0.3559

MSE 0.000336 0.0098 0.0082 0.1658

TOP1% 1.0 1.0 1.0 1.0

TOP5% 1.0 0.9703 0.9802 0.5

TOP10% 1.0 0.9851 0.9900 0.4545

VIKOR

AreaDiff 85.48 203.99 199.45 23.39

MAE 0.0662 0.1531 0.1494 0.3516

MSE 0.009309 0.0365 0.0372 0.1617

TOP1% 1.0 1.0 1.0 0.5

TOP5% 1.0 0.9703 1.0 0.5

TOP10% 0.9950 0.9254 0.9652 0.5455
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Table 2. Comparison table of the obtained results using entropy weighting for different
MCDM methods and databases

Metrics Symptoms × Cough × X-ray Symptoms × Cough Symptoms × X-ray Symptoms only

COPRAS

AreaDiff 0.605 30.92 4.476 22.85

MAE 0.000837 0.0241 0.00804 0.3363

MSE 5.43e−06 0.000806 0.000261 0.1509

TOP1% 1.0 1.0 1.0 1.0

TOP5% 1.0 0.9307 1.0 0.5

TOP10% 1.0 0.9552 1.0 0.5455

MOORA

AreaDiff 0.716 25.45 5.824 24.40

MAE 0.000825 0.0246 0.00971 0.3518

MSE 7.59e−06 0.000799 0.000340 0.1694

TOP1% 1.0 1.0 1.0 1.0

TOP5% 1.0 0.9703 1.0 0.5

TOP10% 1.0 0.9652 1.0 0.4545

MultiMOORA

AreaDiff 0.834 27.63 6.328 24.02

MAE 0.000898 0.0257 0.01047 0.3598

MSE 7.39e−06 0.000916 0.000369 0.1696

TOP1% 1.0 1.0 1.0 1.0

TOP5% 1.0 0.960396 1.0 0.5

TOP10% 1.0 0.970149 1.0 0.5455

TOPSIS

AreaDiff 1.168 30.35 4.477 23.99

MAE 0.001425 0.0236 0.00925 0.3482

MSE 7.14e−06 0.000686 00.000293 0.1630

TOP1% 1.0 0.9524 1.0 1.0

TOP5% 1.0 0.9802 1.0 0.5

TOP10% 1.0 0.9602 1.0 0.4545

VIKOR

AreaDiff 0.816 21.72 3.409 23.48

MAE 0.000669 0.0188 0.00443 0.3490

MSE 5.05e−06 0.000441 0.000122 0.1630

TOP1% 1.0 1.0 1.0 1.0

TOP5% 1.0 0.9703 1.0 0.6667

TOP10% 1.0 0.9801 1.0 0.4545
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Fig. 4. Entropy weighting values comparison for different databases

Fig. 5. Comparison of VIKOR TOP(x) ranking graphs for each database with mean
weighting method applied.
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Fig. 6. Comparison of VIKOR TOP(x) ranking graphs for each database with entropy
weighting method applied.

5 Conclusion

The proposed model can be used to solve challenging problems in real life, such as
the one considered in the experiment. MCDM methods can serve as an accurate
and unbiased ranking agents. Furthermore, they can be greatly enhanced with
the use of entropy weighting, prior to the ranking process. Based on the results
of this paper, the use of entropy weighting in the VIKOR model was extremely
effective as it outperformed every other MCDM method when the weighting
method was used (Table 2). Furthermore, VIKOR can be viewed as the worst
model with standard weighting, as can be seen in Table 1. This, however, does
not mean that the other methods did not perform well, as they all were greatly
improved by entropy weighting. This conclusion was drawn by comparing both
of two fore-mentioned tables. As VIKOR method showed the best improvement,
the relevant graphs were shown in Figs. 5–6.

The proposal can be used in various types of systems where there is a lot
of information on which to make a decision, e.g. medical systems or federated
learning. In future work, I plan to focus on adapting new multi-criteria methods
in the federated learning process.
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