
Prakash Pareek
Nishu Gupta
M. J. C. S. Reis (Eds.)

Cognitive Computing 
and Cyber Physical 
Systems
4th EAI International Conference, IC4S 2023 
Bhimavaram, Andhra Pradesh, India, August 4–6, 2023 
Proceedings, Part II

537

Part 2



Lecture Notes of the Institute
for Computer Sciences, Social Informatics
and Telecommunications Engineering 537

Editorial Board Members
Ozgur Akan, Middle East Technical University, Ankara, Türkiye
Paolo Bellavista, University of Bologna, Bologna, Italy
Jiannong Cao, Hong Kong Polytechnic University, Hong Kong, China
Geoffrey Coulson, Lancaster University, Lancaster, UK
Falko Dressler, University of Erlangen, Erlangen, Germany
Domenico Ferrari, Università Cattolica Piacenza, Piacenza, Italy
Mario Gerla, UCLA, Los Angeles, USA
Hisashi Kobayashi, Princeton University, Princeton, USA
Sergio Palazzo, University of Catania, Catania, Italy
Sartaj Sahni, University of Florida, Gainesville, USA
Xuemin Shen , University of Waterloo, Waterloo, Canada
Mircea Stan, University of Virginia, Charlottesville, USA
Xiaohua Jia, City University of Hong Kong, Kowloon, Hong Kong
Albert Y. Zomaya, University of Sydney, Sydney, Australia

https://orcid.org/0000-0002-4140-287X


The LNICST series publishes ICST’s conferences, symposia and workshops.
LNICST reports state-of-the-art results in areas related to the scope of the Institute.
The type of material published includes

• Proceedings (published in time for the respective event)
• Other edited monographs (such as project reports or invited volumes)

LNICST topics span the following areas:

• General Computer Science
• E-Economy
• E-Medicine
• Knowledge Management
• Multimedia
• Operations, Management and Policy
• Social Informatics
• Systems



Prakash Pareek · Nishu Gupta · M. J. C. S. Reis
Editors

Cognitive Computing
and Cyber Physical
Systems
4th EAI International Conference, IC4S 2023
Bhimavaram, Andhra Pradesh, India, August 4–6, 2023
Proceedings, Part II



Editors
Prakash Pareek
Vishnu Institute of Technology
Bhimavaram, Andhra Pradesh, India

M. J. C. S. Reis
University of Trás-os-Montes e Alto Douro
Vila Real, Portugal

Nishu Gupta
Norwegian University of Science
and Technology
Gjøvik, Norway

ISSN 1867-8211 ISSN 1867-822X (electronic)
Lecture Notes of the Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering
ISBN 978-3-031-48890-0 ISBN 978-3-031-48891-7 (eBook)
https://doi.org/10.1007/978-3-031-48891-7

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

Paper in this product is recyclable.

https://orcid.org/0000-0001-8319-1583
https://orcid.org/0000-0002-8872-5721
https://orcid.org/0000-0002-1568-368X
https://doi.org/10.1007/978-3-031-48891-7


Preface

We are delighted to introduce the proceedings of the fourth edition of the European
Alliance for Innovation (EAI) International Conference on Cognitive Computing and
Cyber Physical Systems (EAI IC4S 2023), hosted by Vishnu Institute of Technology,
Bhimavaram, Andhra Pradesh, India during 4–6 August 2023 in hybrid mode. This con-
ference has together researchers, developers and practitioners around the world who are
leveraging and developing intelligent computing systems and cyber physical systems
so that communication becomes smarter, quicker, less expensive and accessible in bun-
dles. The theme of EAI IC4S 2023 was “Cognitive computing approaches with machine
learning techniques and advanced communications”.

The technical program of EAI IC4S 2023 consisted of 70 full papers, which were
presented in online mode, i.e. on a web platform, and also in offline mode. The above
papers were presented by the registered authors in fourteen technical sessions under
five different tracks. The conference tracks were: Track 1 – Machine Learning and
its Applications; Track 2 – Cyber Security and Signal Processing; Track 3 – Image
Processing; Track 4 – Smart Power Systems; and Track 5 – Smart City Eco-system
and Communications. Apart from the high-quality technical paper presentations, the
technical program also featured two keynote speeches and one plenary talk. The two
keynote speakers were NishuGupta from the Department of Electronic Systems, Faculty
of InformationTechnology andElectrical Engineering,NorwegianUniversity of Science
and Technology (NTNU) in Gjøvik, Norway and Manuel J. Cabral S. Reis from UTAD
University Engineering Department, Portugal. The plenary talk was presented by Anil
Gupta, Associate Director, C-DAC, Pune, India on the role of cyber physical systems in
assistive technology.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. Manuel
J. Cabral S. Reis successfully served as general chair for this edition and helped the
conference to proceed smoothly. It was also a great pleasure to work with such an
excellent organizing committee team for their hard work in organizing and supporting
the conference. In particular, the Organizing Committee chaired byNishuGupta, and the
Technical Program Committee, chaired by Prakash Pareek coordinated and completed
the peer-review process of technical papers and made a high-quality technical program.
We are also grateful to Conference Managers Sara Csicsayova and Kristina Havlickova
for their support and to all the authors who submitted their papers to the EAI IC4S 2023
conference.

We sincerely appreciate the management and administration of Vishnu Institute of
Technology, Bhimavaram (VITB), Andhra Pradesh, India and especially Chairman of
Sri Vishnu Educational Society (SVES), Shri K. V. Vishnu Raju, Vice Chairman of
SVES, Sri Ravichandran Rajagopal, Secretary of SVES, Shri K. Aditya Vissam and D.
Suryanarayana, Director and Principal of VITB, K. Srinivas, Vice Principal, VITB and
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N. Padmavathy, Dean R&D,VITB for giving their support to us as themain host Institute
of EAI IC4S 2023.

We strongly believe that EAI IC4S 2023 conference provided a good forum for
all researchers, developers and practitioners to discuss scientific and technological
aspects relevant to cognitive computing and cyber physical systems. We also expect
that future EAI IC4S conferences will be as successful and stimulating as indicated by
the contributions presented in this volume.

December 2023 Prakash Pareek
Nishu Gupta

M. J. C. S. Reis
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Distribution System with ANFIS Controller
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Abstract. Off-grid hybrid distribution systems are innovative and environmen-
tally friendly ways to address the energy needs of remote or isolated communi-
ties or facilities by combining a number of power generation and energy storage
sources. These systems are made to function independently from the primary
electrical grid, which makes them perfect for areas with little or no access to
centralized electrical infrastructure. In this work, designed an effective micro-
grid system with integration of distributed power sources such as wind turbine
and Photovoltaic system (PV). Moreover, adaptive neuro fuzzy inference system
(ANFIS) is developed in this study to track the maximum power from PV panels
under various uncertain conditions. Further, due to intermittent nature of the wind
speed and irradiance levels, battery system is designed in this work for stable and
reliable operation of microgrid system. Moreover, the battery performance and
ANFIS-based maximum power point tracking (MPPT) are investigated. As per
simulation findings, ANFIS based MPPT approach provides an effective outcome
in terms of settling time, efficiency and accuracy in suggested microgrid systems.

Keywords: Microgrid · ANFIS · PMSG · MPPT · Battery Bank

1 Introduction

Smart city is the state of art for the modern day living and perhaps it influences the
unbounded technology to roll over the culture and certainly enhances the functional out-
comes via vital information and communication. Internet of Things (IoT) on the other
hand, sustains the aforementioned concept of smart city and invites wider adoption in
the sectors like transportation, shadowing, disaster monitoring, natural calamities, elec-
trifications, public and private analytics etc. Due to a worldwide shortage of traditional
energy sources, the DG sources incorporation has expanded dramatically in recent years.
The usage of these resources is affected by a number of problems, such as their high
upfront cost and the inability to manage environmental conditions like variations in wind
and solar irradiation. Power should be shifted from one source to another using an intel-
ligent energy control system that monitors the demand, the environment and the energy
storage devices.
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Altering the parameters of a hybrid renewable energy system (HRES), which draws
power from many renewable resources, is best accomplished through the usage of a
Microgrid. Controller settings, power management techniques, and system dimensions
that maximize efficiency for HRES are the primary topic of a number of studies in
the literature [1, 2]. In [2], hybrid Microgrid architecture was built out of photovoltaic
(PV) and wind turbine (WT) generators. A mathematical steady-state model of the
interconnectedwind and solarMicrogrid systemwasdeveloped, and twodifferent control
mechanisms were implemented. This hybrid Microgrid model was simulated with the
MATLAB/SIMULINK software. The best method for controlling the load was used.
Many case studies including the relocation of sources and loads were carried out on the
test system. The findings demonstrate that the systemmay bemaintained in a steady-state
condition by applying the proposed control methods while the network is changed from
one operating condition to the next. In [3], the EMS is presented in the form of aMarkov
decision process (MDP). If you’re dealingwith an unpredictable situation, reinforcement
learning is the way to go how effective data-drivenmethod has also been enhanced by the
creation of a comprehensive reward function that reduces the investigation of infeasible
activities.

The findings demonstrate that the system may be maintained in a steady-state con-
dition by applying the proposed control methods while the network is changed from
one operating condition to the next. In [3], a Markov decision process model of the
EMS is presented. Additional publications in the literature [4–6] typically concentrate
on performance evaluation, converter design, and integrating renewable and conven-
tional resources. Another alternative presented by the authors of [7] is the Smart Hybrid
Energy System (SHES), which is a micro generation system meant to replace the exist-
ing diesel generator. To maximize the system’s effectiveness, care must be taken with
each component to guarantee a constant flow of power to the load. Mixed integer lin-
ear programming (MGEM) is used to operate a Microgrid, which is a type of hybrid
energy system (HES) that combines sustainable sources like wind and solar with con-
ventional power sources like photovoltaic cells, fuel cells, micro turbines, diesel, and
energy storage. The HES’s inability to effectively avoid pollution is exacerbated by its
use of inefficient and environmentally damaging energy sources like diesel. Intelligent
and smart controllers have an impact onHRES performance, although this impact ismin-
imally defined or explained in the study. The topic of this research can be broken down
further by the type of connected hybrid microgrid. Droop and power flow regulation
are the primary areas of attention for the AC/DC microgrid’s power management. For
AC/DC grids can apply droop control [8–10]. If the latter is chosen, the interconnection
between the two sub-grids is planned largely to deal with the case where a sub-grid fails
due to overstress, while keeping adjustments to individual sources to a minimum [9].
By developing a sophisticated controller for a targeted hybrid DG, this study intends to
close this gap. This work’s key contribution may be summed up as follows: the study
presented in this publication is the first to examine the feasibility of deploying a hybrid
wind and photovoltaic system in off-grid settings.
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This off-microgrid device uses a smart controller to programme in the desired char-
acteristics [11]. When the amount of PV power is greater than the amount of power need
to operate the load, the surplus required for alteration of batteries. Here energy produced
by the PV is less, the stored energy is supports the requirements. The smart controller
also prevents damage to the battery banks from rated, under/over-charging states. The
controller must react appropriately in all cases. Whenever the SOC < 81%, the wind
turbine will automatically switch down before the PV panels. Before the SOC exceeds
the controller-defined “safe margin,” in this case 75%, the DG has disconnected. Addi-
tional commands to off loads and inverter are sent out the SOC< 21%. After the battery
is charged to 75% of its capacity, the inverter’s power is cut. The hybrid energy system
is mathematically described in portion 2 of the present work. The development of the
proposed hybrid controller technique is discussed in portion 3. Portion 4 presents and
discusses the results. Portion 5 lays out the major takeaways and directions for future
research.

2 Suggested Microgrid System

The hybrid DG and the power electronic components that connect the both sides of
AC/DC are the three main components of the system under investigation. Multiple
controllers are required for high-powered electrical machinery. The Microgrid system
configuration and diagram are depicted in Fig. 1. In the next portion, we’ll go to the
specifics of how each component is laid out. Figure 2 represents the analogous circuit
of a PV cell.

Fig. 1. Setup for the testing environment
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From PV Curves

Ipv = Iph − Ise

(
q(Vpv+RsIpv )

nkT −1
)

− Vpv + RsIpv
Rsh

(1)

Fig. 2. Analogous circuit of a PV Cell

Where n represents the P-N junction’s ideality factor, T represents the temperature
in Kelvin. The combined PV system consists of a PV array with three 3 × 6 strings,
capable of producing 3.91 kW at full irradiation of 1001 W/m2. Figure 3 shows that the
PV panel’s open circuit voltage is very close to its maximum power output. This panel is
rated at 215 W under standard test conditions. The open circuit voltage is 36.6, and the
maximum power voltage is 29. Maximum point current is 7.35 A, while the short circuit
current is 7.84 A. You can learn more about this panel and its features by consulting [12,
13].

Fig. 3. Characteristics of a PV cell
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2.1 WES with PMSG

All wind power systems require wind turbines. They act as the driving force for the
electric generators that are mounted on their shafts.Wind turbines that rotate on different
axes. The operating speed also categorizes devices into twogroups: constant andvariable.
Figure 4 portrays the extracted mechanical power from the turbines. The Pwind is given
by

P = 0.5 paACpv
3 (2)

The aerodynamic power coefficient of a wind turbine is affected by the tip-speed
ratio and the blade pitch angle, both of which are indicators of performance. Depending
on the features of the turbine, a general equation for Cp is provided in (2) [14, 15].

Cρ(λ, β) = C1

(
C3

λi
− C3β − C4

)
e

−C5
λi + C6λ (3)

where C1 = 0.5176, C2 = 116, C3 = 0.4, C4 = 5, C5 = 21, and C6 = 0.0068, and

λ = ωR

Vw

1

λi
= 1

λ + 0.08β
− 0.035

β3 + 1

(4)

Turbine radius (R) is measured in meters; wind velocity (VW) is measured in m/s;
and angular velocity (ω) is measured in rad/s.

Fig. 4. Characteristics of wind turbine
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2.2 Permanent Magnet Synchronous Generators

Various pole numbers are used in the construction of PMSG in WECS. To conserve
energy, it operates at the same low speed as the wind turbine. Therefore, PMSG can be
linked directly to the wind turbines rotor shaft. Direct-drive operation is an example of
this sort of operation because it does not require the installation of a gearbox [16]. The
system offers a benefit over DFIG-based systems, which call for a gearbox, in terms of
both installation and maintenance costs due to the elimination of gears. The PMSG is
flexible in its ability to accommodate varying rotor speeds. The frequency and amplitude
of the voltage delivered to the PMSG’s stator terminals vary with the Vw. The power
converters being used are rated at full capacity, allowing for themost efficient conversion
of wind energy possible throughout a broad range of wind speeds in the absence of any
extra rotor control. Full-rated power converters not only help in conforming to a variety
of grid requirements, but also eliminate the need for extra hardware in fault ride-through
situations [17–19]. Figure 5 shows the basic wind energy systems.

Fig. 5. Standard wind energy conversion using PMSGs

2.3 Battery-Powered Bidirectional DC-DC Converter

The usage of lead-acid batteries is widespread in PV power systems. A bidirectional
DC-DC converter is used to charge and discharge these batteries. The authors of [15, 16]
explore bidirectional DC-DC converter architectures and combinations for use in PV
systems. The buck and boost processes in this investigation make use of a bidirectional
chopper. The bidirectional converter in its most frequent design, as reported in this
study, is depicted in Fig. 6. Switch S1 receives the gate signal, turning the bidirectional
converter into a buck converter. When the PV output is high, the battery system will
enter this mode to charge the batteries. When energy is low from the PV system or the
grid, the bidirectional converter can function as a boost converter by delivering a gate
signal to switch S2. This causes the battery to deplete and the load to be supplied with
power. Parameters for a bidirectional converter are developed using expressions.

CH = D

RH fs
(
�VH

VH

)

Lb,min ≥ D(1 − D)2RH

2fs

(5)
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Here RL& RH are the load resistances of bidirectional chopper, respectively. Boost side
capacitance is denoted by CH. The minimum value of the inductance is Lb, min, and
the switching frequency is FS. Microgrids have various features, which are detailed in
Table 1.

Buck Mode:

Lb,min ≥ (1 − D)RL

2fs
(6)

Fig. 6. Bidirectional buck–boost converter

Table 1. Sizing and specifications of the microgrid system.

Load Sizing DC Bus Voltage 700 Vdc

Load Power Required 2 kW

Battery Sizing Batteries capacity 102 Ah

Battery Voltage 96 Vdc

Batteries capacity 9.8 kWh

Batteries strings (parallel) 1

Batteries per string (series) 4

PV Array Sizing PV Module Soltech 1STH-215-P

Max Power Per Module 213 W

Max Current 7.35 A

Max Voltage 29 V

Parallel Strings 6

Series Modules per string 3

PMSG Rated Power 3 kW

Rated Speed 360 RPM
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Table 2. Comparision for praposed and conventional system Performance

ANFIS based IFO-PID IFO-PID

Wind Power (W) 9950 9800

PV Power (W) 3300 3000

SSCs Power (W) 13500 13000

Battery Stored Power (W) 2600 2500

Battery Supplied Power (W) 4700 4500

3 ANFIS Model

The rules can be created using a decomposition method thanks to the ANFIS structure.
ANFIS is a feed-forward networkwithmultiple layerwith adaptive and fixed nodes, each
of which has a defined role to carry out on the incoming signals. In order to capture the
system’s overall dynamics, the rules are first extracted from the neural network at the level
of each individual node. The predetermined input-output pairings are produced by fuzzy
if-then rules with suitable affiliation functions, and these membership functions take on
their final forms during training as a result of regression and optimization techniques.

Fig. 7. ANFIS model

A gauge of how effectively the system is simulating the given training data set for a
particular set of parameters is provided by the gradient vector (Fig. 7). After obtaining
the gradient vector, optimization techniques are used to modify the parameters in order
to lower a specified error criterion. When the training and checking errors are under a
certain threshold, the system converges. Since the blind control system in this situation
is thought of as a first order system, a first order Sugeno fuzzy model will be used to
describe it. Due to its transparency and effectiveness, we will use the first order Sugeno
fuzzy model for the dynamic application. Sugeno models of higher order complicate the
system without adding much value. So, a first order system is used to create the blind
control system.
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4 Simulation Outcomes

Microgrid system was developed and two different control mechanisms were imple-
mented. This hybrid Microgrid model was simulated with the MATLAB/SIMULINK
software and the respective results are shown in Figs. 8, 9, 10, 11, 12, 13, 14, 15, 16, 17,
18, 19, 20. The suggested system’s simulation results can be found in below references,
along with the parameters that were employed. DC-link fixed-value reference to 240 V.
The results of the energy management unit focus of the simulation test. Firstly, at an
initial state of charge (SOC) of 80%, the BSS connects of DC load of 8000 watts to the
DC-link through two load-side converters. The wind prole among 8 as well as 13 m/s
is seen in Fig. 8. Figure 14 depicts the range of wind power (in watts) produced, that is
4000 to 10000 (based on wind speed). At 25°C and a brightness of 600 W per square
meter, a PV array can provide 3000 W of power, as depicted in Fig. 10. The combined
photovoltaic and wind power generation Pdg is shown in Fig. 11. Current responses
place the range of Pdg produced power at among 7,000 as well as 13,000.
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Battery capacity and state of charge are displayed in Figs. 12 and 13. When SOC
is greater than 20%, the findings show that the battery feeds the microgrid with around
2300 W during the [0–1.4] s period, while the generated Pdg is greater than the load
power during the [1.4–2.3] s interval. That’s why the microgrid supplies around 4500
W to the battery during a charge. It is clear from comparing the DC-link voltage of the
SSCs and LSCs in Fig. 14 that both the PI and the proposed ANFIS based IFO-PID
maintain the DC-link at its reference value. While other PID controllers struggle with
steady-state errors and convergence, the suggested IFO-PID consistently outperforms
the competition.
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BSS power, seen in Fig. 12 If you look at Fig. 15, you can see that the proposed
energy management system always sends the same 8300 W to the loads. As can be
seen in Fig. 16, the suggested ANFIS based IFO-PID is able to maintain a constant
output voltage of 220 V. In this subsection, the benefits of the proposed ANFIS based
IFO-PID are highlighted by comparing them to those of prior works. Table 2 displays
the results of this comparison, ANFIS based IFO-PID and IFO-PID revealing that the
suggested method generates more power and shows good performance when compared
to the compared control schemes. The proposed control technique effectively handled the
hybrid energy, and the goals were met. Current work’s load voltage compares favorably
to prior approaches and demonstrates improved performance.
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The proposed energy management technique is put to the test in Figs. 17 and 18
by simulating a random fluctuation in wind speed and solar radiation. The wind power
output during variable wind conditions is depicted in Fig. 19. From what has been
stated, it seems that the wind system can be used for MPPT. Figure 20 shows how
the maximum power point tracking (MPPT) control ensures that the PV panel always
extracts the greatest possible power from the sun.
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The combined output of PV and wind is displayed in Fig. 20. As can be observed in
Fig. 11, the results show that the output power remains constant at among 5000 as well as
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13000 W. The BSS is completely functional in energizing and using mode, and Fig. 21
depicts the power output when subject to random fluctuations. The recommended energy
management control to transfer a uniform power to the load of around 8300 W. At last,
we have the DC-link voltage response and the load power is plotted out in Fig. 22–23.
The reported response demonstrates that the suggested method successfully controls
the DC voltage at the specified reference. Consequently, the suggested energy manage-
ment method assures continuous service and a steady supply of electricity, despite the
inevitable fluctuations that are inevitable in any system.
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Fig. 20. SSC’s Power
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Fig. 23. Load Power

5 Conclusion

A PV system and WECS are suggested for use in the design and control of an indepen-
dent micro-grid in this paper. The boost converter’s control and optimization of power
harvesting of PPVwas achieved usingMPPTwith FLC. Here 2 controllers are employed
to maintain a stable voltage from the PV to the battery storage system. The goal of con-
trollers is continuously connect to the load. When the solar panels produce more power
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than is needed, any excess is stored in batteries. The controllers are manages the battery
and PV power under dynamic conditions. The controller’s actions must be appropriate
in every scenario. The controller will not depend on SOC and operates as normal while
typical working conditions (21% SOC 81%). When the SOC drops to 81%, a precise
instruction is issued to turn off the wind turbine and solar panels. Connecting the wind
mill energy and PV modules energy is not possible until the SOC in this controller falls
below 75%. When the SOC > 21%, other hand it controls load and inverter. Once the
batteries are fully charged, power is restored to the inverter. The problemwas resolved by
the built independent Microgrid system and associated controllers, which brought elec-
tricity to previously unconnected locations. Input penetrations in grid-connected mode
of operation, as well as the functionality of the proposed system during fault conditions,
will be the focus of future research.
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Abstract. During the design of Application-Specific Integrated Circuits, a whole
adder logic circuit plays a significant role. The full adder is a fundamental part of
the majority of VLSI and DSP applications. Power consumption in full adders is
one of the key factors; hence it is necessary to build full adderswith low power con-
sumption. Full adders are developed in this work employing full swing AND, OR,
and XOR gates and compared with pass transistor logic (PTL) based AND, OR,
and XOR gates, and complementary metal oxide semiconductor logic (CMOS)
based AND gate, OR gate, and XOR gate. The Mentor Graphics Tool is used to
construct and simulate every planned circuit. After receiving simulation data, we
compared the power consumption, delay and PDP of several complete adder-based
logic designs. In the proposed full swing XOR, the power dissipation and delay
is decreased by 10.5% and 9.8% respectively and hence the full swing full adder
PDP is decreased by 0.6%. As compared to alternative full adder designs based
on logic, full swing by using gates like AND gate, by using the OR gate, and with
the help XOR gate, full adder design consumes less power and hence suitable for
low power applications.

Keywords: Full Adder · TGL · PTL ·Mentor Graphics Tool

1 Introduction

The concept of smart cities has gained tremendous momentum in recent years as urban
areas around theworld strive to harness the power of technology to enhance the quality of
life for their residents. Smart cities leverage various Internet of Things (IoT) applications
and interconnected systems to efficiently manage resources, improve infrastructure, and
deliver better services. One crucial aspect that underpins the success of smart city ini-
tiatives is the implementation of low-power solutions [1]. Low power plays a pivotal
role in enabling the sustainable growth and long-term viability of smart cities, ensuring
that these technological advancements are energy-efficient, environmentally friendly,
and economically feasible.
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Adders are widely utilized as circuit components in Very Large Scale Integration
(VLSI) systems, including microprocessors and Digital Signal Processing (DSP) pro-
cessors. It serves as the hub for several other processes, including address computation,
multiplication, and division. Adders are crucial to the overall system performance in
most digital systems [2]. As a result, improving adder’s performance is a key objective.
The study into low power microelectronics has increased due to the tremendous rise in
portable systems like laptops. The cause of this is because battery technology develops
more slowly than microelectronics technology [3]. The mobile systems have a finite
quantity of electricity at their disposal. Low power design has thus grown to be a sig-
nificant design restriction [4]. The most computationally intensive applications, such as
multimedia processing and DSP, may now be realized in hardware to increase speed of
operation. However, as the market for portable electronics grows, so do the researchers’
motivations to pursue smaller silicon areas, faster processing, longer battery lives, and
improved dependability [5].

The complete adder design is crucial to digital computing. The complete adder design
requirements are often several in natures. One of the properties, transistor count, affects
the system complexity of arithmetic circuits like multipliers and Arithmetic Logic Units
(ALU), among others [6]. The other two key factors in the design of complete adders
would be power consumption and speed [7, 8]. Yet, their interactions with one another
are paradoxical. To achieve the best design tradeoffs, energy usage per operations and
power delayed products have been defined. The right choice of logic types can improve
the performance of digital circuits. Various logical approaches frequently emphasize
achieving one facet of performance at the price of another. While executing the identical
function, the logic styles differ in how they calculate intermediary nodes and transistor
counts [9].

Numerous comprehensive adders are designed so far, including those that use static
CMOS, with the help of dynamic circuits, and having the large number of transmission
gates, with the help of GDI logic, and having the pass transistor logic (PTL) [10, 11].
For the purpose of producing sum and carry outputs, the well-established static CMOS
which are adders alongwith help of complementary pull up PMOSand having the pulling
down NMOS networks that need 28 no. of transistors. PTL is a substitute for CMOS
that offers implementations of the majority of functionalities with fewer transistors. This
may lower total capacitances, increasing speed and reducing power dissipation in the
process. The output voltage, however, varies in the PTL-based design because of a certain
threshold voltage reduction occurs throughout the circuit input and the circuit output.
The Complementary Pass Logic (CPL) and along with the differential restoring circuit
that is Swing Restored PTL is a adaptations can be used to remedy this issue (SRPL).
However, these logics lead to higher shorts of current, a greater transistors count, and
more intricate wiring connections since they require complementary input signals [12].

Another strategy to reduce complexity in logic construction is to use transmission
gates. Reference [13] discusses the entire adder implementation that makes use of a
transmission gate. It takes 20 transistors; a transmission function adder, which only needs
16, is another option for additional transistor count reduction. Reference [14] discusses
this option. As an alternative to CMOS logic, GDI logic is offered. A logic function may
be implemented using this low-power design method with fewer transistors. A threshold
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value Vt separates the output the result that comesmaximum orminimum in the voltages
from the VDD that is the voltage which results the circuit to work or ground in GDI gates,
resulting in a smaller voltage swing at the outputs [15, 16]. It is advantageous for power
usage when the voltage swing is reduced. Nevertheless, if cascaded operation is used,
this could result in sluggish switching. The reduced output may possibly result in circuit
malfunction while operating at low VDD [17].

In order to attain full swing functioning, additional consideration must be required.
This work implements an effective technique for digital circuits, comprised of full swing
by using gates like AND gate, by using the OR gate, and with the help XOR gate, and
using the transistors like pass transistor logic, and by using the CMOS logic.

2 Ultra-Low Power Design Requirement

As smart cities evolve and integrate a multitude of IoT devices and systems, the demand
for energy increases exponentially. These devices, such as sensors, actuators, and com-
munication modules, form the backbone of a smart city infrastructure. They collect and
exchange vast amounts of data, enabling city authorities to monitor various aspects of
urban life, including traffic flow, waste management, energy consumption, and public
safety. However, this increased reliance on technology and connectivity poses significant
challenges, particularly in terms of power consumption.

1. Energy Efficiency: Smart cities need to optimize energy consumption to ensure sus-
tainable development. By implementing low-power devices and systems, cities can
minimize their overall energy footprint. Low-power solutions can significantly extend
battery life, reducing the frequency of battery replacements or recharging [18]. This,
in turn, reduces the operational costs associated with maintaining and powering the
vast network of IoT devices deployed throughout the city.

2. Scalability and Expansion: A crucial characteristic of smart cities is their ability to
scale and accommodate future growth. Low-power solutions enable the deployment of
a larger number of devices without overburdening the existing power infrastructure
[19]. By adopting energy-efficient technologies, smart cities can expand their IoT
networks without straining resources or compromising system performance.

3. Environmental Sustainability: The environmental impact of urbanization is a growing
concern worldwide. By incorporating low-power devices and systems, smart cities
can contribute to reducing greenhouse gas emissions and minimizing their ecologi-
cal footprint. Energy-efficient IoT solutions decrease the demand for non-renewable
energy sources, leading to a more sustainable and eco-friendly urban environment
[20].

4. Reliability and Resilience: In smart cities, maintaining the reliability and resilience
of IoT systems is crucial for uninterrupted service delivery. Low-power devices can
operate for extended periodswithout needing frequentmaintenance, ensuring the con-
tinuous functioning of critical applications. Additionally, energy-efficient technolo-
gies are less susceptible to power outages, allowing smart cities to remain operational
even during unforeseen events or emergencies [21, 22].
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In the pursuit of building efficient and sustainable smart cities, low-power solutions
have emerged as a vital enabler. By embracing energy-efficient technologies, smart cities
can minimize their energy consumption, optimize resource allocation, and reduce their
environmental impact [23]. Low-power devices and systems pave the way for scalable
and resilient IoT networks, ensuring the long-term viability and success of smart city
initiatives. As cities continue to evolve and adapt to the ever-changing technological
landscape, prioritizing low power will remain essential in creating truly intelligent,
energy-conscious, and livable urban environments [24].

3 Traditional Approach

3.1 XOR Gate using CMOS Logic

A two-input XOR gate is a fundamental digital logic gate that outputs true (1) when the
number of true inputs is odd. The operation of a two-input XOR gate using CMOS logic
involves the use of both NMOS and PMOS transistors. Dynamic power consumption
occurs during switching when the output transitions between logic 0 and logic 1. During
this period, both NMOS and PMOS transistors momentarily conduct, causing a short
power surge. This causes a brief surge in power consumption, which can be significant
in high-frequency operation or large-scale designs. The XOR gate’s delay is primarily
influenced by the cascaded structure of the inverters within the circuit. This can become
a limitation in high-performance applications where ultra-fast operation is essential.

The power-delay product (PDP) represents the trade-off between power consump-
tion and circuit speed. In high-performance systems, optimizing the PDP is crucial, and
CMOS XOR gates may not be the most efficient choice. CMOS XOR gates require a
relatively higher number of transistors compared to simpler gates like NAND and NOR
gates. Each XOR gate needs 14 transistors, which can lead to increased chip complex-
ity and area consumption [25]. In large-scale designs, the higher transistor count can
contribute to increased manufacturing costs and may limit the overall chip integration.
Due to the complex structure and cascaded nature of the XOR gate, its ability to drive
multiple loads can be limited.

The CMOS XOR gates have proven to be versatile and widely used in many digital
applications, they do have certain disadvantages, particularly concerning power con-
sumption during switching, delay compared to simpler gates, and the number of tran-
sistors required. In some cases, a different gate implementation might be more suitable
for achieving the desired balance between power efficiency, speed, and transistor count.
The CMOS XOR gate circuit diagram is as shown in Fig. 1.

3.2 XOR Gate Using PTL

PTL XOR gates typically require fewer transistors compared to CMOS XOR gates,
which can lead to a smaller silicon area and lower manufacturing costs. Due to the
reduced transistor count, PTL XOR gates generally consume less power than CMOS
XOR gates, making themmore energy-efficient. PTL XOR gates have simpler transistor
paths, leading to shorter signal propagation delays and faster switching times compared
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Fig. 1. Circuit schematic of XOR using CMOS logic

to CMOSXOR gates [26]. PTL gates can performwell at lower supply voltages, making
them suitable for low-power and energy-constrained applications.

PTL XOR gates suffer from some signal degradation issues due to the presence of
parasitic capacitance and resistance in the pass transistors, which can affect the circuit’s
overall performance.Thenoisemargin (the tolerance for signal fluctuations) ofPTLXOR
gates is generally lower than that of CMOS XOR gates, making them more susceptible
to noise and manufacturing variations. PTL XOR gates have a limited ability to drive
multiple loads (fan-out), which can restrict their use in complex circuits with high fan-out
requirements. The circuit schematic of XOR using PTL is represented in Fig. 2.

3.3 XOR Gate Using Full Swing Logic

The power consumption of the FA cell can be decreased by designing the XOR gate
efficiently, as it is a major consumer of power. Additionally, there are various circuit
proposals available for implementing an efficient XOR gate in digital circuits design.
The full swing based XOR gate is shown in Fig. 3.

In Fig. 3, due to two NOT gates on the critical route, the double pass transistor XOR
gate circuit, which comprises eight transistors, consumes a lot of power. The power
dissipated in short-circuits and overall increases with the size of these transistors since
doing so results in an intermediate node with a high capacitance. There is a minor
increase in critical route latency under ideal PDP circumstances as well [27].
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Fig. 2. Circuit schematic of XOR using PTL

Fig. 3. Circuit schematic of XOR using FSL
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Figure 4 shows The PTL logic-based XOR gate circuit, which consists of six tran-
sistors, has a better latency and power consumption than an alternative circuit. However,
it employs NOT gates on the critical route, which might be problematic. Because an
NMOS transistor was used in the XOR circuit, has less latency Because PMOS transis-
tors are slower than NMOS transistors, not gates should be larger in order to maximize
XOR speed [28].

Fig. 4. Circuit schematic of XOR using full swing PTL

4 Proposed Methodology

The non-full-swing XOR circuit of Fig. 5 [29] is efficient in terms of the power and
delay. Furthermore, this structure has an output voltage drop problem for only one input
logical value.

To solve this problem and give the XOR gates an ideal shape; we propose the circuit
shown in Fig. 6. This arrangement creates a perfect swing for all possible input com-
binations. In the critical route of the circuit, the proposed XOR gate does not contain
a NOT gate. Compared to all other circuits, the delay is shorter and the drive strength
this better. The proposed XOR gate has one more transistor than the structure shown in
Fig. 4, but it operates faster and consumes less power.

The input capacitances in A and B of the XOR circuit depicted in Fig. 6 are not
balanced because one of them has to be connected to the input of the NOT gate and
the other to the diffuser of the NMOS transistor. As a result, input A, which is likewise
linked to the NOT gate, has to be connected to a transistor with a lower input capacitance.
Full-swing output, less wiring, good drivable capacitance and simple circuit structure of
the proposed XOR circuits are their advantages.
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Fig. 5. Circuit schematic of non-full swing XOR

Fig. 6. Circuit schematic of proposed XOR using FSL
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5 Design, Implementation and Simulation Results

The PTL XOR gate is designed using pass transistors as the main building blocks. It
consists of transmission gates or pass gates that pass or block signals based on the
control signals. The CMOS XOR gate is designed using Complementary Metal-Oxide-
Semiconductor (CMOS) technology. It employs a combination of NMOS and PMOS
transistors to create the XOR function. Full Swing Logic is a design style that enhances
noise immunity and signal integrity. The XOR gate designed using Full Swing Logic
combines the benefits of both PTL and CMOS techniques to achieve high performance.

Mentor Graphics provides a suite of electronic design automation tools. The design
of the XOR gates (PTL, CMOS, and Full Swing Logic) is implemented using the appro-
priate tool from theMentor Graphics suite. This involves drawing the circuit schematics,
setting up the transistor models, specifying the technology parameters, and defining the
logic function of the XOR gate.

After implementation, the XOR gates are simulated using the Mentor Graphics tool
to verify their functionality and performance. The outputs waveform of every circuitry
may be seen when all the circuitry have been constructed and modeled to use the mentor
graphical tool.

5.1 Implementation of XOR Gate Using CMOS Logic

For CMOS XOR gate, the simulation will demonstrate its higher noise immunity, better
signal integrity, and high fan-out capability. But it might exhibit increased power con-
sumption and longer switching delays. Figures 7 and 8 depict the simulated design and
waveforms of an XOR gate employing CMOS respectively.

Fig. 7. Schematic for simulating XOR with CMOS
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Fig. 8. Waveforms for simulating XOR gate with CMOS

5.2 Implementation of XOR Gate Using PTL

For Pass Transistor Logic (PTL) XOR gate, the simulation will validate its reduced
transistor count, low power consumption, and faster switching speed. However, it may
show limitations in noise margin and signal degradation. Figures 9 and 10 depict the
simulated design andwaveforms of anXORgate employing pass transistors respectively.

Fig. 9. Schematic for stimulating XOR gate with PTL
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Fig. 10. Waveforms for stimulating XOR gate with PTL

5.3 Implementation of Proposed XOR Gate Using FSL

For full swing logic XOR gate, the simulation results will aim to show the advan-
tages of combining PTL and CMOS techniques, such as improved noise immunity,
signal integrity, and moderate power consumption. Figures 11 and 12 demonstrate the
simulation design and waveforms for a XOR gate utilizing a full-swing XOR gate.

Fig. 11. Schematic for simulating proposed XOR with Full swing
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Fig. 12. Waveforms for simulating proposed XOR gate with Fullswing

The simulation results will include waveforms depicting the input and output behav-
ior of each XOR gate, and they will be analyzed to evaluate the design’s performance
and adherence to specifications. Any design improvements or optimizations can bemade
based on these simulation results before proceeding to the physical fabrication process.

5.4 Implementation of Full Adder Using Proposed XOR Gate

The CMOS Full Adder is designed using CMOS technology, utilizing a combination
of NMOS and PMOS transistors to perform addition. The PTL full adder is designed
using pass transistors, and it performs addition using XOR gates and other logic gates
implemented using pass transistors. The Proposed Full SwingXORgate is a novel design
that aims to combine the benefits of Pass Transistor Logic (PTL), CMOS Logic, and
Full Swing Logic to achieve improved performance, including high noise immunity, low
power consumption, and faster switching times.

The full adders (PTL full adder, CMOS full adder, and proposed full swingXORgate
full adder) are implemented using the Mentor Graphics tool suite. The tool is utilized to
draw the circuit schematics, set up the transistor models, define the logic functions, and
specify the technology parameters for each Full Adder design. Figure 13 depicts the full
adder simulator design.

Each full adder design is simulated using the Mentor Graphics tool to evaluate
its functionality and performance. The proposed full swing XOR gate used within the
full adder is compared to the other three designs (PTL, CMOS, and full swing logic) in
terms of noise immunity, power consumption, switching speed, signal integrity, and other
relevant parameters. Simulation waveforms show the input-output behavior of each Full
Adder, allowing for a detailed analysis of their respective performance. Figures 14, 15,
and 16 illustrate, respectively, the simulated waveforms for full adders utilizing CMOS
logic, pass transistor logic and proposed full swing circuitry.
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Fig. 13. Schematic of full adder using proposed full swing XOR gate

Fig. 14. Waveforms for simulating full adder with CMOS logic
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Fig. 15. Waveforms for simulating full adder with PTL.

Fig. 16. Waveforms for simulating full adder using proposed full swing XOR gate

6 Performance Evaluation

The Proposed Full Swing XOR gate combines various logic techniques to achieve better
noise immunity, making it more robust against signal disturbances and manufacturing
variations. The proposed Full Swing XOR gate strikes a balance between the low-power
advantages of PTL XOR gates and the power efficiency of CMOS XOR gates, offering
moderate power consumption. While Full Swing XOR gates may not be as fast as PTL
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gates, they generally provide faster switching times compared to CMOS XOR gates. In
regards to power consumption,delay and PDP, the following Table 1 compares several
XOR gate designs.

Table 1. Performance evaluation of XOR gates in various logics

XOR
Designs

No. of Transistors Power Dissipation (µW) Delay (pS) PDP
(aJ)

Ref [24] 14 2.48 26.1 64.7

Ref [11] 6 2.14 23.6 50.5

Ref [27] 4 2.46 21.5 52.9

Ref [12] 8 2.50 25.8 64.5

Ref [30] 8 2.48 24.3 60.2

Proposed 7 2.22 21.9 48.6

The simulation results are compared to identify the strengths and weaknesses of each
Full Adder design. The Proposed Full Swing XOR gate’s impact on the overall perfor-
mance of the Full Adder is evaluated, and it is compared against the traditional PTL,
CMOS, and Full Swing Logic implementations. The comparison aims to demonstrate
how the proposed Full Swing XOR gate enhances the Full Adder’s performance, poten-
tially providing advantages in various aspects over the other logic designs. Comparing
several full adder designs in regards to power dispersion, delay and PDP is shown in
Table 2 below.

Table 2. Performance evaluation of Full adder using XOR gates in various logics

XOR
Designs

Power Dissipation (µW) Delay (pS) PDP
(aJ)

CMOS [7] 3.61 212 765.3

DPL [16] 4.89 98.8 483.1

CMOS [11] 3.98 119.2 474.4

CPL [8] 6.88 63.7 438.3

HFA [12] 3.71 116.8 433.3

Proposed 3.92 109.9 430.8

Based on the simulation results and comparison, designers can make informed deci-
sions about which Full Adder implementation is most suitable for their specific applica-
tion. Any design improvements or optimizations can also be made based on the findings
before moving on to the physical fabrication process.
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7 Conclusion

In this work, the use of a full swing logic-based full adder that incorporates the pro-
posed full swing XOR gate offers significant advantages for low-power applications.
This design aims to strike a balance between power efficiency, speed, and performance,
making it well-suited for energy-constrained systems. The proposed full swing XOR
gate demonstrates notable improvements in power consumption compared to conven-
tional adders. It showcases competitive switching speeds in comparison to PTL and
CMOS-based full adders. Its design principles emphasize fast signal propagation and
reduced signal degradation, contributing to improved delay performance. It also excels
in achieving a favorable Power-Delay Product. It balances power consumption and delay
characteristics, offering an optimal compromise between energy efficiency and speed for
low-power applications. These adders can be used for efficient and high-performance
arithmetic circuits suitable for battery-powered devices, IoT applications, and other
low-power electronic systems.
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Abstract. In the modern era of renewable energy generation and distribution,
injecting solar power into the utility grid has gained universal recognition, also
solar energy plays a crucial role for smart cities development. Grid-connected
asymmetrical multilevel inverters have undergone significant development for
integrating solar into the utility grid. This article aims to implement a 15-level
asymmetrical inverter in a single-phase grid-integrated PV system and analy-
ses the proposed system working with a 15-level inverter. This inverter topology
has fewer switching devices, design with three DC sources and can generate fif-
teen output voltage levels; in this proposed system, these three DC sources are
designed by three PVmodules and three conventional boost converters. P&O (Per-
turb and Observe) Algorithm was implemented on each boost converter to extract
the maximum power from three PVmodules. The proposed system is simulated in
MATLAB 2023a with toolboxes. The simulation results showwhether the inverter
can export the power to the grid under various solar irradiance conditions. The
solar-based proposed system is well suited for groups of houses in smart cities.

Keywords: Photovoltaic (PV) · Multilevel inverter (MI) · MPPT · Smart cities

1 Introduction

Day by day, smart cities grow, and their power demand also increases day by day.
As cities try to become “smart,” clean energy sources like solar and wind can be a
big part of helping them reach their goals and demand [1]. Solar photovoltaic (PV)
systems are growing in popularity as distributed generators around the world due to
their low environmental impact. PV panels have become much more affordable, but the
DC power they typically produce is unstable. Therefore, DC-DC or DC-AC conversions
are necessary before the PV power can be fed to the output load or connected to the grid
power [2, 3].
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Solar energy can be integrated with the load or grid in one of twoways: a single-stage
[4] or two-stage process [5, 6]. In [7], a two-stage, single-phase PV system is presented
that can function independently of batteries. In order to regulate a two-stage power
system, a proportional-integral (PI) design was presented in the article [8]. Inverters
play a crucial role in transforming the DC output of solar panels into the AC current
used by the grid [9]. In-depth research has been done on the asymmetrical inverters for
PV systems in the literature [10, 11].

This article aims to implement a 15-level asymmetrical inverter in a single-phase grid-
integrated PV system and observe the performance of the proposed systemwhen 15-level
inverters are used in the single-phase grid-integrated PV system. This 15-level inverter
was proposed [12] by Marif Daula Siddique. A grid-connected PV system (GCPVS)
with a two-power stage, single phase, and no transformer is depicted in circuit diagram
form in Fig. 1.

The proposed system, including the boost converter design and PV system design,
is presented in Sect. 2. Section 3 of the paper explains a maximum power point tracking
(MPPT) and inverter control. Simulation results for the proposed multilevel inverter are
presented in Sect. 4. Section 5 provides a conclusion.

2 Proposed System

2.1 Main Circuit
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Fig. 1. Proposed System

Figure 1 depicts a schematic diagram of a two-stage conversion system. The circuit
mainly consists of three DC-DC converters, 15 level inverter and a solar PV system.
They are made to last long and withstand the harshest environmental conditions. In this
system, three PV modules are connected to 15 level inverter as DC voltage sources via
three boost converters and an inverter connected to the grid through filters.
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2.2 15-level Inverter

The 15-level inverter switching states are shown in Table 1 (Table 2).

Table 1. Switches ON states

S.NO ON state Switches Vout

1 S2 S3 S7 S6 350V

2 S1 S3 S6 S7 300V

3 S1 S3 S6 S8 250V

4 S2 S6 S7 S9 200V

5 S1 S6 S7 S9 150V

6 S1 S6 S8 S9 100V

7 S2 S4 S6 S7 50V

8 S1 S3 S5 S7 0V

9 S1 S3 S5 S8 –50V

10 S2 S5 S7 S9 –100V

11 S2 S5 S8 S9 –150V

12 S1 S5 S8 S9 –200V

13 S2 S4 S5 S7 –250V

14 S2 S4 S5 S8 –300V

15 S1 S4 S5 S8 –350V

Table 2. PV Module parameters.

S.NO PV Module’s parameters Values

1 current (short-circuit) 7.84A

2 voltage (open-circuit) 41 V

3 PV Current (at maximum point) 7.35 A

4 PV Voltage (at maximum point) 33 V

5 Power (at maximum point) 242.5 W

6 current (short-circuit) 7.84 A
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2.3 The PV Array

The inverter in this system needs three DC power sources, and they all have different
voltage ratings. Three Solar PV modules and three DC-DC boost converters were used
to make these three DC power sources. As a DC source, each DC-DC boost converter is
linked to a single 250WPVmodule. Solar PVmodule design is carried out by simulating
the environment’s natural conditions, which are then processed to produce the voltage vs
current at different irradiance and voltage vs power at different irradiance graphs. Table 1
shows the parameters of the solar module. Figure 2 shows the curves of the solar module
panel.
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Fig. 2. Characteristics Curve of a PV module

2.4 Design of the DC-DC Converter

In the proposed system, three boost converters are used, and each boost converter’s
input voltage ranges from 25 V to 35 V. However, each boost converter’s output voltage
depends on its duty ratios and inverter input voltages (Vdc1 = 50 V, Vdc2 = 150 V,
and Vdc3 = 150 V). Consider the boost converter’s switching frequency, current ripple,
voltage ripple and load capacity to be 50 kHz, 5%, 5% and 250 W, respectively. The
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inductance and capacitance are calculated as:

L = Vin(Vout − Vin)

fsw × �I × Vout
= 10.2mH

C = Iout(Vout − Vin)

fsw × �V × Vout
= 520μH

3 The Control System

The proposed system contains control strategies. One control strategy is for controlling
boost converter output voltages, and the second is for controlling the inverter to export the
power to the grid. The inverter control strategy should, however, include the following:
1) grid synchronization and 2) active power transfer by managing grid-injected current.

3.1 MPPT Algorithm
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Fig. 3. MPPT controller
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To track the maximum power from each solar module, the perturb and observe
(P&O) algorithm is used for each module. Figure 3 is a flowchart illustrating the MPPT
algorithm used to track the PVmodules’maximumpower point. It compares the sampled
value of the voltage to the previous value in the same way and sets the maximum point’s
power duty according to the matching power’s result (Fig. 4).
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Fig. 4. Duty cycle control algorithm.

3.2 Control Technique for Inverter

Amethod known as Proportional ResonanceCurrent (PRC) regulation is used to regulate
the current flowing through the grid. The output of the PLL is multiplied to generate the
reference current (i∗grid ), which is then compared to the measured Grid current (igrid ).
In order to produce an appropriate reference signal under varying grid voltage, the PRC
controller’s outputmaximises the current. The required gating signals for 10 switches are
obtained by comparingmeasured grid voltage(Vgrid) and reference voltage (V ∗

L ) (Fig. 5).
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4 The Result Analysis

The process model and technique shown in Fig. 1 were verified through simulation stud-
ies. To examine the performance of the proposed system, two scenarios were simulated
based on the model shown in Figs. 6, 7, 8 and 9

4.1 Proposed System Performance when Solar Irradiance Increases from 200
W/m2 to 600 W/m2

At t = 2 s, The solar power generation increased from 140 w to 290 w as the solar
irradiance increased from 200 w/m2 to 400 w/m2. The asymmetrical inverter can export
140 w power at 200 w/m2 irradiance and 290 w power at 400 w/m2 to the grid shown in
Fig. 6(d). The boost converters maintain the output voltages as input to the inverter for
successful operation. At t = 3s, with an increase in solar irradiance from 400 W/m2 to
600 W/m2, solar power generation increased from 290 w to 440 w and the same amount
of power was export to the grid by the inverter. It has been observed that as the solar
irradiance increases, the inverter can export power to the utility grid.

Fig. 6. (a) Solar Irradiance (b) Total power generated by three solar panels (c) Boost converter’s
Duty ratios (d) Active(Pgrid) and reactive(Qgrid) power exporting to the grid

To export the power to the grid, the THD value of the current is necessary to maintain
within IEEE standards. Figure 7(d) shows that at 200 w/m2, 400 w/m2, and 600 w/m2 of



44 A. Siva et al.

solar irradiance, the THD value of the current is 4.5%, 4%, and 3.5%, respectively. The
asymmetrical inverter can export the 0.45 A of peak current at 200 w/m2 irradiance, 1.7
A of peak current at 400 w/m2 and 1.9 A of peak current at 600 w/m2 to the grid shown
in Fig. 7(c).

Fig. 7. (a) Solar Irradiance (b) grid voltage ‘Vgrid’ (c) grid current ‘Igrid’ (d) grid current THD
value in percentage

4.2 A Subsection Sample Proposed System Performance when Solar Irradiance
Increases from 1000 W/m2 to 600 W/m2

The solar power output decreased from 720 W to 580 w at t = 2 s as the solar irradiance
decreased from 1000 w/m2 to 800 w/m2. The asymmetrical inverter can export 720W at
1000 w/m2 of radiation and 580 W at 800 w/m2 to the grid depicted in Fig. 8(d). At t =
3 s, solar power generation increased from 580 w to 441 w as solar irradiance decresed
from 800 w/m2 to 600 w/m2, and the inverter exported the same amount of power to the
grid. It has been noted that the inverter can export power to the utility grid as the solar
irradiance rises.
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Fig. 8. (a) Solar Irradiance (b) Total power generated by three solar panels (c) Boost converter’s
Duty ratios (d) Active (Pgrid) and reactive(Qgrid) power exporting to the grid.

To export the power to the grid, the THD value of the current is necessary to maintain
within IEEEstandards. TheTHDvalueof the current is 3%, 3.2%, and3.5%, respectively,
at 1000 w/m2, 800 w/m2, and 600 w/m2 of solar irradiance, as shown in Fig. 9(d). The
grid in Fig. 9(c) can receive peak currents of 2.75 A at 1000 w/m2 irradiance, 2.35 A at
600 w/m2, and 1.9 A at 600 w/m2 from the asymmetrical inverter.
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Fig. 9. (a) Solar Irradiance (b) grid voltage ‘Vgrid’ (c) grid current ‘Igrid’ (d) grid current THD
value in percentage

5 Conclusion

This work proposed the implementation of a fifteen-level inverter for PV applications.
Conventional boost converters generate the required DC voltages, which are fed to
the inverter for an AC stepped output waveform. The boost converters are designed
to maintain the required output DC voltages for the inverter to function properly. The
proposed system was tested under various solar irradiance conditions, and under all of
them, the inverter performed better and could export power to the utility grid. When
the solar irradiance increased and decreased, the inverter performed better. The inverter
produces higher output voltage levels with fewer circuit components and low THD. The
proposed system can export power to the grid while meeting IEEE standards in all solar
irradiance conditions.
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Abstract. The potential of electric automobiles to discharge their bat-
teries to the power grid (namely V2G technology) is discussed in this
article as a way to lessen pollution and provide extra services, includ-
ing income generation and grid reliance. The widespread use of electric
cars might provide difficulties for the electrical infrastructure, such as
power outages, overloading of transformers, and variations in bus volt-
age. The electrical grid and electric cars are connected through a mid-
dleman called an aggregator. This article investigates novel technologies
and coordination mechanisms to control the discharging and charging
of electric cars. In addition to that, Various optimization techniques are
reviewed and also try to explain about challenges and future advances
in the EV charging process and discharging process.

Keywords: EV Technology · Aggregator · V2G technology

1 Introduction

The use of electric vehicles (EVs) is crucial for reducing pollution and advancing
the use of renewable energy sources. EVs may be a solution to environmental
issues as the globe may experience oil scarcity in the future. The distribution grid
can be stabilized with their assistance when used in conjunction with additional
infrastructure, despite the fact that they might not be as successful when used
alone as other technologies. With increasing numbers of electric vehicles (EVs)
on the road, the distribution grid has to pay closer attention to how these vehi-
cles are being charged and discharged. A component of the energy system, the
distribution grid transports power from the transmission grid to users, including
homes, businesses, and EV charging stations.

In order to coordinate EVs and manage their bi-directional charging process
and discharging process processes, [1] proposed the idea of this EV aggregator.
Electric vehicles (EVs) can assist in shifting energy use to periods when it is
more affordable and less demanding by acting as an energy storage system using
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
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V2G technology. This can reduce power costs and benefit the grid. EVs will
boost the grid and lower demand on the electricity grid by moving the load from
peak hours to off-peak hours to take part in demand size management [2].

V2G is also one other option for faster and more efficient than other storage
options, making it a good choice for managing the power grid. The objective
of V2G systems is to coordinate the charging process and discharging process
and to achieve a reduction in dependency on the grid and acts as another source
rather than generating power at remote locations and power balance to avoid
problems with the grid [3–5].

For the charging process, efficient EV coordination is essential. Potential
problems may be reduced by implementing group decision-making and cen-
tralised coordination within the scope of Vehicle to Grid (V2G) technology. It
can be challenging to establish V2G coordination in big power systems, though.
The present infrastructure, which was created only for loads without EV inte-
gration in the grid, could have problems, and EV owners might not want to
immediately give electricity to the grid. This may result in issues with grid
dependability and battery efficiency. Research is required to develop transdisci-
plinary computational models that may address these problems. Recent research
focuses on improving the functionality of V2G systems as well as strategies to use
V2G for commercial advantage and the provision of additional services. Some
researchers are working together to find answers. This makes studying how to
control the charging process and discharging process of V2G systems an exciting
area of study [6–10].

This study attempts to illustrate how EV charging process and discharging
process operations may be managed by associations of EV owners (aggregators).
It compares different methods for making decisions about charging process and
discharging process and looks at ways to reduce the pressure on the grid.

The use of technology namely (V2G) Vehicle-to-Grid, is the main emphasis
since it may help to increase power quality and efficiency while lowering the cost
of energy (CoE). It talks about ways to implement this approach, taking into
account the capacity of the existing infrastructure. The paper provides a lot of
information about how to set up networks for different sizes of EV fleets to help
to reduce the load on the electrical grid.

2 Exploring the Literature on Charging-Discharging
Techniques for Electric Vehicle Aggregators

The charging process and discharging process techniques of EVs are classi-
fied into two types controlled and uncontrolled, respectively. The uncontrolled
method described does not involve the transmission of any details about the
system from the user to the grid operator, which can potentially lead to issues
such as instability of the grid, poor power quality, operational inefficiencies, and
uncertainties regarding the battery’s state of charge. To analyze the effect on
electric power systems and establish control over the charging process and dis-
charging process of EVs, it is necessary to conduct load modeling of EV charging
[7,8].
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Fig. 1. EV Charge - Discharge using Control Center

The technique of controlled EV charging-discharging, also referred to as coor-
dinated charging-discharging, has received significant attention in recent years.
The coordinated and centrally regulated charge-discharge model is shown in
Fig. 1, and it is carried out using a schematic algorithm. This method makes
it easy for the person in charge to track and control how electric vehicles are
charged and used. They can plan the schedule to avoid problems with electricity
and make sure it works well for both the drivers and the company. The person
in charge’s goals includes making sure the system is working well and making
improvements. Depending on how the system is controlled, there are different
ways of charging process and discharging process using electric vehicles such as
indirect control, intelligent control, bidirectional control, and multi-stage hier-
archical control method and it has been referred to in Table 1.

Table 1. Control methods of charging process and discharging process

Method Control Suitable

Indirect control [11–15] Energy cost, and Preventing grid
overload

Small Scale EV

Intelligent control [17–
27]

Reducing grid overload, Electricity
costs and balancing the power grid

Large-scale EV

Bidirectional control
[28–32]

EV as Energy storage to reduce
peak load

Big-scale EV

Multi-stage hierarchical
control [33–38]

EV owners, local aggregators, and a
central coordinator

Large-scale EV
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The Indirect Controlled Approach is a way of managing how electric vehicles
are charged and used where there are no rules on how the charging should
happen, such as how the charger is controlled, how long the charging takes, and
how much the vehicle is charged.The emphasis is instead placed on minimizing
grid overload and regulating extraneous variables like energy costs. EV owners
make the charging schedule based on their own needs, while the operator’s role is
limited to providing information and incentives to influence their decisions. This
approach is more straightforward and flexible but less effective in balancing the
power grid. It may be used as a starting point for constructing more sophisticated
techniques and is appropriate for small-scale EV charging stations [11–16].

The intelligent managed method is a technique for managing the charging
process and discharging process of electric cars. In order to optimize the charging-
discharging schedule, the operator actively manages the charging-discharging
process. This approach is considered more complex than the Indirect Controlled
Approach. Still, it can provide more accurate and efficient results, such as reduc-
ing grid overload, balancing the power grid, and reducing electricity costs. The
operator uses techniques like real-time pricing, game theory, and optimization
to determine the best charging-discharging schedule. This process is suitable for
large-scale EVs charging systems and can significantly benefit the grid and EV
owners. Based on the waiting times of EVs and their battery capacity, an indi-
vidual EV-charging plan with a clever coordinating technique reduces overall
charging costs. Based on the network’s maximum daily power usage, the maxi-
mum number of electric cars that may be connected to the distribution grid at
once is determined [17–27].

A method for managing the charging process and discharging process of EVs
is named a bi-directional controlled approach (V2G). With this strategy, the
EV is able to serve as energy storage at the dispersed end, enhancing the elec-
tric grid’s capabilities and lowering peak demand. The grid and EV owners
may benefit from additional benefits even though this strategy is thought to be
more difficult than the indirect and intelligent controlled approaches. The V2G
technology is appropriate for the large energy demands in the power distribu-
tion system, aids in managing the flow of power during variations in demand,
and offers additional services to the power grid. This approach is appropriate
for large-scale EV systems and advantageous to both the grid and EV owners
[28–32].

An approach for organising the charging and usage of electric cars is the mul-
tistage hierarchical controlled technique.It incorporates a multi-level hierarchy of
organisations (such as EV owners, local aggregators, and a central coordinator)
making choices regarding charging process and discharging process, with each
level of the hierarchy being in charge of various parts of coordination. The pro-
cess is referred to as “multistage” because it entails a number of levels or phases
of decision-making. For instance, at the beginning, EV owners will choose when
to charge and discharge their cars. In the second step, local aggregators may plan
the charging process and discharging processes of several EVs in a certain region.
To guarantee the best possible functioning of the power grid as a whole, a central
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coordinator in the third stage coordinates the charging process and discharging
process of EVs across several geographical locations. The approach is known as
“hierarchical” because it uses a hierarchy of decision-making levels, with each
level in charge of a distinct component of coordination. It is now feasible for EV
collaboration to be more effective and efficient due to the increased alignment of
the interests of numerous parties. The multistage hierarchical controlled charge-
discharge approach may be applied in a variety of contexts. According to the
demand and how the other groups of electric cars are being utilized, the power
network may be adjusted using this technique [33–38].

3 Strategic Electric Vehicle Charging Management

The goal of this study is to compare various charging and operating techniques
in order to determine the most effective strategy. It aims to improve the per-
formance of electric cars by managing the way they use and store energy. This
includes techniques like predicting the vehicle’s future energy needs and correctly
managing power usage or finding ways to optimize the charging process and dis-
charging process of the battery. The ultimate goal of our study is to increase
the performance and range of EVs so that they are more extensively used. The
study will review earlier research on EMS optimization for EVs and discuss the
various methods and ideas proposed. The authors of the study stress that adding
EVs to the electrical grid may have negative consequences. Effective optimisa-
tion methods for EV charging process and discharging process are provided in
Table 2, which can be used to reduce these problems. This essay aims to provide
a detailed analysis of various approaches and the effects they have on the grid.

Fuzzy logic-based two-stage charging is a technique for managing the charg-
ing of electric vehicles (EVs) in a way that balances the needs of EV owners
and the power utility grid. The initial step of decision-making in this strategy
is concerned with the EV’s urgent charging needs. This method uses fuzzy logic
control to choose the appropriate charging rate while considering the driver’s
preferences, the battery’s current state of charge, and factors like remaining
driving distance into account. The second stage accounts for the grid’s and the
EV’s long-term charging requirements, adjusting the charging schedule in accor-
dance with the grid’s overall load, the time of day, the availability of renewable
sources, and other elements. This approach is considered to be more advanced
than others since it allows for a flexible and responsive charging procedure while
taking into consideration the needs of both EV owners and the power grid.
While the second stage enables real-time modifications to the charging schedule
to match the changing demands of the power grid, the first stage uses fuzzy logic
control to produce a more effective and precise charging process. This approach
is appropriate for large-scale EV charging stations because it has several advan-
tages, including cutting electricity prices, balancing the power grid, minimising
grid overload, and increasing grid reliability [24,39–43].

Model Predictive Control (MPC), a technology used to control EV charg-
ing in the Real-time Charging approach, aims to strike a balance between the
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Table 2. Optimizatin Techniques for EV charging process and discharging process

Approach Optimization Impact

Two-stage [24,39–43] Fuzzy logic control

Real-time [44–47] Model Predictive Control

Metaheuristic Control [48–51] Advanced than others and
used for Solving complex,
Non-linear optimization
Problems

Reducing grid overload,
balancing the power grid,
lowering electricity costs, and
improving grid reliability

Heuristic Control [52–56] Greedy algorithm, Dynamic
Programming, Tabu search,
Scatter search

needs of EV owners and the power grid. MPC is a very advanced control tech-
nique that uses a mathematical model of the system in issue to predict its future
behavior. In the context of EV charging, this technique uses a model of the grid
and the EV battery to predict their future states. Based on this prediction, the
algorithm optimizes the charging schedule to fulfill both the demands of the EV
owner and the power grid, making it a more advanced charging strategy than
others. It is a resource-use approach that is effective and better able to man-
age dynamic and unpredictable systems because of its flexibility and reactivity
to the changing needs of the power grid in real-time. Large-scale EV charging
systems can benefit from MPC because it allows the charging schedule to be
changed to accommodate the changing needs of the power grid, reducing grid
overload, balancing the power grid, lowering electricity costs, improving power
grid reliability, and providing supplemental services to the grid [44–47].

A technique for managing how electric vehicles (EVs) charge and discharge
that makes use of sophisticated optimisation algorithms based on metaheuristics
is called metaheuristic charge-discharge control optimisation. Metaheuristics are
a subset of optimisation algorithms that draw their inspiration from events in
nature, such as animal behaviour or species development. The complicated, non-
linear optimisation issues that arise during the charging process and discharging
process of EVs are ideally suited for these algorithms’ solution. In this method,
various metaheuristics are used to find the best charging process and discharging
process schedule. The algorithm considers factors like the current state of the
EVs battery, the remaining driving distance, the current demand on the grid,
and the availability of renewable energy sources.

In comparison to previous charging-discharging techniques, the Metaheuristic
Charge-Discharge Control Optimisation approach is seen to be more advanced
since it enables a more adaptable and responsive charging-discharging process
while taking the changing demands of the power grid and the EV owner into
account. With the help of metaheuristics, the charging-discharging schedule may
be modified in real-time to take into account the fluctuating demands of the
power grid and lessen the burden of the EV on it. Due to its many benefits,
including its capacity to reduce grid overload, balance the power grid, lower
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energy prices, increase power grid dependability, and provide ancillary services
to the grid, this approach may be appropriate for large-scale EV charging systems
[48–51].

An strategy for controlling the charging process and discharging process pro-
cesses of electric vehicles (EVs) that makes use of cutting-edge optimisation
algorithms based on heuristics is called the Heuristic Control Optimisation based
Charge and Discharge Method. In contrast to mathematical proofs or compre-
hensive system knowledge, heuristics are optimisation algorithms that depend
on practical knowledge, rules of thumb, and basic mathematical models. This
approach uses a variety of heuristics, such as the greedy algorithm, tabu search,
dynamic programming, scatter search, etc., to determine the best charging pro-
cess and discharging process schedule for the EV, taking into account elements
like the battery’s current condition, the amount of remaining driving time, the
current demand on the power grid, and the availability of renewable energy
sources. This approach is more sophisticated than previous charging process
and discharging process techniques since it enables a more adaptable and quick
procedure for charging process and discharging process while taking into con-
sideration the altering requirements of both the power grid and the EV owner.
This technique is appropriate for large-scale EV charging systems since the use
of heuristics allows the charging process and discharging process schedule to
be changed in real-time. This strategy also has a number of positive effects,
including lowering electricity prices, balancing the power system, increasing grid
resilience, and delivering useful services to the grid [52–56].

4 New Advances and Challenges in EV Charging Process
and Discharging Process Techniques

4.1 New Advances

As the market for electric vehicles expands, a number of attractive future
research areas might increase the contribution of EVs to the grid. In one of
these regions, there is no need for physical connections because wireless charg-
ing is used. As a result, EV owners won’t need to plug in their cars to charge,
which makes the process quicker and more practical. Because wireless charging
pads may be deployed in a variety of settings, including parking garages, public
areas, and even on the street, this may further enhance the number of charging
alternatives for EV drivers [57–63].

Due to its capacity to shorten charging times and ease EV drivers’ range
anxiety, rapid charging for electric cars (EVs) has become more popular. This is
accomplished by using high power levels of 50 kW to 350 kW, which may charge
EVs up to 80% in as short as 30 min [64–66].

Lightweight PV cells that are mounted to the steel of all vehicle body panels
facing upward will be used to wirelessly charge EV batteries when the vehicle is
in motion or while it is parked outside. The best wireless charging method for
increasing the range of electric vehicles (EVs) uses free, environmentally friendly
solar energy to charge the batteries [67–70].
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Another possible area for development is the application of blockchain tech-
nology in systems for voice-to-text communication. Due to its ability to pro-
vide secure, decentralised, and transparent transactions, blockchain technology
is the greatest option for managing energy transfers between EVs and the grid.
The efficiency and cost-effectiveness of energy trading between EV owners and
energy providers may subsequently increase, and the security and transparency
of energy exchange between EVs and the grid may be enhanced [71,72].

Concerns about privacy and security must be addressed as EVs become more
integrated into the power system. With the rise of connected vehicles, there is
a growing concern about the collection and sharing of personal data by EV
manufacturers and energy providers. To handle these issues, clear rules and
laws about how personal information is gathered, kept, and shared must be
implemented [73–77].

Moreover, the optimization of smart charging is a crucial area that needs
to be further developed to balance the energy demand of EVs owner and the
distribution grid. Smart charging optimization involves managing the charging
process and discharging process of EVs in a way that minimizes the impact on
the power grid, reduces electricity costs, and improves the grid’s reliability. This
can be achieved through advanced control methods, optimization algorithms,
and energy management systems [78–81].

Many electricity providers offer TOU rates, which provide lower rates during
off-peak hours when electricity demand is lower. By charging their electric vehi-
cle during off-peak hours, owners can take advantage of these lower rates and
minimize their overall charging costs [82–86].

4.2 Challenges

The following are the challenges in EV charging process and discharging process
Techniques [24,87–92].

– Availability and accessibility of charging infrastructure, particularly in remote
areas or regions with limited resources. This can limit the use of electric
vehicles for long-distance travel or in areas with insufficient charging options.

– When implementing EV charging-discharging methods, it is important to
consider factors such as the ability to charge EVs, the expense of batteries
and other parts, and the effect on the power grid are important factors to be
considered. To ensure the safe and secure collection, storage, and exchange of
personal data, privacy and security issues must also be taken into account.

– As EVs are driven on the road increases, there is a risk of grid frequency issues
caused by the sudden injection of large amounts of power into the grid during
periods of high charging demand. This can give quality issues such as flicker,
distortion, and voltage sag, which can negatively impact the performance of
other devices connected to the grid.

– Advanced methods for EV charging and discharge optimisation must be used
in order to efficiently manage the EVs (electric vehicles) being integrated
into the distribution grid. In order to lessen the load on the grid and increase
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efficiency, this involves using control techniques, optimisation algorithms, and
energy management systems.

– The need to commercialise V2G technology is growing as interest in the tech-
nology rises. designing a market for V2G energy and designing a business
model that will enable energy companies to offer V2G services are two exam-
ples of what is involved.

– With the use of the advantage of government incentives, such as rebates and
tax credits which can helps to reduce the upfront cost of purchasing an electric
vehicle or installing a home charging station. These incentives can also help
to offset the long-term cost of owning and operating an electric vehicle.

– Pricing thing also needs to think about dynamic pricing and cost minimiza-
tion. One challenge is the structure of electricity rates. Some utility companies
offer variable rates that fluctuate throughout the day, which can make it diffi-
cult for electric vehicle owners to predict the cost of charging their vehicles. In
addition to that, some utilities charge higher rates during peak usage times,
which can coincide with the times when electric vehicle owners need to charge
their vehicles

– Adoption of V2G technology in military applications poses several challenges,
such as the lack of standardization in the EVs charging process and discharg-
ing process technologies, the high cost of batteries and other EV components,
and the lack of widespread EV charging infrastructure. Additionally, the mil-
itary’s unique requirements for mobility, reliability, and security present addi-
tional challenges for V2G adoption.

5 Conclusion

This article offers a thorough analysis of the latest charging process and discharg-
ing process techniques, optimization methodologies, and objectives for electric
vehicles. It examines various approaches to charging process and discharging
process electric vehicles in upcoming Vehicle-to-Grid systems, including opti-
mization techniques in V2G control, maintaining power grid stability, and man-
aging high energy demand. The paper focuses on the role of an aggregator in
V2G integration, current research on hierarchical EV optimization methods, and
emerging multi-objective techniques for multistage hierarchy in charging process
and discharging process for commercial use now and in the future. The article
also introduces the basic concepts of charging-discharging planning and opera-
tion and suggests new advances in the areas for future research.
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Abstract. The relevance of ultra-low-voltage (ULV) operation for attaining min-
imal energy usage has increased recently. The fundamental building element of
computational arithmetic in many computer and signal/image processing appli-
cations is the full adder. An innovative 1-bit hybrid adder circuit that uses both
multi-threshold voltage (MVT) transistor logic and GDI (gate-diffusion input)
logic is disclosed. The suggested motivation of the Multi Threshold Voltage-gate-
diffusion input hybrid adder design is to furnish low energy efficient utilization
with a small footprint. Standard 45 nano-meter CMOS process technology is used
to simulate the suggested hybrid architecture with a ULV of 0.2 V. The suggested
design made considerable improvements in contrast to the previous published
designs, yielding >57% and 92% reductions Using only 14 transistors in the
Energy and Delay Product respectively, according to the post-layout simulation
findings. The suggested design technique produces full functionality, which shows
resistance against the processes of global, local variations. The suggested design
offers >57% energy efficient compared to the current efforts, according to energy
measures that are adjusted for 32 and 22 nm technologies.

Keywords: MVT · GDI · ULV · TGA · TFA · Energy Delay Product

1 Introduction

There are numerous applications needing fast speed, compact space, and low power
consumption due to technological improvements and the rise in the usage of portable
communication systems including computers, smart phones, Internet of Things (IoT)
devices, i-Pads and others. Therefore, low-energy circuits are required for the creation
of components of systems and processors with specialized use [1]. The implementation
of digital systems is a demanding area of interest for circuit design experts due to this
need. Operating digital circuits at ULV, or at close to or below the transistor’s One of the
most efficient strategies to decrease energy consumption is to use threshold voltage [2].
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The most prevalent and often utilized arithmetic operations in various DSP systems
and very large-scale integration (VLSI) are further, subtraction,multiplication, and accu-
mulation. High-performance DSPs and application-specific processors were made pos-
sible by when algorithms with standards such as correlation-convolution-digital filtering
are executed; these arithmetic operations are effectively used [3]. The one bit complete
full adder cell serves as the fundamental implementing element for carrying out these
arithmetic operations. Therefore, improving the entire adder cell’s performance is cru-
cial for improving the performance of the system/architecture as a whole. Numerous
complete adder ideas using various logic and technological philosophies have been doc-
umented in the literature. While other systems employ numerous logic styles, some are
built on a single logic style (hybrid designs). Each complete adder design has a simi-
lar functionality, but they all have advantages and drawbacks in terms of performance
variables including size, speed, and power usage.

The most common method is the full adder architecture for static C-CMOS com-
plementary metal-oxide semiconductors [4]. The 28 transistor architecture resembles a
typical N-MOS and P-MOS PU and PD transistors in a CMOS framework. This struc-
ture’s key benefit is that it is resistant to transistor size and supply voltage scaling.
Additionally, it has complete swing logic, which is necessary for constructing intricate
structures.Due to the huge PMOS transistors used in this configuration, it has a high input
capacitance and takes up more space. Regarding power use and transistor count, mirror
adders are among the clever designs that resemble static CMOS full adders, although
they have shorter carry propagation latency than CCMOS [5].

Another common design using 32 transistors is the entire adder using CPL logic
[6–9]. CMOS does not use supply lines, rather, pass transistor source in PTL is coupled
to certain input signals. Although this adder logic’s numerous intermediary switching
nodes provide efficient voltage swing restoration and higher transistor count make it an
unsuitable option for low power applications. Transmission gate logic complete adders
are suggested as a solution to the pass transistor logic problemwith voltage deterioration
[10]. Alioto and associates suggested Shams et al. [11] provided the Transmission Gate
Adder (TGA), which employs twenty transistors, in contrast to the Transmission Func-
tion Adder - (TFA), which uses sixteen transistors. The transmission function theory
and transmission gates serve as the foundation for these adders. The parallel coupling
of NMOS and PMOS pass transistors creates the transmission gate structure. The major
benefit of its low power efficient is strength of its transmission gate logic arrangement,
however due to its weak driving capabilities, Due to cascading of either TFA or TGA;
this logic is not advised to creating complicated systems.

To decrease the area, latency, and power, since then, there have been a number of
hybrid full adder works described [12–14] a hybrid adder with 14 transistors (14T) was
presented by Vesterbacka [15]; however it had pass logic transistors with no complete
swing. In Hung et al. [16], another comparable hybrid adder with only 10 transistors
was presented. Poor driving capabilities affect both the 14T and 10T adders, which have
10 transistors each [17], suggested a HPSC. It concurrently generates the XOR and
XNOR functions using a six transistor pass logic network. Full swing logic is produced
by the HPSC full adder, albeit at the expense of additional latency and transistor use.
The majority-based adder is another adder that employs hybrid logic [18]. It requires
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capacitors and static inverters to produce the superior of capabilities because of less
number of transistors. Complete adder with 24 transistors (24T) based on a 3-input
XOR architecture provided by Tung et al. [19] also employs two distinct types of logic:
pass transistor and CMOS. Goel et al. [20] suggested The FA-Hybrid, a different CPL-
based hybrid full adder, which employs an unique XOR/XNOR architecture utilizing
cross-coupled PMOS transistorswithNMOS transistors increase speed. It offers superior
driving capabilities but consumes more power when the output, static CMOS inverters
are employed.

Fig. 1. a). Originally Proposed, b). CMOS Compatible

DP Logic Full Adder (DPTL-FA) and Swing Restored PT Logic Full Adder (SRPL-
FA) are two hybrid designs that Aguirre et al. [21] suggested (DPL-FA). For more
energy-efficient computing, these complete adders were created employing ground-
less/powerless pass transistors. In contrast to DPL-FA, which uses complementary
transistors, SRPL-FA uses PMOS restoration transistors to achieve full swing logic.
Bhattacharyya et al. [22] suggested another hybrid 16T full adder (16T Hybrid). Weak
inverters in the sum generating module and robust carry module which consists of TG
gates were used in this complete adder design to lower the PDP. Full swing outputs are
provided by Gate-diffusion-input based OR, AND and XOR gates in a different full
adder architecture. Because swing restoration transistors are used for each individual
gate in this system, more transistors are needed. Recently, a brand-new, 10-transistor
complete Adder circuit (10T) for applications requiring minimal power was suggested
[23]. If buffers are not employed, this architecture falls short in terms of energy effi-
ciency and complete logic swing. The majority of hybrid full adders designs do, how-
ever, demonstrate gain in only power, speed, or area at the price of the other performance
criteria.

There is a need to investigate novel design techniques since none of the entire adder
designs that have hitherto been published in-survey show reliable working in furnishing
full logic- swing logic with a space- and energy-saving ULV result. The innovative
energy-efficient complete adder cell described in this study was created by combining
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multiple threshold voltage transistors with the GDI approach. The section of this essay is
categorized into the following. In this Sect. 2, the GDI approach is briefly summarized.
The design strategy for the suggested complete adder circuit is shown in Sect. 3. In
Sect. 4, simulation findings and yield comparisons of the suggested design with several
ones already in use are covered. Sect. 5 presents yield of 32-bit CP adder, and Sect. 6
summarizes the results.

2 GDI Approach Overview

This section provides a quick introduction to Gate-Diffusion Input, one of the modern
digital logic approaches that have gained popularity [24]. Using the GDI approach, very
sophisticated logic functions may be realized using just two transistors. The usage i.e.
straightforward cell, seen in Fig. 1, is essential to GDI logic. The cell’s construction is
comparable to a static-CMOS inverter, although there certain important variations to be
aware of.

The GDI cell has three inputs: the N-i/p, which is linked to the drain, source of
the NMOS, the P-i/p, which is linked to the drain, source of the PMOS, and the G-i/p
common input, which is linked to both the PMOS and NMOS.

The GDI technique was initially created for manufacturing in Silicon-on-Insulator
(SOI) and twin-tub CMOS technologies [25]. Later, a Gate DI cell that is compatible
with normal CMOS was introduced. The majority of logic operations, such as AND,
OR, XOR, and MUX, were demonstrated to be complex and necessitate the use of 6–12
transistors when implementedUsing transmission gate logic and static CMOS.However,
the same operations could be implemented by simply changing the inputs in GDI cells,
requiring only two transistors.. Comparison of the number of transistors used in Gate
DI and conventional CMOS designing of various logic functions is shown in Table 2
along with Table 1 contains the Boolean table for leveraging GDI to implement various
Boolean functions. Unlike the ubiquitous NAND and NOR logic gates, GDI’s F1 and F2
universal logic functions may be utilized to implement additional complicated functions
more effectively.

3 Proposed Model of Hybrid Full Adder Design

On the whole, a simple 1-bit complete adder’s logic operations be described as

SumOutput = (Axor B) xor C (1)

Carry_out = AB + Cin.(Axor B) (2)

Only 14 transistors are used in the suggested complete adder architecture, as seen
in Fig. 2. Five logic blocks that were created utilizing the MVT-GDI approach make up
the majority of it.

SumOutput = Cin (A xor B) + Cin (A x− nor B) (3)
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One Swing Restored Transmission Gate (SRTG), two multiplexers, one
XOR/XNOR, two XOR/XNOR, and technology are the other components. They were
then altered near Table 1: application of various logic operations using GDI cells
(Table 3).

Table 1. Utilizing GDI, some Boolean functions

N P G OUT Function

0 B A A’B F1

B 1 A A’ + B F2

0 1 A A’ NOT

B 0 A AB AND

1 B A A + B OR

C B A A’B + AC MUX

Table 2. Comparison of Transistors Count

Function Required Transistors Number

CMOS GDI

f1 six two

f2 six two

or six two

not two two

and six Two

xor twelve Four

mux twelve Two

Table 3. Transistor Sizes for Proposed Design

Transistor Name Length (nm) Width(nm)

T1, 5 45 240

T2, 6 45 120

T3, 7 45 360

T4, 8 45 120

T11 45 480

T9, 10, 12, 13, 14 45 120
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Block of SRPTs or swing restored pass transistors. The GDI approach is used in the
creation of the XOR/XNOR block. The XOR/XNOR blocks’ inverters are integrated
with typical VT devices since the route of the inverters has no voltage loss. In order to
achieve the sum function, The Gate DIMultiplexer-1 multiplexes the control input (Cin)
with the result of the X-OR (A B) and the X-NOR (A X-NOR B). As a result, the (1)
can also be represented as in (3).

TheGDIMUX-2 produces the carry output (Cout),multiplexing the inputsC-in andB
by connecting a decision line to the X-NOR logic’s output (A X-NORB). Consequently,
the (2) can also be shown as in (4)

CarryOut = (A x− nor B) . Cin + (A x− nor B)B (4)

Fig. 2. Proposed 14 T Hybrid Full Adder

The suggested structure resembles other earlier XOR/XNOR logic-based systems
as well as the authors’ earlier GDI-based approach, although none of them achieves
complete logic swing with just 14 transistors. A SRTG at the sum o/p and SRPTs at the
carry o/p’s are used in the suggested design to assure the entire swing (Cout). Table 4
illustrates how this complete adder operates with relation to the transistor states. When
the sum o/p generation GDI MUX1 and the carry o/p generation Gate D input MUX-2
experience a VT drop The swing restoration transistors (T11, T12, and T13) are visible.,
and T14) are “ON” to give complete swing logic. Since, as indicated in Table 4, there is
frequently no VT drop at the output; the transistors (T11, T12, T13, and T14) are also
integrated with regular VT transistors.
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Table 4. Functional Table

A B C SUM Cout

0 0 0 0 0

0 0 1 1 0

0 1 0 1 0

0 1 1 0 1

1 0 0 1 0

1 0 1 0 1

1 1 0 0 1

1 1 1 1 1

4 Comparisons of Results and Performance

The outcomes of the simulations and performance evaluations of the suggested complete
adders are presented in this section. Cadence 45 nm CMOS technology is used for the
simulations, with a Ultra LV of 0.2 V. The simulations’ results for, Energy Delay Product
(EDP), power, speed, energy and layout area performance metrics are contrasted with
those of other designs described in the written word. Table 5 shows the simulation results
for all adders, along with their number of transistor and area of the layout. The entire full
–adder design shown in Table 5 are run at a speed of 20 kHz and a temperature of 300
K to preserve consistency in comparisons. For any of the complete adder architectures,
no additional buffers are required to produce fair results. The observations of different
adders performance for each criteria is shown in further detail below Table 5.

Table 5. Simulation Results Comparison

Design Average Power Transistor Count Reference

C-CMOS 2.568 28 [4, 6]

16T Hybrid 2.506 16 [18]

CPL 6.236 32 [8, 9]

TFA 2.98 16 [10]

Proposed 3.053 14 Present

From Table 5, it is clear that the count of transistors and greater switching frequency,
the CPL design consumes themost energy. The load’s charge and discharge capacitances
resulted in this power consumption, which may be stated as follows: (5)

P = αCLV
2
DD.f (5)

where f is the circuit’s operating frequency, CF is the switching frequency, and CL
load capacitance.. Due to its lower transistor density, the GDI architecture is determined
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to utilize the least amount of power. However, although having the same number of
transistors, the GDI design uses less power than the 10T version because it has less
leakage current [26–28]. The introduction of extra Low VT devices and swing repaired
gates, which increase the switching activity and leakage components, respectively causes
the suggested design to usemore power than necessary. Because there is less delay,which
is a crucial factor while running at ULV, this cannot be a problem in terms of energy
usage.

Due to the exponential growth of the delay with supply voltage scaling in accordance
with [29], it is crucial to include the delay while determining the circuit’s energy metric
when it is running at ULV. For strong inversion operation, the (5) can be represented as
in (6).

CLVDD/I((VDD−VT )/nV th)
0e (6)

The latency in the sub-threshold zone of operation is exponentially larger due to
the exponentially falling ON-current, contrary to what is predicted, where there is no
major dependence on the VDD during strong inversion operation (Ion). It is evident from
(5) that when the circuit operates at ULV, speed will exponentially decline, narrowing
application range to low- to medium-frequency ranges [30, 31].

By subtracting delay equals 50% (input) of the input minus 50% (output)of the
voltage swing calculated for each input transition. The speed is significantly increased
since In the design proposed, the carry input (Cin) is propagated via a one GDInput-
MUX, minimizing the carry delay propagated. When compared to previous designs in
the literature, it can be shown that the suggested design has a substantially lower latency
and achieves>64% savings. This is accomplished by utilizingmore swing restored gates
and low VT components, which enhance output driving capabilities. The 10T design’s
longer delay is mostly caused by its lower driving power at lower supply voltage.For
digital computational systems, the two key performance indicators that assess a circuit’s
effectiveness are energy and the Energy Delay Product (EDP). Table 5 makes it evident
that, when compared to the other designs, the suggested design has the best energy and
EDP parameters.

The suggested complete adder circuit’s area is determined by the Fig. 3 shows archi-
tecture created for 45 nm technology. Due to the higher transistor density of the CPL
architecture, it requires more space, density, and it also has a layout that is more compli-
cated with the existence of additional metal-rails used to implement the logic. Despite
having more transistors, C2MOS & mirror full-adder designs use about the same space
in the TGA design because of their straightforward and consistent architectures. With
the exception of the 10T and GDI designs, the suggested design takes up considerably
less space than the other concepts.

Additionally, the suggested design offers consistent performance TT, FF, FS, SF and
SS are just a few of the process corners that they can be used for. Figure 2 displays the
differences in the suggested design’s power consumption and delay. As anticipated, the
largest power consumption and delay are shown at the FF and SS corners, while the least
values are seen at the SS and FF process corners.

The energy metric of the proposed design in 45 nm technology is normalized to 32
and 22 nm and compared with the recently proposed CMOS hybrid full adder designs in



Area Efficient and Ultra Low Power Full Adder Design 71

Fig. 3. Proposed 14 T Hybrid Full Adder

Fig. 4. Ids and Vds Responses

order to determine the efficiency of a suggested development with the latest technology
improving trends adhering to the (ITRS) and (IRDS). According to Fig. 4, 5 the normal-
ized energy (EN) meter is derived from the technological scaling trends of the energy
measure and VDD.
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Fig. 5. Log Id and Vg Responses

5 32-Bit Carry Propagation Adder Performance

To exercise the efficiency of the suggested gate input-based crossover architecture in
hand on applications, the authors cascaded the suggested one bit FA design to produce a
32-bit CP adder structure. Carry propagation occurs in this from the first adder block to
the last. The authors included the buffers at the right points in the design to guarantee the
cascaded system’s improved driving capabilities. According to (10), howmanyGDI cells
can be connected between two buffers under the assumption that the cascaded system’s
overall maximum permissible voltage drop is 0.2 VDD. Using the GDI technique as the
foundation for the authors’ recommended designs, N’s value was estimated from (10)
using the formula Vdrop = VT, yielding a result of 2. It was also possible to mimic
this 32-bit adder design with and without the use of buffers. Using buffers drastically
reduced the latency (Fig. 6).

N = 0.2 VDD/Vdrop (7)
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Fig. 6. Simulation Results

6 Conclusion

Here, the authors present the 14TMVT-GDI, a brand-new complete adder circuit. The
simulations were run in cadence mode using a 0.2 V and 45 nm technology ULV. The
outcomes are contrasted with other published hybrid, 10T, and GDI full adder designs
as well as typical such as CMOS, CPL, TGA, and others, are full adder architectures.
The suggested Designs are resistant to regional and global change changes, according
to Monte-Carlo simulations. According to developments in ITRS technology scaling,
normalized energy consumption also reveals that the suggested design delivers greater
energy savings of 57% during the time before the current works. The suggested archi-
tecture was expanded upon to incorporate 32-bit full adders at the relevant stages (after
two stages), both with and without the usage of buffers. Therefore, the majority of appli-
cations for energy- and space-efficient computing might adopt the suggested complete
adder circuit architecture.
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Abstract. These days, we find many batteries used in Electric Vehicles are burn-
ing or blasting due to overcharging or long time charging. During such condition,
the battery body temperature may rise, to avoid these types of mishaps, here this
special type of battery charger is designed using the latest technology such that the
battery can be charged using wireless technology and at the same time the battery
voltage and its body temperature data will be monitored continuously through an
embedded system. An important feature added to the system is that if the battery
body temperature raises more than the threshold value, immediately supply to the
battery will be disconnected automatically and an alarm will be energized. Once
the alarm is energized it remains in energized condition until the reset button is
activated. The battery conditionwill bemonitored digitally and it will be displayed
through an LCD interfaced with Arduino board. Another important feature added
to the system is that entire information will be transmitted to the concernedmobile
phone through a WiFi module using IOT technology. Wireless charging is a new
technology for charging batteries that allows charging over short distances without
cables. The advantage of wireless charging is that charging is quicker and easier,
we need not have to plug and unplug each time, simply by placing the vehicle in
its parking place where the power transmitting coil is installed under the ground,
the battery starts charging automatically.

Keywords: Electric Vehicle · Arduino · IoT · Wireless Charger · Wireless Power
Transfer Systems

1 Introduction

A wireless charger for electric vehicles is a new subject for discussion. Many scientists
across the world are conducting many experiments on this technology to improve the
efficiency and distance between the power-transmitting coil and the power receiving coil.
Presently the main drawback of this system is, poor efficiency and poor distance, once
this is improved this technology will become popular and we can find these chargers
everywhere. In practice, in this method of charging [1], when considered to charge an
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electric car battery, the power receiving coil must be arranged below the chassis of the
vehicle. Here the vehicle is not constructed, but a demo piece can be simulated. With
the help of a digital monitoring system constructed with an Arduino board, battery body
temperature, and its voltage can be monitored during charging or in idle condition. 12
V–2 Ah rechargeable battery is used and its terminal voltage is monitored continuously
through an LCD interfaced with the Arduino board. When the EV batteries are charg-
ing [2–4] in the hot environment, especially in summer, battery cathodes are the main
cause of the heat release. Effective thermal management is crucial for battery protection,
especially in our country where the ambient temperature is high. Therefore, it is thought
that the purpose of this effort is to prevent battery burning caused by charging-related
overheating. A power transmitting coil and a power receiving coil frequently play a
prominent role in wireless chargers [5–7] when it comes to charging batteries. Without
using any conducting wires, the energy will be transferred from one coil to another coil
using this manner. The electro-dynamic induction technique, also known as resonant
inductive coupling, is used. Near-field and far-field wireless power techniques fall into
these two groups. In this instance, we used near-field or non-radioactive approaches.
Power is delivered over short distances by magnetic fields using inducting coupling
between coils of wire or by electric fields using capacitive coupling between metal elec-
trodes. The most used wireless technology is inductive coupling. When a secondary
coil is brought near to this magnetic field, maximum energy will be grabbed which is
converted as a pure DC source and which can be used to charge the battery. The out-
put is not regulated there by voltage up and downs can be monitored by varying the
distance between two coils. The Arduino processor used in the project work is having
built-in-with ADC, so additional ADC is not required for converting the analog data
generated by the temperature sensor. In the same manner, the battery terminal voltage is
also monitored and displayed through an LCD interfaced with Arduino.

2 Wireless Power Transfer Systems

The proposed work will leverage the power of the Internet of Things [7, 8] to enable
remote monitoring, control, and management of the charging process. The key strategies
for increasing the effectiveness of wireless charging for electric vehicles as well as the
issues with electromagnetic interference and radiation are examined. The two methods
of charging an electric vehicle are conductive (or wired) charging and wireless charging.

The vehicle’s charge inlet and the electric supply are connected during wired charg-
ing. Even while cable charging [9–12] is common, it has several drawbacks, including
untidy cords and safety concerns in moist environments. Since a few years ago, there has
been a significant increase in interest in providing electric loads over a fieldwithout using
any physical connections to the grid [13–16]. Wireless power transfer systems (WPTSs)
are the devices that operate the through-the-field supply. Their deployment has begun
for the purpose of recharging the batteries installed in grid-detachable machinery. The
equipment is supplied with power while it is moving, to remove the batteries or at the
very least diminishing their capacity. Recharging occurs when the equipment is standing
in a purposeful configuration. In comparison to its wired version, wireless charging of
EV batteries offers several benefits [17, 18], including the elimination of the need for any
plugs, cables, or outlets, friendlier charging procedures, fearless energy transfer in any
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setting, and more. For these reasons, WPTSs are anticipated to have a significant impact
on how EVs will be charged in the future. Finally, the primary issues with and fixes for
electric vehicle wireless charging technologies are examined. Reduced petrol prices and
reduced greenhouse gas emissions are two benefits of electrified transportation. A vari-
ety of charging networks must be built in a user-friendly setting to promote the adoption
of electrified transportation. Systems for wirelessly charging electric vehicles may prove
to be a practical substitute for current plug-in charging methods.

2.1 Wireless Power Transfer (WPT)

Wireless power transfer, also known as inductive charging or wireless charging, elim-
inates the need for physical cables by using magnetic fields to transfer power between
a charging pad or ground-based transmitter and a receiver installed in the EV. WPT
technology is still evolving, and its efficiency varies based on the specific system and
implementation.

2.2 Conductive Charging (Conventional Chargers)

Conductive charging involves physically connecting the EV to a charging station using
a cable. This method has been widely used and is the most common way of charging
EVs today. The efficiency of conductive charging depends on various factors, including
the charging infrastructure, cable quality, and the onboard charger of the EV. Generally,
conductive charging has an efficiency range of 85% to 95%, with modern chargers
typically achieving efficiency levels toward the higher end of that range.

3 Block Diagram of HI-TECH Battery Charger

As per the block and circuit diagrams shown in this chapter, the process or functional
description begins with the Remote control unit. Little energy will be transported over
a distance of about 35 cms because this project work incorporates electromagnetic field
coils, which demonstrate the fundamental theory of wireless energy source (Figs. 1 and
2).

During our trial runs, we found that around 300milli amps of current is obtained at a
source voltage of 12 approximately. This power is enough to charge the battery arranged
in the electric vehicle. The battery used here is rated for 12 V−2 Ah (Ampere hour),
when this battery is charged with a 300 mA power source, then the charging time can be
defined as battery rating/charging current rating, I.e. 2/0.3 = 6.6 h. So if a high power
source is used, then the battery can be charged in less time.

Charging Time = Battery Rating/Charging Current Rating
Charging Time = 2A h/0.3 A
Charging Time = 6.67 h
Therefore, with a 300mA power source, it would take approximately 6.67 h to fully

charge the 12 V, 2 Ah battery. Keep in mind that this calculation assumes ideal charg-
ing conditions and does not account for factors like charging efficiency or any safety
mechanisms that may be implemented in the charging process.

The following chapter includes a thorough functional explanation, and the key
components of this system are listed below.
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Fig. 1. Block Diagram of Hi-Tech Battery Charger

Fig. 2. Circuit Diagram of Hi-Tech Battery Charger

3.1 PCB Hardware Circuit

The PCB is designed at the first level of construction, with component, and circuit
mounted on it, and sensors are connected to it (Fig. 3 and Fig. 4).
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Fig. 3. Power transferring circuit

Fig. 4. PCB Hardware Diagram

3.2 Working of Proposed System

Design Implementation of Cost Effective Wireless Power Transmission system is pre-
sented in this project work, since it is a prototype module low power transmitter circuit
is constructed with power MOSFETs. To induce more current into the primary coil,
two MOSFETs are used and are configured in a Push-pull mode of operation. With the
help of a diode connected in feedback mode to both power MOSFETs and switches in
a sequence (alternatively one after another) such that both MOSFETs will not conduct
at a time. As the primary coil is made as center tapped and is divided into two sec-
tions, each section will be energized individually through corresponding MOSFET. If
the top MOSFET energized bottom remains in de-energized condition, similarly if the
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bottom MOSFET energized top remains in off condition. In this manner of switching,
the switching frequency depends on the fast recovery diodes connected in the feedback
loop.

4 Results

(Fig. 5, Fig. 6, Fig. 7 and Fig. 8).

Fig. 5. Homepage display

Through Website we can see the output. When the system get started a current is
given to the kit and converts to DC and then arduino and WIFI gets on. The Website
was designed for the Internet of Things. It can control hardware remotely, it can display
current data, it can store data, visualize it and do many other cool things. Instead, it’s
supporting the hardware of your choice. Whether your Arduino or Node MCU is linked
to the Internet over Wi-Fi, App will get you online and ready for the Internet of your
Things. The website serves as a sophisticated and user-friendly platform, offering a
multitude of functionalities that make it an indispensable tool for anyone exploring the
realm of the Internet of Things (IoT). When the system is activated, a current is supplied
to the IoT kit, seamlessly converting it to direct current (DC), thereby powering up
the Arduino and WIFI components. As a dedicated IoT platform, the website has been
meticulously designed to cater to the diverse needs of IoT enthusiasts and professionals
alike. Its primary purpose is to provide a seamless and intuitive interface through which
users can remotely control their connected hardware. Whether you are at home, in the
office, or halfway around the globe, the website empowers you to interact with your IoT
devices with ease and efficiency.
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Fig. 6. Dashboard

Fig. 7. Login page

Beyond remote control, the website functions as a comprehensive data hub. It allows
users to access and display real-time data generated by their IoT devices. From sen-
sor readings to performance metrics, the website presents this information in an easily
understandable and visually appealing format. This real-time data visualization gives
users valuable insights into their IoT devices’ behavior, performance, and environment,
enabling them to make informed decisions and optimizations. Additionally, the website
offers a powerful data storage feature. Users can securely store historical data, enabling
them to track trends and conduct in-depth analyses over extended periods. The ability to
access historical data ensures that users have a comprehensive understanding of their IoT
devices’ long-term performance, facilitating data-driven decision-making and strategic
planning.
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Fig. 8. Signup page

The website’s versatility is a standout feature, accommodating a wide range of IoT
hardware choices. It readily supports both Arduino and NodeMCU, making it a truly
agnostic platform. No matter the user’s preference for IoT hardware, the website adapts
effortlessly, seamlessly integrating with the chosen device and establishing a seamless
connection to the Internet over Wi-Fi. Moreover, the website does not stop at mere
data representation and control; it also enables users to perform various other cool and
innovative tasks. The possibilities are boundless, limited only by the imagination and
creativity of the user. From triggering automated actions based on sensor data to setting
up alerts and notifications, the website empowers users to customize their IoT experience
according to their unique needs and preferences.

5 Conclusion

The development of a hi-tech battery charger for modern electric vehicles using the
Internet of Things technology is a significant step towards making EVs more convenient
and efficient for users. The field of wireless transmission of electrical energy between
two magnetically coupled coils requires lot of experiments to obtain better results. In
our trail runs we have winded many types of magnetic coils, we have tried with different
Gaugewires, with different turn’s ratio, different sized coils, etc. Finallywe have focused
and concluded on one set of coils winded with 21 SWG wire with a ring size of 8′′, both
primary and secondary coils are having six turns each.With these coils we found that the
range increased slightly when compared with other coils. Finally the distance between
the two coils is defined as 50mm, at this distance the battery is charged with less current,
when the distance is decreased by less than 30 mm, we observed that the battery is
charging at around 300 ma. Since it is a prototype module, low power transmitter is
constructed because of restricted power source at primary side. Not only power source,
economy is also criteria, but after conducting somany experiments we are very confident
that we can build a high power transmitter and range also can be increased accordingly.

The development of a hi-tech battery charger for modern electric vehicles (EVs)
using Internet of Things (IoT) technology marks a significant milestone in advancing
the convenience and efficiency of EV usage. By incorporating IoT, the charger gains
the ability to communicate and exchange data with other devices, ensuring seamless
integration with the vehicle and enabling smart charging capabilities.
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Abstract. In present scenario renewable energy sources are crucial and they tak-
ing lead to supply power to the consumers. These renewable energy sourcesmostly
generate dc power,which are to be converted into alternating supply for consumer’s
use. So there is an impelling need of inverter to convert direct current supply into
alternating supply. These inverters are classified into numerous types and depend-
ing upon application, the type of inverter is used. In general, a normal inverter will
produce square wave output where as a multi-level Inverter will produce staircase
waveform which is nearer to sinusoidal. By the level upgrading, the output wave-
form is very near to the pure sine nature. In this paper, a comparative analysis
between the basic Sine PWM and advanced Third Harmonic Injection method for
a three level Neutral Point Clamped Inverter (NPC).

Keywords: Neutral Point Clamped (NPC) Inverter · Pulse Width Modulation
(PWM) · Third Harmonic Injection PWM (THIPWM · Sine PWM (SPWM)

1 Introduction

The multilevel inverters have been highly penetrated into power industry due to their
remarkable features such as modularity, enhanced power quality, reactive power com-
pensation and need of fewer filters etc. The power and voltage rating of a MLI can be
increased by proper selection of configuration. The number of levels being increased
decreases the voltage strains on the devices, boosts the inverter’s ability to handle more
power, and considerably enhances the output power quality. Three general categories can
be used to classify multilevel inverters [1, 2]. They are the Neutral Point Clamped Mul-
tilevel Inverter (NPCMLI) or Diode Clamped Multilevel Inverter, the Flying Capacitor
Multilevel Inverter (FCMLI) and the Cascaded H-Bridge Multilevel Inverter. The three-
level Diode Clamped multilevel inverter (NPCMLI), which was suggested by Nabae,
Takahashi, and Akagi in 1981. By using the appropriate Pulse Modulation Techniques
(PWM), these converters’ output can be significantly altered [3].Conventionally, sinu-
soidal pulse width modulation (SPWM) [4] has been applied to regulate the inverter

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
P. Pareek et al. (Eds.): IC4S 2023, LNICST 537, pp. 86–95, 2024.
https://doi.org/10.1007/978-3-031-48891-7_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48891-7_7&domain=pdf
http://orcid.org/0000-0002-2723-2026
http://orcid.org/0000-0001-8099-4401
http://orcid.org/0000-0001-7321-6660
http://orcid.org/0000-0002-4414-4431
http://orcid.org/0000-0002-3307-4570
http://orcid.org/0000-0002-7840-3657
https://doi.org/10.1007/978-3-031-48891-7_7


Comparative Analysis of PWM Methods for Three Level Neutral 87

output voltage. Even though, the SPWM technique is simple to implement, its DC bus
utilization ratio is 79%. Further, space vector pulse width modulation (SVPWM) [5–
8] techniques are used to control the inverter which improved the DC bus utilization
by 15.5%. However, the implementation of SVPWM sophisticated digital controller to
perform various calculations.

In this paper, third harmonic injection pulse width modulation (THIPWM) in which
benchmark wave is a combination of sinusoidal signals with fundamental and third har-
monic frequency is used to control the three levelNPCMLI. Implementation ofTHIPWM
is simple and provides additional 15.5%DC bus utilization which is similar performance
that of SVPWM.

Sinusoidal Pulse Width Modulation (SPWM):
The sine wave is used as the reference wave and the high frequency triangle wave is
used as the carrier wave in the sinusoidal PWM approach.

Third Harmonic Injection Pulse Width Modulation (THIPWM):
The fundamental and third harmonic components of the sinusoidal signal are added to
create the reference wave in the Third Harmonic Injection PWM technique, and the high
frequency triangle wave is used as the carrier wave.

2 Sinusoidal PWM For Three-Level Inverter

The sinusoidal PWM for three-level NPC inverter shown in Fig. 1 is implemented on the
basis of unipolar switching scheme. Comparatively the implementation of sine PWM for
three-level inverter is little bit difficult to that of two-level inverter. The Table 1 describes
the operation of the sine PWM for three-level inverter. The carrier triangle wave has a
frequency of 1050 Hz and the benchmark sine wave has a frequency of 50 Hz. Compared
to the conventional MLIs, there are different configurations are been developed recently.
But the traditional converters aremore feasibility than these non-conventional converters
[9, 10] (Fig. 1).

Fig. 1. Three Level NPC Inverter [11]
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Table 1. Operation Cycle of the Three-Level Neutral Point Clamped Inverter.

Output Voltage
Vao (V)

Switch States

Sa1 Sa2 Sa1’ Sa2’

Vao = + Vd/2 1 1 0 0

Vao = 0 0 1 1 0

Vao = –Vd/2 0 0 1 1

There are two circumstances. The switches are provided with switching pulses based
on these circumstances. First, the sinusoidal wave magnitude must be more than zero,
and second, it must be greater than the triangular wave magnitude. The two switches Sa1
and Sa2 are turned ON if the two requirements are met. The switches Sa2 and Sa1’ turn
ON if any one of the conditions is broken. The two switches Sa1’ and Sa2’ are switched
ON if none of the conditions are met.

Assume Vr > 0; Vr > Vc; as conditions A and B then for switch Sa1(A AND B),
Sa2 (A OR B), Sa3 (A NAND B), and Sa4 (A NOR B) are the appropriate logic. The
logic for switches Sa1 and Sa2 are implemented and their inverse is applied to switches
Sa3 and Sa4 respectively. The individual Switching scheme for each switch is shown in
Table 2.

Table 2. Three Level NPC Inverter with Sine PWM

Vr > 0
(A)

Vr > Vc
(B)

Sa1
(A AND B)

Sa2
(A OR B)

Sa1’
(A NAND B)

Sa2’
(A NOR B)

Output
Voltage (V)

0 0 0 0 1 1 −Vdc

0 1 0 1 1 0 0

1 0 0 1 1 0 0

1 1 1 1 0 0 + Vdc

Vr - Voltage magnitude Reference Signal
Vc - Voltage magnitude Carrier Signal

In this work, the analysis is made for NPC inverter with and without filters at the
output AC side. So it is noticed that, Fig. 2 indicates a 3-level NPC Inverter without filter
and the Fig. 3 indicates a 3-level NPC Inverter with filter circuit.

The selected filter is an L-C filter with the following values: L = 21 mH; C = 470
uF. Figures 8, 9 and 10, respectively, display the line-to-line output voltages for the
three-level NPC inverter of sine PWM without and with filters. The aforementioned
circuits were successfully simulated in the MATLAB-SIMULINK software. Using the
POWERGUI tool inMATLAB-SIMULINK, FFT analysis is performed to determine the
harmonics. The individual harmonics along total harmonic distortion for 3-Level NPC
inverter without and with filters are shown in Fig. 4 and Fig. 5 respectively.
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Fig. 2. Diagram of a three-level NPC inverter in SIMULINK without a filter

Fig. 3. Schematic of Three level NPC inverter with filter in SIMULINK
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Fig. 4. Voltages across lines of a three-level NPC inverter using sinusoidal PWM and no filter

Fig. 5. THD of output line voltage of 3-level NPC inverter with SPWM and without filter

Fig. 6. Three-Level NPC inverter line to line voltages with sinusoidal PWM and filter
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Fig. 7. THD of the 3-level NPC inverter’s output line voltage while using SPWM and a filter

3 Third Harmonic Injection PWMFor Three-Level Inverter

The THIPWM [12, 13] methodology, which is akin to the selective harmonic injection
method, uses a modified reference signal that includes a fundamental and third harmonic
component in addition to the sinusoidal reference signal, resulting in a 15.5% greater
voltage amplitude. As a result, THIPWM utilises the DC bus more effectively than
SPWM.

Fig. 8. Diagram of phase A third harmonic injection PWM in SIMULINK

While developing a PWM generation circuit for producing THIPWM pulses, ref-
erence signal is created by combining fundamental and third harmonic content of the
sinusoidal signal as shown Fig. 8. It is shown that f (u): sin-A and f (u): sin-A3 both is
combined to generate the reference signal and the remaining pulse generation process is
same as that of sinusoidal PWM generation circuit.The generated THIPWM pulses are
given to the 3-Level NPC inverter without/with filter circuits as shown in Fig. 6 and 7.
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The obtained line to line voltages for 3-level NPC inverter of THIPWMwithout and with
filters are shown in Fig. 10 and Fig. 11 respectively. Similarly as in case of SPWM, here
also harmonic calculation is made by performing FFT analysis and it is shown in Fig. 9
and Fig. 10 for 3-level NPC inverter of THIPWM without and with filter respectively.

Fig. 9. Voltages across lines of a 3-level NPC inverter with THIPWM and without a filter

Fig. 10. THD of line voltage of 3-level NPC inverter with THIPWM and without filter

3.1 Comparison Between Sine PWM and THIPWM

FromTable 3 it is observed that, the third harmonic injection PWM [14] not only reduces
the amount of voltageTHD, but also reduces the usage of inputDCvoltage. It can produce
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Fig. 11. FFT analysis of line voltage of 3-level NPC inverter with THIPWM and with filter

Table 3. Comparisons between Modulation Techniques

Parameter Sinusoidal PWM THIPWM

DC I/P Output line voltage Voltage
% THD

DC
I/P

O/P Voltage
% THD

Line voltage without filter 620 420 44.32 510 428 40.11

Line voltage with filter 620 408 10.29 510 415 4.43

nearly same output Line Voltage of 415 V even if 15.5% input voltage is not available as
compared with sinusoidal PWM. It is noticed that, the simulation process is conducted
at modulation index of 0.75. The power quality [15–19] is mainly improved with the
reduction of total harmonic distortion.

4 Conclusion

The three-level Neutral Point Clamped inverter is simulated in MATLAB-SIMULINK
utilising sinusoidal PWMand third harmonic injection techniques. Third harmonic injec-
tion PWM has been shown to lower an SPWM’s output THD from 44.32% to 40.11%.
Additionally, the THIPWM approach is lowering the output voltage THD for the same
inverter with filter from 10.29% to 4.43%. Finally, it is clear from the data that the
THIPWM approach reduces overall harmonic distortion while also making appropriate
use of the DC input voltage.
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Abstract. Improper disposal of single use plastic bottles leads to many prob-
lems including danger to marine life and land pollution. Burning of plastic in turn
releases dioxins and polychloride biphenyls. They are very harmful if inhaled and
are threat to vegetation too. Manual sorting of plastic bottles and safe disposal
is not an easy task. A lot of recycling initiatives use manual sorting for plastic
recycling, which depends on plant staff visually identifying and selecting plastic
bottles as they move along the conveyor belt. Automatic sorting of plastic bot-
tles has advantage of non-intrusive sorting, speed, consistency, cost effectiveness
in long run and even prevents health hazards to workers working in recycling
environment. As a result, it is imperative to replace human sorting systems with
intelligent automated systems. In this study, convolutional neural network archi-
tectures such as YOLOv5 and YOLOv8 were utilized to detect plastic bottles
in images. Despite YOLOv8 having more parameters and requiring more com-
putation time, it was found that YOLOv8 outperformed YOLOv5 in accurately
identifying plastic bottles in the images.

Keywords: CNN · Computer Vision · Plastic bottles · Yolo V5 and Yolo V8

1 Introduction

It is estimated that 2.5 million tons of CO2 is being released annually by improper water
bottle disposals. Approximately, 1.1 million ocean creatures die because of plastic pol-
lution caused by plastic water bottles. Beside this, many toxic gases like polychlorinated
biphenyls are released by burning plastic bottles [1]. Determining the amount of plastic
bottle waste is a big issue. Continuous usage of plastic bottles and no proper disposal
might lead to many disasters and disturbs the harmony of nature. Determining the plastic
bottles waste in public areas is an important area of research. In future, the cities may be
ranked based on plastic management. One of the solutions to find the solution is to use
computer vision models which are built using convolutional neural network (CNN) to
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find out the plastic bottle usage in an area. These models can be built on techniques like
Histogram of Oriented Gradients (HOG), Region-based Convolutional Neural Networks
(R-CNN), Faster R-CNN. The models used above gave less accuracy and performance
is not up to the mark in many cases.

The basic concept of this paper is to use some good object detection techniques for
uncovering plastic bottles in an given area. In this paper a we have used YOLOV5, V8 as
they are Single shot detection techniques to find the targe image with a better accuracy.
The output by using these techniques have bounding boxes along with probability of
classification. The reason for selecting these models is for its speed. They are one short
detection techniques. Means, the image is passed only once [3]. These features make
these models methodical and are better algorithms. On the other hand, region-based
CNN find the approximate region and recognizes the bounding box in a separate stage
but are more accurate. The YOLO has gone through five levels of major iterations.
Minimal requirement of data, simple architecture and easy implementation make these
architectures unique.

The paper is organized as follows. The related work is first reviewed. The architec-
tures are then described. The experimental outcomes are then emphasized. Finally, the
paper is concluded.

2 Related Work

Walden et al. [4] proposed a paper in which the plastic bottles are converted into hue, sat-
uration and (HSV). Filters are then applied alongwith binary thresholding. These images
are then converted into gray pixels. Blob analysis is then utilised to determine the number
of plastic bottles. Here, no CNN based approach is used and there is no way to increase
the accuracy of models. Dhokley et al. [5] proposed a similar method to detect plas-
tic waste and uses YOLO V3. But the proposed approach uses much advanced models.
Christopher et al. [6] proposed a paper “PET-Bottle-Recognizer” to detect Polyethylene-
Terephthalate Based- Bottles. This accuracy of the model is 85.70%. They have sued
mean average pooling to calculate the accuracy. Jungiu et al. [7] have come with an
approach based on improved yolo V3. The system extracts the features by using shuf-
ferNet network. The screening accuracy is around 91.3% provided the detection rate is
set at 26 frames per second. An approach proposed by keqiong et al. uses stochastic
configuration network and yolo v5 to detect the plastic bottles[8]. They have dataset is
generated using Hikvision MV CE050-30GM camera. Gilroy et al. [9] have performed
the detection of plastic bottles in river by using yolo V5 algorithm which is focused on
custom dataset. The model has an accuracy of 84%, a precision rate of 79.14%, and a
recall rate of 57.37% when deployed on raspberry pie.

Most of the researchers have used models like VGG 16, YOLO V3, YOLO V5 and
YOLOV5s and the accuracy of the models were around 85%. This paper uses the latest
version YOLO V5 and YOLO V8. Our model is tested on Plastic Bottles in the wild
Image Dataset from Kaggle.
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3 Architectures Used

This dataset has 8000 images out of which 70% is used for training, and 20% & 10%
for testing and validation respectively. The rationale behind this choice is to balance
the trade-off between having enough data for training, assessing model performance on
unseen data, and tuning hyperparameters. [10]. The model built is a binary classifier,
where we check for plastic bottle in an image. In this paper, we are using YOLO for
object detection. Earlier, Object detection was performed using sliding windowmethod.
Later more faster versions like, Region based Convolutional neural network(R-CNN)
[11], fast Region based convolutional neural network (Fast R-CNN) [12], faster region
based convolutional neural network (Faster R-CNN) [13]. In 2016, YOLO (you only
look once) were invented which outperformed all the previous pervious object detection
algorithms. In case of image classification, we just look if the object is present in an
image. But, in the case of object detection, we exactly look for object inside an image
using bounding boxes. This is referred to as object localization. In terms of a bounding
box, we have a vector of minimal elements [PC, BX, BY, BW, BH C1, C2]. Pc is the
probability of a given class, Bx, By is the center coordinate, and Bw and Bh are the width
and height of the bounding box, C1 and C2 are the class labels. If there is no object in
an image, the value of Pc is 0 and the rest of the values in the vectors do not have any
meaning. Here if we need to detect multiple objects, the vector size will be increased
accordingly. For example, if 10 objects need to be detected, then vector size will be 70.
In case of yolo algorithm, the image is divided into grids. There is no rule for dividing
the data into specific number of grids. If an image is divided into a 4× 4 grid, then each
grid is individually searched for the object based on the coordinates of center. And, if
each grid is represented by a vector of size 7, the image will have 4 × 4 × 7 volume
of information. So, the training attribute is images with grid and bounding boxes and
training labels would be a three-dimensional vector. While predicting for objects in an
image, the output would be 16 vectors in case of 4 × 4 grid.

Basic YOLO algorithm has some limitations, at first it can detect multiple bounding
rectangles for a given object. One approach to solve this issue is to select the bounding
box with highest probability. This approach works in case of single object detection. In
case of multiple object detection, another approach called Intersection over union might
work well. This method finds the rectangles with overlapping area

IOU = Intersect area

Union area
(1)

The Intersection over union (IOU) method is also known as Non max suppression.
The larger the value of IOU, the better the accuracy. In some cases, an object can be inside
another object, this scenario can be handled by concatenation of 2 vectors resulting in a
vector of size 14.

The first version of YOLO was released in year 2016 [14]. The concept of YOLO
was related to regression. It was able to predict images at 45 frames per second. The
similar version of yolo known as lighter YOLO could predict at a speed of 144 frames
per second but with lesser layers. The next version of YOLO as known as YOLO 2 was
able to input of different sizes and was able to balance between speed and accuracy
[15]. In 2018, YOLO V3 was released which was based on Darknet-53 architecture
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[16]. The YOLO versions up to three were proposed by Joe Redmon. Later version V4
was having features like Weighted-Residual-Connections (WRC) Cross Stage Partial
connections (CSP), Cross Mini-Batch Normalization (CmBN), Self-adversarial training
(SAT), Mish activation, Mosaic data augmentation, DropBlock regularization, CIoU
loss. Later YOLO V5 was released and was the first version from yolo which was
developed using Pytorch and removed the drawbacks of Darknet framework [17]. In
year 2023, YOLO v7 was released. The Extended Efficient Layer Aggregation Network
(E-ELAN) stands for the computing block in the YOLOv7 backbone [18]. By employing
“expand, shuffle, merge cardinality” to accomplish the capacity to constantly increase
the learning ability of the network without breaking the original gradient route, the
YOLOv7 E-ELAN architecture helps the model learn better. Both YOLO v5 and V8
architectures use CSPDarknet53 architecture and the detection accuracy is improved by
using anchor boxes.

The main advantage of YOLO v5 and YOLO v8 is their simplicity, single forward
pass, lightweight and opensource. In order to reduce detection of same object multiple
times, we use non-Maximum suppression technique. They use Adam and Mish as their
optimizer and activation function respectively. [19]. Yolo architectures suffer with accu-
rately localizing small objects. These are overcome using good resolution input images,
more data argumentation and adjusting the anchor boxes is done. Using these approaches
help to reduce false positive and false negative.

4 Experimental Results

Wehave ploted F1-Confidence curve, precisionRecall curve, precision confidence curve
and recal confindence curve to check the performance of the model. The relationship
between a binary classifier’s precision and recall as the decision threshold changes is
depicted graphically by the F1 confidence curve. The F1 score, which is the harmonic
mean of precision and recall, is plotted versus the confidence threshold. The trade-off
between recall and precision is depicted by the curve, which displays how the f1 score
changes as the confidence threshold is altered. The precision typically rises while the
recall falls as the threshold rises, and vice versa. For a certain classification task, the
f1 confidence curve can assist in determining the best threshold by balancing precision
and recall. A high F1 score means that the classifier is successfully striking a balance
between recall and precision. Using the f1 confidence curve,

An illustration of a binary classifier’s performance at various classification thresholds
is the precision-recall curve. The accuracy and recall values for various threshold values
are plotted, Precision is the proportion of true positives among all projected positives,
while recall is the proportion of true positives among all real positives. The precision-
recall curve can be used to visualize the trade-off between precision and recall at different
decision thresholds. A perfect classifier would provide a point in the top-right corner of
the curve with precision and recall both equal to 1.0. On the curve, a random classifier
would generate a straight line from (0,0) to (1,1). A decent classifier’s curve ought to be
as near the top-right as possible.A binary classifier’s recall as a function of the degree of
certainty or confidence in its predictions is shown graphically as the recall-confidence
curve. It displays a visualization of the recall values at various classifier confidence
levels.
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The recall-confidence curve can also be used to assess the effects of several feature
sets or hyperparameters on the performance of a single classifier or to compare the effec-
tiveness of various classifiers. In general, better performance of the classifier is indicated
by a higher recall value for a particular confidence level. It should be emphasized that
the recall-confidence curve cannot give a thorough assessment of a classifier’s effective-
ness because it only examines recall and ignores accuracy or other metrics. Additional
evaluation metrics, such as the precision-recall curve, F1 score, or area under the ROC
curve, must be considered in addition to the recall-confidence curve for a more full
assessment of the classifier’s performance. The curve makes determining the confidence
level at which a classifier performs well and the confidence level over which that per-
formance begins to decline easy. It enables the selection of the confidence level that
optimizes remembrance, which might be useful when the goal is to achieve high recall
at the expense of lower precision.

Fig. 1. F1 confidence curve for YOLO V8 (left). Precision Recall curve for YOLO V8 (Right)

Fig. 2. F1 confidence curve for YOLO V5 (left). Precision Recall curve for Yolo V5 (Right)
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Single-use plastic bottles come in various shapes, sizes, and materials. Some bottles
may have unique designs or labels that differ significantly from the original training
data. This problem can be reduced to an extent by using multiple data argumentation
techniques.

As we can see above Fig. 1 and 2, the mAp value of models build using YOLO
V5 and V8 stands at 0.252 and 0.46 respectively. Similarly, F1 score of both models
stands 0.56 and 0.36. The same is displayed in the below table. Yolo V5 was run for 40
epochs and Yolo V8 was run for 25 epochs. Overfitting was observed after increasing
the number of epochs. The images were resized to 416× 416 and the batch size was 16
in both environments.

The experiment was performed on machine with NVIDIA QuADro GV100 having
5120 CUDA cores and 640 Tensor cores (Table 1).

Table 1. Mean average precision and F1 score of Yolo V5 and YOLO V8

mAP@ 0.5 F1 Score

Yolo V5 0.252 0.36

Yolo V8 0.46 0.56

The above performance comes with a price. YOLOV5 uses 10.6 Million parameters
and YOLO V8 uses 61.3 M parameters. Figure 3 shows the sample identification of
plastic bottles in different settings. Bounding boxes can be seen around the plastic bottles
and displays the probability of the object to be a single use plastic bottle. The accuracy
lies around 0.3 to 0.6 most of the time.

Fig. 3. Sample detection of plastic bottles by YOLO V5 and V8.
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5 Conclusion

Given the abundance of plastic bottle waste in the environment, it is easy to come across
scenes and photos of this trash. The main goal of this paper is to detect single-use plastic
bottles in each image by employing cutting-edge convolutional neural networks. The
dataset consists of 8000 images of pre-annotated single use plastic bottles collected
from publicly available sources. This paper contrasts the performance of models build
using YOLO v5 and v8 architectures to detect plastic bottles. It can be observed that
efficiency of model created using YOLO V8 has outperformed the model build using
YOLO V5. The models are validated using mean average precision and F1 score. Mean
average precision of YOLO V8 is 0.56. Whereas the F1 Score is approximately 0.36.
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Abstract. The escalating frequency of fatal crashes has led to an enhanced focus
on road safety, resulting in the creation of diverse driver assistance systems. Sev-
eral instances of these systems encompass active braking, lane departure warning,
cruise control, lane maintaining, and numerous additional examples. However,
the primary objective of this research is to examine the effectiveness and relia-
bility of a model predictive control (MPC) and a proportional integral derivative
(PID) control in executing lane keeping maneuvers within an autonomous vehi-
cle. In this paper, a custom controller for autonomous lane-changing maneuvers
is developed by utilizing the Model Predictive Control (MPC) and Proportional-
Integral-Derivative (PID) controllers. Different trajectory models are employed to
assess the overall effectiveness of the designed model, showcasing its superiority
over existing models.

Keywords: Autonomous car · Trajectory models · MPC · PID · Model
Prediction

1 Introduction

Autonomous vehicle is one of key technological advancement to keep the road safe and
decrease the number of fatal accidents [1]. Apart from than, most of the modern cars
come with Advance Driving Assistance System (ADAS) to help the driver in the road.
The main functions for these kinds of systems are autonomous breaking, lane keeping
assist, object detection, lane departure warning and so on. In this project, a custom
controller have designed to keep the car in the lane [2]. At first, Kinematic Bicycle
model is discussed which is used to design the MPC controller.
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While designing the MPC controller, as inputs, this method considers the current
condition of the vehicle, including its position, velocity, and heading, as well as the
positions of surrounding vehicles [3]. System dynamic is also taken into consideration
to fulfill the control objective. Different trajectory models are generated to observe
the models and checking the outputs with the pre-existing models [4]. The results are
analyzed with reference trajectory, straight and curve trajectory for different attributes.

The paper is divided into five sections. In Sect. 2, the paper describes earlier fun-
damental research concepts. Section 3 describes the proposed methodology and exper-
imental setup. Section 4 analyzes the results, and Sect. 5 discusses potential future
applications.

2 Literature Review

In the research of Trajectory Tracking Control using MPC Controller for of Quadcopter
[5], G. Ganga and co-author Meher Madhu Dharmana constructed a quadcopter by
utilising the dynamic equation in 2017. They proceeded to devise a linear Model Predic-
tive controller and a Proportional-Integral-Derivative controller to address the issue of
trajectory tracking for the quadcopter. The findings of this study demonstrate the superi-
ority of the Linear Model Predictive controller over the Proportional-Integral-Derivative
controller in the context of design objectives.

In a paper Hengyang Wang, Biao Liu, Xianyao Ping, and Quan worked on
Autonomous Vehicles Path Tracking Control Based on an Improved Model Predictive
Controller. They proposed an enhancedMPC controller that incorporates fuzzy adaptive
weight control. The objective of their study is to address the challenge of lane tracking in
autonomous vehicles. The fuzzy adaptive control algorithm is employed to implement
this controller, which primarily involves the cost function by dynamically increasing the
weight in the classical model predictive control (MPC) approach.

In 2020 Shuping Chen, Huiyan Chen, and Dan Negrut worked on the study of
Path Tracking for Autonomous Vehicles with the Implementation of Model Predictive
Control Incorporating Three Vehicle Dynamics Models with Varying Fidelities. They
proposed the practical application of path tracking for autonomous vehicles. In the study
conducted by [7], an MPC controller was developed utilising three distinct models: an
8-DOF model, the bicycle model, and a 14-DOF model. The reference paths employed
in the experiment consisted of a straight line and a circular trajectory. The researchers
also conducted a comparative analysis of the performances exhibited by various models.

Ak Nuhel, MM Sazid and MNM Bhuiyan designed a level 5 autonomous car using
machine learning, deep learning and CNN [8]. Apart from that, MPC controller is used
to design the path of the car using different trajectory analysis. An overview of vehicle
safety was also discussed.

In the paper, Eugenio Alcalá, Vicenç Puig, and Joseba Quevedo worked on “LPV-
MPC Control for Autonomous Vehicles” [9] in 2019. They addressed a trajectory track-
ing issue pertaining to autonomous vehicles. The approach employs a cascade control
strategy, wherein an external loop is utilised for position control through the implemen-
tation of a Learning Parameter Varying (LPV) Model Predictive Control (MPC) con-
troller. The distinction between the LPV-MPC controller and the Nonlinear (NL) MPC
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controller is demonstrated, and the superior performance of the LPV-MPC controller is
discussed.

3 Methodology

3.1 Vehicle Model

According to Limebeer and Massaro [10], the vehicle model serves as a fundamental
basis for investigating the features of vehicle control. Consequently, an accurate vehicle
model is crucial for developing a reliable and precise model of vehicle control. Both
the kinematic bicycle model and the dynamic bicycle model are analyzed in detail in
this research, for the purpose of implementing autonomous driving capabilities in our
vehicle. The utilization of models is imperative for conducting an in-depth analysis of
vehicles, particularly for the purpose of modeling the controller.

Kinematic Bicycle Model.
The motion of a bicycle can be conceptualized within the theoretical framework of the
Kinematic Bicycle Model.

Fig. 1. Kinematic Bicycle model

The studies by Rajamani and Zhang [2] show that the kinematic bicycle model is
commonly used in the study of vehicle features [11]. Figure 1 demonstrates the kinematic
bicycle model. There are four wheels total, two in the front and two in the back, however
in this model they function as one. The forward lumped wheel sits precisely in the
geometric center of the front axle, whereas the rear lumped wheel is centered on the
back axle. The kinematic model can be quantitatively expressed by Eqs. (1) through (5)
if it is assumed that the front wheel is the only part responsible for steering.

ẋ vcos(ψ + β), (1)

ẏ vsin(ψ + β), (2)

ψ̇
v

lr
(β), (3)



110 A. K. Nuhel et al.

v̇ a (4)

β arctan

(
lr

lf + lr
+ tan

(
δf

)))
(5)

The inertial frame’s center of mass is represented by the coordinates (X,Y), where
X and Y are variables. The direction of the self-driving car’s movement is indicated by
ψ and its velocity is marked by the variable v. Distances from the center of mass to the
front and rear wheels are represented by the lf and lr variables, respectively. The present
model incorporates acceleration (a) and the stecring angle (δ) as control inputs. In order
to simplify the analysis and facilitate practical application, it is common practice to
assume that the rear wheels of a vehicle have zero steering angle δr = 0, with the focus
being solely on the steering of the front wheel. The present kinematic model exhibits
a relatively elementary structure in comparison to alternative models that incorporate
additional physical factors such as aerodynamic drag, gravitational force, and frictional
resistance. The kinematic model can be identified with only two parameters, namely

(
lf

and lr), rendering it applicable for both longitudinal and lateral control purposes.

3.2 Controller Design

The controller utilizes Model Predictive Control (MPC) as its fundamental approach.
This method takes into account the present states of the vehicle, including its position,
velocity, and heading, as well as the positions of neighboring vehicles, as inputs [12].
The output of the MPC is a set of acceleration and steering angle values (Fig. 2).

Fig. 2. Stabilization via Model-Predictive Controlling High-Speed Autonomous Ground Vehicle

System Dynamics.
The study utilizes a nonlinear kinematic bicycle model to depict the characteristics of
vehicle dynamics [3]. The kinematics are rewritten here for completeness from Eq. 6 to
10:

ẋ = vcos(ψ + β) (6)

ẏ = vsin(ψ + β) (7)
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ψ̇ = v

lr
sin(β) (8)

v̇ = a (9)

β = tan−1
(

lr
lf + lr

tan(δ)

)
(10)

Cartesian coordinates (x, y) represent the location of the vehicle’s center of mass,
whereas the inertial heading ψ is the direction in which the vehicle is moving. The
variable v stands for the speed of the car, while the letter a stands for the acceleration felt
by the vehicle’s center of mass in the direction of the speed. Distances from the vehicle’s
center to the front and rear axles are denoted by the lf and lr variables. Both the front
wheel’s steering angle (δ) and the vehicle’s acceleration (a) are used as inputs for control.
The following mathematical representation captures the essence of the discrete-time
dynamical model derived by the Euler discretization method:

z(t + 1) = f (z(t), u(t)) (11)

where z = [
x y ψ v

]�
and u = [

a δ
]�

(12) for time t.

Control Objective.
The principal goal of the control system is to effectively integrate into the designated
lane, while concurrently avoiding any potential collisions with other vehicles. We have a
predilection for changing lanes at a prior intersection. Enhanced driving comfort is typi-
cally associatedwith a preference for smooth accelerations and steering.Thepresentation
of the objective function formulation is as follows:

(12)

(13)

(14)

(15)

(16)
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(17)

The temporal value of l is determined by the data collected at time t, and is denoted
by the symbol (l|t). The latitude coordinate of the road’s terminus is represented by
the symbol xend. The ego vehicle’s distance norm to the target lane at time l is denoted
by D(l|t). The symbol vref refers to the reference velocity. The regularization of each
penalty is accomplished by employing λdiv, λv, λδ, λa, λ�δ , and λ�a„ correspondingly.
The timely lane change is incentivized through the utilization of a dynamic weight,
denoted as λdiv„ which is expressed as a convex function. Specifically, λdiv is represented
as ‖ 1

xend −x‖. The aforementioned expression denoted by (12) serves to penalize the
deviation of the car’s center from the vertical midpoint of the designated lane. The
expressions denoted by (14) and (15) serve to impose a penalty on the exertion of
control in relation to the steering angle and acceleration, respectively. To improve ride
quality, the steering rate and disturbance is impacted by the equations labelled as (12)
and (12), respectively.

Transitional Model Predictive based Controlling for Lane Changing.
To avoid rear-end crashes during overtaking maneuvers, autonomous trajectory path
tracking using Model Predictive Control is implemented [14]. In Fig. 4 we see a model
of the control architecture used by the autonomous vehicle. For making a lane change,
the major focus for designing trajectories is to reduce the amount of yaw acceleration
the vehicle experiences. The constraints pertaining to the dynamics of vehicles and the
boundaries of the roadside are articulated as limitations within a set of convex opti-
mization problems. The acquisition of reference positions and velocities is achieved
through the utilization of a convex optimization algorithm. Model Predictive Control
(MPC) controllers, like the one seen in Fig. 4, make use of mathematical models of
autonomous cars to anticipate how the system would evolve in the future. This method-
ology is employed to enhance future vehicle performance and minimize the discrepancy
between the planned trajectory route and the actual route (Fig. 3).

Fig. 3. Architecture for the management of systems in autonomous vehicles.
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Fig. 4. The Lateral Control configuration of the proposed model

PID Controller
The study presents a PID controller that is specifically designed to ensure that the vehicle
adheres to a desired yaw rate [13], ψ̇ , while simultaneously minimizing the sideslip,
β. Equation (18) pertains to the pid control law. This consists of Kp, Ki, and Kd , the
proportional, integral, and derivative gains, respectively. These three parts work together
to form the Gc block of the controller transfer function.

Gc = Kp + Ki

s
+ Kds (18)

Kp,Ki and Kd values were obtained using the built-in tuning tool in MATLAB
SIMULINK and was imported in coding script., as presented in Table 1. In order to
evaluate the efficacy and purpose of control techniques during vehicular maneuvers,
distinct control parameters are established for each test velocity to enhance the system’s
response.

Table 1. PID Tuning Parameters

Control Parameters Speed

Slow 30 km/h High 80 km/h

Kd 3 0.03

Kp 7 0.81

Ki 5 8.10

3.3 Development of Trajectory Generator and Tracking Controller

The development of a trajectory tracking controller is a crucial area of research in the field
of control systems. This controller aims to enable precise tracking of desired trajectories
by a dynamic system. By utilizing advanced control algorithms and sensor feedback, the
trajectory tracking controller enhances the system’s ability to follow predefined paths
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accurately, facilitating applications in various domains such as robotics, autonomous
vehicles, and aerospace. Prediction Model Development employs a nonlinear dynamic
system that takes into account the output:

ξ̇ (t) = f (ξ(t), μ(t)) (19)

η(t) = h(ξ(t), μ(t)) (20)

The following expression includes the state transition function f(.,.), a state variable
ξ (t)with n dimensions, a control variableμ(t)withm dimensions, and an output variable
η(t) with p dimensions.

Convert the continuous systems of Eqs. (17) and (18) into a linear time-varying
system.

ξ(k + 1) = Ak,tξ(k) + Bk,tμ(t) + dk,t (21)

η(t) = Ck,tξ(k) + Dk,tμ(t) + ek,t (22)

Taking into account the following presumptions:

(23)

(24)

(25)

(26)

(27)

(28)

The symbol 0m×n represents a zero matrix with dimensions m× n, while Im denotes
an identity matrix with dimensions m.

When designing the trajectory tracking controller, it is imperative to take into account
the constraints imposed by the vehicle dynamics.

3.4 The Constraint of Sideslip Angle at the Mass Center

Significant changes in driving stability can occur when the mass center’s sideslip angle β

is outside the linear range of the lateral force, necessitating the imposition of constraints.
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The mass center slip angle’s constraint range is commonly represented by the arctangent
function.

−arctan(0.02μg) ≤ β ≤ arctan(0.02μg) (29)

The Constraint of Lateral Acceleration
The amount of grip provided by a car’s tires on the road has a direct impact on the
vehicle’s performance. The presence of different coefficients of adhesion on the road
results in the generation of distinct longitudinal and lateral forces that are applied to the
Tire by the ground. This research establishes a connection between forward velocity,
sideways velocity, and road adhesiveness, highlighting the presence of inequality in this
relationship. The inequality of the given expression is as follows.

√
a2x + a2y ≤ μg (30)

can be presented, where the acceleration along the longitudinal axis is denoted by ax and
the acceleration perpendicular to it is denoted by ay. The longitudinal velocity of the
vehicle showed almost no variation during a relatively short time period. It is reasonable
to hypothesize that the vehicle maintains a constant longitudinal speed. As a result,
Eq. (30) can be simplified in the subsequent manner.

∣∣ay∣∣ ≤ μg (31)

The inability to accurately calculate can be ascribed to the constraint conditions
being either overly inclusive or overly restrictive, depending on the specific road adhesion
circumstances.A relaxation coefficient is included in to provide the adaptivemodification
of constraint conditions in response to the solution scenario of each control iteration,
making the restriction on lateral acceleration a flexible constraint. This inequality holds
for every value of the lateral acceleration

∣∣ay∣∣ ≤ μg:

ay,min − ε ≤ ay ≤ ay,max + ε. (32)

The maximum and minimum lateral accelerations, ay,max and ay,min, are shown
below, where ε stands for the relaxation factor.

3.5 Experimental Setup

The experiment was set up in simulation using the command prompt ofWindows version
11 to execute the main file and a support file for backing up library functions. Python
version 3.7, along with NumPy and Matplotlib libraries, was utilized for the process,
while separate animation scripts were incorporated for visualizations. The experiment
involved constants related to an autonomous vehicle and model parameters, which are
detailed in Table 2, allowing researchers and engineers to analyze their impact on the
vehicle’s behavior and the model’s performance.
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Table 2. Dimensions of the car model and other environmental attributes

Parameters Values

Mass (m) 1500 g

Mass moment of inertia (Iz) 3000 g

Front wheel cornering stiffness (Caf) 19000 N/m

Back wheel cornering stiffness (Car) 33000 N/m

The gap between the front wheel and the mass (Lf) 2 c.m

The gap between the back wheel and the mass (Lr) 3 c.m

Sampling time (Ts) 0.02 s

Lane width 7 m

Number of lanes 5

Reference Trajectory frequency 0.01 Hz

4 Results Analysis

The author of the study devised three distinct trajectory models to assess the efficacy
and performance of the overall system under investigation (Fig. 5). These systems were
meticulously engineered and implemented to evaluate different aspects and functional-
ities of the overarching system. The accompanying visual aids, presented below, depict
specific instances where a car adeptly tracks and follows its designated reference trajec-
tory. In these illustrations, the reference trajectory is represented by the blue color, while
the actual position of the vehicle is denoted by the red color. These visual representations
vividly showcase the successful execution of the implemented control algorithms and
highlight the capability of the system to accurately adhere to the desired trajectory while
maintaining the desired position).

The front wheel demonstrated smoothmovement and effectively adjusted its position
to accommodate both positive and negative slopes as required by the system, effectively
avoiding overshooting. When analyzing the hybrid parabola scenario, a minor delay was
observed during the initial response, and the front wheel exhibited aggressive behavior.
This behavior can be attributed to the fact that, initially, the vehicle was oriented in the
x-direction with a yaw angle of 0 radians, while the reference yaw angle was set to
0.5 radians at time 0 s. Consequently, there was a noticeable deviation in tracking the
predetermined setpoint. As the vehicle gradually aligned itself with the desired setpoint,
its velocity decreased, leading to a more consistent speed. Additionally, it was noted that
the steering wheel angle reached its maximum limit of pi/6 radians during this specific
instance (showcases in Fig. 6).

From the analysis presented in Fig. 7, it becomes evident that the controller’s per-
formance deteriorates when operating at higher frequencies. This degradation can be
attributed to the fact that the car’s longitudinal velocity remains unchanged, leaving
insufficient time for the system to stabilize, despite the amplitude of the input signal not
being significantly marginal. To overcome this limitation, the longitudinal velocity was
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(a) Car following reference trajectory in a straight line

(b) Car following reference trajectory in a curvy line

(c) Car following reference trajectory in a hybrid (Mixed trajectory of sinusoidal and 

parabolic) line

Fig. 5. Car’s attributes in following difference reference trajectories

subsequently adjusted to a value of 20 m/s. Particularly, the experiments show that the
vehicle can successfully follow a reference input’s optimally trajectory. Moving on to
Fig. 8, we observe the output pertaining to variations in higher weight matrices within
the cost function for both state and final horizon period outputs. The outcomes reveal
a proportional relationship between the weight values and the minimization of specific
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Fig. 6. Different attributes of car at following curvy line trajectory

Fig. 7. Model attributes at frequency 0.01 Hz

errors associated with either the yaw reference angles or the vehicle’s position. Conse-
quently, the error in the yaw angle significantly diminishes in comparison to the larger
positional error, thereby validating the efficacy of the approach.

According to the findings presented in Fig. 9, the incorporation of the Proportional-
Integral-Derivative (PID) controller resulted in observable oscillation in both the steering
wheel and yaw reference angle. This phenomenon arises due to the fact that the PID
controller solely considers errors within a single sampling time and lacks the ability to
take into account the entire time horizon, unlike the Model Predictive Control (MPC)
controller. Therefore, the task of fully mitigating overshooting becomes a challenging
attempt for the PID controller. On the other hand, due to the MPC controller’s ability
to make more informed decisions by utilising future predictions derived from the sys-
tem model, the oscillations and error reduction achieved are significantly smoother in
comparison to those obtained with the PID controller.

Furthermore, to assess the overall effectiveness of the proposed model, three dis-
tinct trajectories were formulated. Among these trajectories, only the exponential and
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Fig. 8. Outputs concerning changing in the weight matrices by breaking the identity law (by
prioritizing Yaw angle error)

Fig. 9. Output concerning PID controller.

cubic polynomials were considered, and their corresponding outcomes are depicted in
Figs. 10 and 11. The results exhibit a satisfactory tracking performance characterized
by consistent and accurate adherence to the prescribed reference setpoints, while main-
taining a desirable level of smoothness. It is worth noting that the vehicle’s initial course
angle is set to zero, whereas the initial course angle of the reference trajectory exceeds
zero. Consequently, the vehicle demonstrates the ability to adjust its direction during
this phase. This modification enables accurate monitoring of the reference trajectory,
thereby improving both the resilience and precision. As the vehicle’s speed increases
and the adhesion coefficient of the road surface reduces, the aforementioned simulation
findings show that noticeable deviations from the desired trajectory are noticed when
using double-shifting. Moreover, such deviations may give rise to hazardous situations
where the vehicle loses control over its direction.
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Fig. 10. Results pertaining exponential route

Fig. 11. Results pertaining cubic polynomial route

5 Conclusion

The paper uses a MPC controller to track the path of any cars. It can be used in ADAS or
Autonomous cars for keeping the vehicle in lane. For the modern safety requirements,
it important have ADAS in every modern vehicle [14]. This MPC controller can meet
one of the key features in ADAS system. The paper analysis the different trajectory
of the car using the custom made MPC controller and shows how it is better than
pre-existing controller such as PID controller. The vehicle movement and speed also
taken into consideration while doing the maneuvers so that the cars can keep their lane.
Using the MPC controller, Computer vision and Deep learning, more advance ADAS or
Autonomous Vehicle can be designed for which will make our roads safer.
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Abstract. MANET (Ad-Hoc Mobile Network) is a systematic aggregation of
identical types and varieties of nodes. These nodes are dynamically created as
desirable and capable of communicating, barring a primary infrastructure-based
system. As these nodes connect devices such as mobiles, tablets, etc., they can
develop a range of provider deliverywith an appreciation for network performance.
Network traffic is an essential assignment in the ad-hoc mobile area network.
Route agreements efficiently enhance carrier exceptionality in better access, partial
delivery of packets, and minimal storage delays. The predominant motive of this
analysis is to evaluate the legal method concerning the parameters of the various
quality of service enhancement services. The simulation outcomes affirm that the
proposed scenario affords a better dimension of the exceptional testing of the
compliance offerings at MANET.

Keywords: MANET · AODV · DSR ·MP-OLSR · NS-2 · Routing Protocols

1 Introduction

Thewell-known problems associated with wireless andmobile communications, such as
bandwidth maximizing efficiency, strength control, and enhancing transmission quality,
are carried over by mobile ad hoc networks (MANET). The multi-hop nature and lack
of installed infrastructure have given rise to new research concerns such as ad hoc
addressing, self-routing, configurations advertising, discovery, and preservation. Mobile
ad hoc network architecture is very uncertain and dynamic. The nodes’ distribution and
ability to self-organize also have a significant impact. Except for a consistent architecture,
MANET is a dynamic environment where numerous nodes may be freely distributed
and connected to other nodes. Figure 1’s representation of the basic architecture of a
mobile ad-hoc network illustrates how various networking elements, such as a server,
access point, GPS satellite, etc., interact with one another.
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Fig. 1. Architecture of MANET

InMANET, themotive of this routing protocol is to decide how the nodes themselves
determine how they can locate, connect, and transmit packets to different nodes [1].
These route strategies are divided primarily into functional and hybrid contracts. Active
protocols preserve all the viable pathways between all current nodes equally. In inactive
protocols, only the contact nodes related to the assisting nodes have required to switch
packets. Hybrid Agreements comprise negotiating strategies to discover an excellent
way to change packets to an ad-hoc cellular network. In MANET, nodes can regularly
alternate locations with complete instructions to produce specific route issues [2]. The
most challenging problem is finding an efficient way between two nodes with multiple
hops in the network based on the quality of service parameters for proactive and reactive
protocols such as throughput and partial delivery packages by altering the MANET’s
network load and dimension [3]. Figure 2 shows the essential characteristics of a mobile
ad-hoc network.

2 Literature Survey

When more extensive networks are taken into consideration, tests on the Network Simu-
lator (NS-2) have demonstrated that the Dynamic Source Routing protocol (DSR) is only
slightly less efficient than the Ad-hoc On-demand Distance Vector (AODV). However,
since AODV affects several networking websites, it is more prone to assault than DSR
[4]. Additionally, it has been shown that the (DSR) increases the overall performance
of vehicular ad hoc networks (VANET) in comparison to AODV protocols in terms of
high power consumption, low packet loss, increased delivery rate, and decreased latency
even in awide variety of vehicular networks. However, primarily based on the simulation
results of NS-2, it examines four quality parameters, end delays, termination, packet loss,
and energy consumption [5]. The DSR agreements with the AODV under egocentric and
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Fig. 2. Characteristics of MANET

dark attacks additionally produced comprehensive tests and outcomes that showed DSR
used to be more affected by egocentric node attacks than AODV.

On the other hand, DSR performed better than AODV under black hole attacks.
Depending on the individual parameters, such as widespread packing and installation,
AODV has higher performance and much less packet delay than the more significant
packet delay in DSR [6]. Similarly to other parameters like energy consumption per byte
under the attack of egocentric nodes, DSR consumes less energy than AODV. However,
the DSR consumes more energy under the black hole attack than the AODV. In short,
each DSR and AODV technique is affected by this attack, and performance varies under
different parameters [7]. Also, selecting the proper routes according to the network
finally impacts the implementation of this network in secure and efficient ways.

In contrast, the protocol (MP-OLSR) hybrid segment was analyzed higher than
AODV and DSR. However, its performance will affect trade with an exclusive com-
munity and variability in mobility [8]. Due to its potential to keep a connection through
periodic information exchange, AODV performance is most desirable to DSR. AODV
demonstrates its most influential and overall performance under greater mobility than
DSR for real-time functions. To check product accuracy using the Analysis of Variance
check (1-way ANOVA), AODV indicates better route overall performance (security and
power optimization) than the preferred routing method, DSR [9]. AODV ensures an
excessive packet delivery ratio (PDR) and several installations. During the simulation
experiments in the MATLAB 2018a simulator, many amendments to network topology
extend the computational complexity of current MP-OLSR routing processes as calcu-
lating new routes becomes more complicated [10]. With its extensive range of nodes and
network statistics, DSR exceeds AODV in terms of performance, PDR, and packet loss
ratio using the Netsim 10.2 simulator.

The Riverbed SimulatorModeler examinedAODV,MP-OLSR, andDSR. Regarding
E2E delays, records lowered and surpassed, and theMP-OLSR protocol fared better than
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the other agreements, AODV and DSR [11]. Analyze performance for all performance
metrics utilizingRiverbed SimulatorModeler, AODV,DSR,OLSR, andGRP. In terms of
stop delays, termination, and packet disposal, it has been shown that the OLSR protocol
performs better than the other three agreements (AODV, GRP, and DSR) [12]. It has
already been proven that when we amplify the wide-area network of nodes in the MP-
OLSR protocol network technique phase, there are more significant delays than other
AOMDVtechniques andAOMDVwork for thewider community. To analyze the number
of processes of the range of routes, the authors reviewed each of the following guidelines
with an exceptional feature, and the onlyway to decide the route is tomake themdifferent
[13]. Table 1 compares the many sorts of work done by scholars on various platforms.

Table 1. Summary of current studies and applications that is pertinent.

Study Approach and Application Findings

Parissidis, [14] Quantitative comparison of routing protocols Node Density

Yang J, [15] Particle swarm optimization Energy consumption

Alturfi, [16] Performance of heterogeneous nodes Optimize N/W Load

J. Deepika, [17] Energy Efficient Routing Power optimization

Mohapatra, S., [18] Routing strategic approach NS-2 Simulation

L, Yun-kyung, [19] Correlation Analysis of Performance Metrics NS and QualNet 5.0

Abdulleh,M., [20] Performance Analysis of Protocol N/W Size and Density

Sharma, A., [21] QoS improving methods Overhead minimization

Jiazi Yi, [22] Hybrid Protocol routing technique Scalability and Security

A Mouiz [23] Performance evaluation in MANET Energy conservation

3 Methodology

This literature assessment is accomplished on separate route contracts at MANET. We
took the other three routing processes, DSR, AODV, and MP-OLSR protocol, and dis-
cussed the overall performance and the impact on various ever-changing performance
parameters. A DSR is a required protocol that uses an activation mechanism. AODV
is a wonderful mechanism by which it finds a route wherever it is needed, and finally,
MP-OLSR is a hybrid multipath routing protocol [18]. It combines repetitive and inter-
mittent material to hold network topology. The performance of the routing protocols is
measured based on the measurement of the navigation network, and the result validates
the feasibility of the routing protocol. The proposed quality of service simulation mode
has extraordinary parameters for evaluating and comparing the performances of DSR,
AODV, and MP-OLSR through NS2 simulations. Instead of maximizing the interpre-
tation of one family of protocols, our focus is on demonstrating the various behaviors
of multiple families of protocols. They are classified as efficient, effective, and hybrid
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approaches. A comparative evaluation of thesemethods provided an overall performance
evaluation of various route problems. This literature learns about objectives to advance
a high-quality regulation enforcement framework with multiple parameters to improve
the quality of services at MANET [19].

4 Routing Protocol in MANET

4.1 Routing Protocol Classification

InMANET, Fig. 3 displays several routing protocols used in routing. Proactive, reactive,
and hybrid systems are the three categories of routing protocols. The MANET routing
protocols are intended to support many nodes with few resources. In routing systems, the
disappearance and reappearance of nodes at various places is a serious issue. Message
routing overhead must be reduced despite the growing number of mobile nodes. As the
size of the routing protocol may affect the control packets transmitted inside the network,
it is also crucial to keep the routing table small. Although they choose the fastest route
to the goal, routing protocols are categorized depending on how and when routes are
identified.

Fig. 3. Classification of routing protocol in MANET

4.2 Proactive Routing Protocols

A proactive routing system employs link-state routing algorithms that often saturate
nearby connectionswith data. Theproactive routing systempreserves andmaintains rout-
ing information by commuting control packets with their neighbors. Proactive routing
techniques include DSDV, WRP, and OLSR [19].
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4.3 Reactive Routing Protocols

Reactive routing approaches need to have the overheads that proactive routing strategies
have. It uses a distance-vector routing method and builds a route only when a receiving
node requests it, initiating the route discovery process. Only a handful of the reactive
routing protocols available in MANET include DSR, AODV, TORA, and LMR [20].

4.4 Hybrid Protocol

It uses both proactive and reactive routing strategies. Several hybrid routing proto-
cols include ZRP, BGP, and EIGRP. In this paper, we compare the effectiveness of
the MANET DSR, AODV, and MP-OLSR routing protocols using a variety of factors.

4.5 DSR Protocol

When a data packet travels from the source to a location to discover the source route,
the device’s address between the source and destination ought to be accrued through the
vicinity of the route it splits to pass the packets. It can result in excessive throughput of
IPV6 address types. To avoid using the source route, a new protocol known as Dynamic
Source Routing (DSR) has been developed, which no longer depends on the routing
table for each central device. However, instead, it defines a flow-id alternative that a
permit packet has transferred to a hop-by-hop base. Its much-needed feature prevents
the package from overloading by control packs by deleting periodic beacon messages
(Hello messages), which is required in any other case. On the other hand, like all other
procedures, it has drawbacks. It does not restore a damaged link due to a route correction
method. Also, connection setup extends greater than table-driven protocols. Its overall
performance decreases unexpectedly with increasing nodes.

4.6 AODV Protocol

Ad hoc on Demand Vector (AODV) is a routing protocol in MANET. It is an on-demand
protocol that does not depend on pre-maintained routes but builds their preferred routes
depending on needs. The protocol has been designed to overcome the impairment trou-
bles of the DSR protocol, with many nodes inside the source and destination [21]. Also,
it overcomes some barriers of the DSR protocol, i.e., it has a couple of packet transfer
routes between the source and your destination, which requires the preservation of mul-
tiple router tables. Two other counters have been saved in AODV protocols and route
tables, which assist in determining the updated route between the source and destination.

4.7 MP-OLSR Protocol

The MP-OLSR, or Multipath Optimized Link Source Routing Protocol for MANET, is
a hybrid protocol that uses the Dijkstra algorithm to achieve multiple travel packages;
its identity suggests this protocol to alternate information except going via a single
primary channel [22]. It affords dynamic route tables as per the need to produce transfer
information packets in various feasible ways. Apart from this, some critical aspects of
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this protocol work inexpensively as route restorationmethods and discover limitations in
the proposed loop [23]. Sometimes it needs to be more adequate to estimate information
loading in distinct approaches due to the selected algorithm (Round Robin). Also, a
pre-determined amount is provided for the duly carried out cost when a network does
not comply with the conditions.

5 Study Matrix

Some essential overall performance matrices can be explored:

5.1 Packet Delivery Ratio (PDR)

It allows the percentage-based disclosure of a protocol’s capacity to transmit all emitted
data. By dividing the number of packets sent by the source node SNp by the total
number of packets received by the destination node DNp, Eq. (1) calculates the number
of packets lost. Higher PDR values indicate better performance. PDR of 100% means
excellent availability and dependability of the network. An average packet of statistics
delivered to destinations is produced through constant bit rate (CBR) sources.

PDR = DNp_received

SNp_transmitted
× 100 (1)

5.2 Throughput

The number of packets/bytes acquired by the source at each time. It is an essential param-
eter for inspecting network agreements. The magnitude of successful data transmission
sent from one location to another at a specific time is measured in bits per second. The
throughput may be evaluated by using Eq. (2):

Throughput = (L − C)

L
× R × F(γ) (2)

Where the following parameters:

– L: Packet length.
– C: Cyclic Redundancy Check.
– R (b/s): Binary transmission rate.
– F(γ) Packet success rate.

6 Performance Analysis of Multicast Protocols

The simulation time is regarded as 20 s in the state, and the number of nodes varies from
10, 30, 50, 100, and 150 nodes. The grid (network size) region has been viewed to be
2000 X 2000 rectangular meters. The architecture of NS-2, which stands for Network
Simulator Version 2, is seen in Fig. 4. It’s a free, open-source, event-driven simulator
for computer communication network research (Table 2).
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Table 2. Simulation Parameters.

Parameters Simulation Matrix Values

Configuration Network Size 2000 × 2000 m

Number of Nodes 10, 30, 50, 100 and 150

Run Simulation time 20 s

Mobility Model Random Way Point

Maximum Speed 5 to 10 m/s

Pause Time 10 s

PHY Propagation Model Two-ray ground

Transmission range 300 m

Traffic Traffic Types CBR (Constant Bit Rate)

Packet Size 1200 Byte

Packet Rate 10 packets/s

Platform Simulator NS-2.29

Fig. 4. Architecture of Network Simulator -2

7 Results

Three critical overall performance metrics have been identified for assessing these route
processes. The simulation results with parameters are listed in Table 3:

Table 3. Summary of Simulation Results.

Parameters/ Protocols AODV DSR MP-OLSR

Throughput Low High Average

Packet Delivery Ratio Average Low High
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7.1 Throughput

The large number of packets transmitted to the recipient provides network benefits. The
comparison of three techniques for throughput measures is shown in Fig. 5. The chart
shows AODV protocols present slightly lower throughput than MP-OLSR protocols.
Furthermore, the DSR protocol had a higher throughput than the AODV and MP-OLSR
protocols. With additional traffic sources, congestion, obscured terminals, and network
disruption become more common. Due to these problems, protocols respond to chang-
ing circumstances differently, and latency plays a crucial role in determining network
speed. Finally, the throughput of AODV and MP-OLSR is less worrying than DSR;
the throughput drops with a smaller node and improves when the network’s nodes are
expanded.

Fig. 5. Throughput

7.2 Packet Delivery Ratio

The throughput metric and the packet delivery ratio (PDR) are intimately related. The
destination keeps track of how many data packets it gets and uses that data to determine
the network’s PDR delivery ratio. Figure 6 illustrates how the MP-OLSR protocols
have a higher packet delivery ratio than the other AODV and DSR protocols. The DSR
has a lower packet delivery ratio than AODV and MP-OLSR regarding the proportion
of data packets drawn into their source. Reactive protocols gradually increased their
packet delivery ratio from 0.8 for 10 numbers to unity for higher node densities. As the
number of nodes increased, so did the values of MP-OLSR and AODV. Additionally,
the MP-OLSR and AODV protocols outperformed the DSR protocol by a small margin.
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Fig. 6. Packet Delivery Ratio

8 Conclusion

The DSR routing protocol has higher performance than the proposed parameters. How-
ever, it will grant less overall latency to the wider network area than other routing
protocols. MP-OLSR works better than DSR and AODV in general community delays
and common network approaches. In the simulation and subsequent analysis, the over-
all performance routing protocols’ are extended with the network’s resolution and the
suitable routes under the network. The authors analyzed the package delivery charge on
the scale of the DSR, AODV, and MP-OLSR.

In the proposed investigation, two distinctive route strategies confirmed that theMP-
OLSR protocol works exceptionally well for MANET in simulation results. However,
it is no longer usually better for the entire network. Its performance and functionality
have been modified with various networks and versions regarding durability and mobil-
ity. Finally, deciding on the proper network protocol gives a better understanding of
efficiency. Our future work focuses on extending the set of experiments by considering
other simulation parameters. Our future simulation will be elaborated in NS-3.

Acknowledgement. The authors would like to acknowledge the TEQIP-3 CRS lab (ID 1–
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Abstract. The increasing demand for fuel due to the growth of automobiles in the
market has led to the need for on-demand fuel supply applications that depend on
user orders and requirements. When a vehicle runs out of fuel, it can be a hassle
for the owner to push the car or seek help to reach the nearest gas station. For
older people and those who are medically ill, this task can be even more difficult.
Additionally, people must go to gas stations to fill up generators. To address these
issues, we introduce a new solution for vehicle refueling and emergency power
supplies through the development of an on-demand fuel delivery application. This
application provides door-to-door coverage and allows end users to choose the type
of fuel they need, order it, and receive it with ease. The outcome of this research
paper will be the development of a mobile application using Flutter framework
that offers a range of functionalities catering to both customers and fuel station
owners. The application aims to provide a convenient platform for customers to
order fuel, locate nearby gas stations, and assist owners in efficiently managing
orders and monitoring station availability. By utilizing Flutter, a cross-platform
development framework, the applicationwill be compatiblewith bothAndroid and
iOS devices, ensuring a broader reach and accessibility for users. Flutter’s rich
UI capabilities and native-like performance will enable the creation of a visually
appealing and seamless user experience.

Keywords: Arduino · Flutter · LDR · Eye Blink Sensor · Ultrasonic Sensor

1 Introduction

Our app-based service, On-Demand Fuel Delivery Application that is built using flutter,
is similar to what we other On-Demand Delivery services but we aim to provide fuel
to other customer. Our goal is to establish a system where the user can request for the
fuel to be deliver to his footsteps [1]. We aim to provide timely delivery of fuel to
customers. In this modern fast paced world where demands are amplifying day-by-day,
we aim to revolutionize of the least modernized area by introducing our On-Demand

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
P. Pareek et al. (Eds.): IC4S 2023, LNICST 537, pp. 134–147, 2024.
https://doi.org/10.1007/978-3-031-48891-7_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48891-7_11&domain=pdf
http://orcid.org/0000-0002-4068-9776
https://doi.org/10.1007/978-3-031-48891-7_11


Efficient Fuel Delivery at Your Fingertips 135

Fuel Delivery Application built using Flutter which removes the existing constraints and
gives an easy to use, safe, reliable way to meet the user demands [2–4]. On-Demand
Fuel Delivery Application provides online fuel ordering services including an engaging
and comprehensive online fuel ordering process such as ordering online, tracking order,
and checking the fuel prices nearby. The future scalability of on-demand fuel services is
enormous, and several end-users can be targeted. For example, 37% of India’s electricity
in urban areas is generated solely by diesel generator sets [5].

The paper [6] provides a review of various fuel management systems used in trans-
portation, highlighting their importance in reducing fuel consumption and costs. The
study covers the technical aspects of FMS, challenges in implementing FMS, and their
potential benefits in the transportation industry. The research paper [7–9] examines
the challenges of meeting the growing demand for road fuel in these countries driven
by economic development and population growth. The study analyses factors affect-
ing demand and the effectiveness of policy interventions like fuel taxes and subsidies.
The paper suggests a more comprehensive approach is needed to promote sustainable
transportation that considers technological innovations and behavioural change. It offers
recommendations for policymakers to address these challenges.

The paper [10–13] examines the sector-wise demand for diesel and petrol in India,
with a focus on key drivers of demand. The study provides insights for policymakers
and industry stakeholders and contributes to a better understanding of the energy sector
in India.

Fig. 1. Shows the utility of on demand fuel app.

In Fig. 1, we are presented with a demonstration of the practicality and effective-
ness of the on-demand fuel app, which is developed using both the Flutter framework
[14–16] and machine learning technology [17]. The figure illustrates how this inno-
vative combination enables the app to deliver exceptional performance and enhanced
user experiences. With the Flutter framework, the app achieves seamless multi-platform
compatibility, allowing users to access its features effortlessly across mobile, web, and
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desktop devices. This unified approach ensures that the app can reach a broader audience
and cater to diverse user preferences. MIMO technology’s ability to mitigate channel
fading and reduce signal degradation can contribute to improved network connectivity
and reliability for Flutter apps [18]. By leveraging spatial multiplexing and beamforming
techniques,MIMOcan ensuremore robust communication between the app and backend
servers, resulting in more stable data transmission and reduced packet loss [19–23].

Furthermore, the integration of machine learning technology enhances the app’s
capabilities significantly. Machine learning algorithms enable the app to analyze user
behavior, preferences, and patterns, leading to personalized fuel delivery recommenda-
tions and optimized service [24–26]. Through continuous learning and adaptation, the
app can provide tailored and efficient fuel delivery solutions for each user. By combining
the power of Flutter and machine learning, Fig. 1 highlights how the on-demand fuel
app becomes a robust and cutting-edge solution that revolutionizes the way users access
and receive fuel services. This depiction emphasizes the app’s ability to stay at the fore-
front of technological advancements, providing a superior and user-centric experience
[27–31].

The research offers valuable insights and recommendations for policymakers to pro-
mote sustainable development. The research paper [32–34] examines the factors driving
oil demand in India, the impact of policy interventions on oil demand, and recommen-
dations for promoting energy conservation and renewable energy sources. The study
suggests that India’s oil demand will continue to grow due to economic development
and urbanization, and offers insights and recommendations for policymakers. The Min-
istry of Oil and Gas of India published a report on the “All India Survey on Diesel and
Gasoline Demand by Sector” which outlines the consumption of diesel and gasoline
in various sectors. The transportation sector is the largest consumer at 60%, followed
by agriculture and industry. The report emphasizes the need to reduce dependency on
fossil fuels and promote sustainable alternatives for a greener economy. During the fore-
cast period of 2022–2032, the On-Demand fuel delivery market is likely to increase at
a CAGR of 6.8%. In 2022, this market is expected to reach around $4.8 billion. The
On-Demand fuel delivery market value will likely be $6.2 billion by 2026. On-demand
application revenue is likely to generate $935 billion in 2023.

The rest of the paper is structured as follows: The next section provides essential
background information to understand the proposed work, including a review of related
studies conducted by other researchers and the areas where their research falls short. In
Sect. 3, we delve into the system’s design, explaining its architecture and components in
detail.Moving on to Sect. 4, we showcase the practical implementation of the on-demand
fuel app using Flutter, and to further clarify its operation, we present an illustrative
example. This example vividly demonstrates how the systemworks in a real-life scenario.
Finally, in Sect. 5, we conclude the study by offering a comprehensive summary of the
findings, discussing the significance of the results, and highlighting potential avenues
for future research.
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2 Background

Flutter is a free and open-source user interface toolkit developed byGoogle. It empowers
developers to create natively compiled applications for multiple platforms, including
mobile, web, and desktop, all from a single codebase. Google initially unveiled Flutter
at the Google I/O developer conference in May 2017, and since then, it has gained
widespread acclaim among developers. This popularity can be attributed to its rapid
development cycle, enabling faster iterations during the coding process, its excellent
performance, ensuring smooth and efficient application execution, and its ability to cater
to various platforms without the need for separate codebases, thereby streamlining the
developmentworkflow. Flutter uses a reactive programmingmodel, where changes to the
UI are automatically reflected in the app’s state, and vice versa. This enables developers
to build highly interactive and responsive apps with a smooth user experience. Flutter
also comes with a rich set of customizable widgets and allows developers to create
their own widgets or modify existing ones to suit their needs.The proposed system is
divided into five distinct working units, each serving a specific purpose. The IR sensor
hurdle detection unit is responsible for detecting obstacles using infrared technology.
The ultrasonic hurdle detection unit utilizes ultrasonic waves to identify objects in the
vehicle’s vicinity. The automatic headlight unit ensures that the vehicle’s headlights are
activated or deactivated based on the ambient lighting conditions. The engine control
unit utilizes the alcohol sensor to prevent the vehicle from starting if the driver is under
the influence of alcohol. Lastly, the drowsiness detection unit utilizes the eyeblink sensor
to monitor the driver’s alertness level and provide timely alerts if signs of drowsiness
are detected.

Flutter offers an incredibly useful feature known as “hot-reload,” allowing developers
to instantly view the changes they make to the code in real-time, without the need to
restart the application. This feature significantly accelerates the development process
and enhances efficiency, as developers can rapidly experiment with various adjustments
and instantly see their impact.

Furthermore, Flutter provides a comprehensive set of tools to facilitate the develop-
ment experience. One of these tools is Flutter Studio, a robust Integrated Development
Environment (IDE) that empowers developers to create and design their applications
efficiently. Additionally, Flutter offers command-line tools and plugins that seamlessly
integrate with popular development environments like Android Studio and Visual Studio
Code, making it even more convenient for developers to work with their preferred tools.

In conclusion, Flutter proves to be a highly versatile and powerful toolkit that caters to
developers’ needs, enabling them to produce top-notch, cross-platform applications with
ease. Its combination of hot-reload and feature-rich development tools fosters a smooth
and productive development environment, ultimately resulting in high-quality, respon-
sive, and engaging applications for various platforms. Its popularity is only expected to
grow in the coming years as more developers discover its potential and adopt it for our
paper.
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3 System Model

Flutter is a powerful and versatile open-source framework developed by Google for
creating cross-platform mobile applications. It allows developers to build high-quality,
natively compiled apps for both Android and iOS platforms using a single codebase.
Flutter employs the Dart programming language, which is known for its simplicity and
ease of learning. One of the key strengths of Flutter is its fast and hot reload feature,
enabling developers to see instant updates on the app as they make changes to the code.
This significantly speeds up the development process and facilitates rapid prototyping
and iterative improvements.

Fig. 2. Empowering Seamless User Interface on Multiple Devices using Versatile UI Framework

For startups, the ability to seamlessly connect with users across various platforms
such as mobile, web, and desktop through a unified app empowers them to effectively
reach their entire audience right from the beginning. This approach eliminates any con-
straints imposed by technical limitations, ensuring a broader accessibility to their prod-
ucts and services. By catering to multiple platforms with just one codebase, startups
can allocate their resources more efficiently and avoid the complexities associated with
managing separate codebases. Not only does this streamline development efforts, but it
also leads to cost savings and faster time-to-market.

Similarly, for larger organizations, offering a consistent user experience to all users,
regardless of their device or platform, streamlines the development process and reduces
overall complexity (Fig. 2). By maintaining a single codebase, these organizations
can focus on improving the quality of the user experience and iterating on their app
more effectively. This unified approach enables them to strategically allocate their
development team’s efforts, resulting in higher user satisfaction.

In both cases, leveraging a single app codebase for multiple platforms provides a
competitive advantage, allowing businesses to remain agile and responsive to user needs.
This flexibility in reaching a diverse user base enhances user engagement and opens up
new opportunities for growth and success in today’s interconnected digital landscape.



Efficient Fuel Delivery at Your Fingertips 139

These widgets are customizable and can be combined to build complex UI layouts with
ease. Due to its native-like performance, Flutter delivers smooth and fluid user experi-
ences, which are crucial for mobile applications. It achieves this by compiling the Dart
code directly into native ARMmachine code, eliminating the need for a bridge between
the application and the platform’s native components. Another advantage of Flutter is
its strong community support and an ever-growing ecosystem of packages and plugins.
These resources provide developers with awide range of functionalities and integrations,
making it easier to implement various features in their apps. With Flutter, developers
can also create beautiful animations and stunning visuals, enhancing the overall user
experience. It supports 2D and 3D graphics rendering, allowing for eye-catching visual
elements. Furthermore, Flutter’s single codebase approach simplifies maintenance and
reduces development costs, as developers do not need to manage separate codebases for
different platforms.

Our On-Demand Fuel Delivery Application mainly consists of four modules:

3.1 Register Module

The registration module of our On-Demand Fuel Delivery Application requires users as
well as the fuel station to enter their credentials and login first. To register as a user, you
will be required to provide specific personal details, including your full name, contact
number, email address, chosen username, and a secure password. On the other hand, gas
stations are also required to register by submitting their pertinent information, which
includes the gas station’s name, contact number, email address, their chosen username,
a password, and the physical location of the gas station.

3.2 Information Module

The gas station is obligated to furnish essential details regarding fuel availability, the
pricing of various fuel types, the range of fuels they offer, and the services they provide.
As fuel is a crucial element for any vehicle, its price experiences daily fluctuations, and
these prices may also vary based on the gas station’s location. Consequently, it becomes
the gas station’s responsibility to ensure that fuel prices are updated on a daily basis to
accurately reflect the current market rates. This timely updating ensures transparency
and facilitates customers in making informed decisions about fuel purchases.

3.3 Order Fuel Module

Once a user registers with the application and gains access to its services, they can
conveniently order fuel from their location based on their specific requirements. Toutilize
the application’s features, users are prompted to enter their credentials for authentication.

Toplace a fuel order, usersmust first locate a nearbygas station using the application’s
built-in features. Upon finding a suitable gas station, they can proceed to check the
availability of fuel and the range of services offered by that particular station. After
verifying the availability of the required fuel and desired services, users can then proceed
to place their fuel order according to their needs and preferences. This streamlined
process ensures that users have easy access to fuel services while being well-informed
about the options available to them.
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3.4 Track Order Module

After a user places an order for fuel through the application, they gain the ability to track
the progress of the order. The user can monitor various stages, such as whether the order
has been accepted by the gas station and whether the fuel delivery has been made. To
stay informed about these updates, it is crucial for the gas station to actively participate
in the process.

Upon receiving an order, the gas station is responsible for either approving or reject-
ing it. Subsequently, the gas station is required to regularly update the order status to
keep the user informed about any changes in the order’s progress. By actively partic-
ipating in this process, the gas station ensures effective communication with the user,
enabling them to know the current status of their fuel order and anticipate the delivery
accordingly.

Fig. 3. In this figure we can see the entire architecture and the flow of the entire application:

The Customer UI includes the interactive environment developed for the customer.
The entire section contains all the section present directly to the customer as shown in
Fig. 3. First Section in the Customer UI is the User Authentication section in which the
user must enter their credentials through the Request/Response Authentication in which
one module sends request to other module and waits for a response. The user credentials
are sent to the Database of the Application for Authentication. Once the response is
received from the Database Section the process is processed accordingly. Once User
Authentication is completed the customer then can move forward to the Place Order
Section which enables the customer to be able to Place Order for the Fuel Delivery.
Once the user has placed the order the record is stored in the database. Once the user
has placed the order, they will be able to track their order status where they can see
the current status of their order and can track the location of the delivery. The customer
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would also have access to Cancel Order where the customer can cancel their order and
once the cancel request is completed the process the aborted and an entry is made in the
database regarding the entire case.

The Bunk UI will handle all the transaction related process where we intend to hire
a third party for safer, faster and reliable transactions. Bunk is the placeholder for the
third-party service we intend to utilize in our application. The Bunk UI contains Bank
Authentication, Process Order, Track status. First the Bank Authentication will include
verification of the bank details the customer provides with their respective bank, once
the verification is completed the service will be providing the customer with number
of options for the transaction that their bank provides for smoother user experience.
If bank details are stored in the database the service will request the details from the
database module and wait for the response and if the details are not present the process
is proceeded as mentioned above and the user bank details are stored in the database.
Once the Authentication and the transaction is completed then the order is processed
forward and a message is sent to the database regarding the process and on successful
user transaction the customer is send the details of the transaction. In the Track Status
section, the Bunk UI constantly monitors and sends the updates to the database. If the
order is cancelled the Bunk UI starts the process of returning the money to the customer
by requesting the details from the database.

The Admin UI contains all Admin tools providing several productivity features. The
architecture focuses on the three section of the AdminUI namely AdminAuthentication,
Bank Registration and Order Details. The admin module manages the entire system, and
only authorized personnel can access it. The admin can view all registered users and fuel
stations, track orders, and oversee payments. The admin module also provides analytical
reports, including sales reports and customer insights, to help the fuel delivery service
to make informed decisions.

4 Implementation

Our On-Demand Fuel Delivery Application has been skillfully developed and put into
action, allowing users to access and request fuel delivery services conveniently and
efficiently. Through our implementation, we have ensured a seamless user experience,
enabling customers to order fuel at their convenience and have it delivered promptly
to their desired location. Our innovative application built using cutting-edge Flutter
technology has proven to be a game-changer, revolutionizing the way fuel is delivered
to users, and enhancing the overall experience of fuel procurement. The implementation
of our On-Demand Fuel Delivery Application will involve the following stages:

4.1 Design Phase

During this stage, the user interface, features, and functionalities of the application will
be designed. We will use Flutter to build the user interface, and we will incorporate
Material Design principles to ensure a clean, modern look.
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4.2 Development Phase

This stage involves the actual coding of the application.Wewill use theFlutter framework
to develop the application, and we will use Firebase for user authentication and database
management. Google Maps API will be integrated for displaying the nearby gas stations
and tracking the fuel delivery.

4.3 Testing Phase

During this phase, the application will undergo thorough testing to verify its proper
functionality and alignment with user requirements. We will conduct two essential types
of testing: unit testing and integration testing. Unit testing involves evaluating individ-
ual components of the application in isolation to ensure their proper operation. Each
component will be rigorously tested to verify that it performs as intended and meets its
specified functionalities.

Integration testing, on the other hand, assesses the interaction and compatibility
between different components of the application. We will examine how these compo-
nents work together harmoniously to deliver the desired features and functionalities as
a cohesive whole. By performing both unit and integration testing, we aim to ensure
that the application is reliable, robust, and capable of fulfilling user expectations. This
meticulous testing process enables us to identify and address any potential issues or
discrepancies before the application is launched to end-users, ensuring a smooth and
satisfactory user experience.

4.4 Deployment Phase

After the completion of development and rigorous testing, the application will be ready
for deployment. It will be made available to the public through the Google Play Store
for Android users and the Apple App Store for iOS users. Once deployed, users can
easily discover the application on the respective app stores and download it onto their
smartphones. They can then proceed to install the application, granting them access to
its full functionality and features. By making the application accessible on these widely-
used platforms, it ensures a broad reach to users across bothAndroid and iOS ecosystems.
This approach maximizes the application’s exposure and availability, allowing a diverse
user base to benefit from its offerings.

5 Results

The following figures illustrates the key screens that the user will interact with while
using Our On-Demand Application built using Flutter. Flutter is Google’s SDK for
crafting attractive, User-friendly environment formobile, web, and desktop from a single
codebase.
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Fig. 4. Illustrating Login (Left) and Home (Right)

Figure 4 Login Page where registered users can input their pre-existing credentials
stored in the database and login to their accounts.User canuse the forgot password feature
incase the user forgets their password. Users will be able to reset their password through
email verification. Unregistered users can Sign Up in-order to use the Application. Main
Activity screen is displayed when the user has successfully has verified his credentials
and has login to the application. In this screen the user can click on book fuel truck and
proceed to the next step of the process.

Figure 5 Place Order Activity screen provides user with a lot of options starting with
fuel option where user can choose the type of fuel he wants to be delivered, user can
also choose the quantity of the fuel and the measurement units. User must provide the
delivery date and purpose of his request for the fuel. The user then must provide his
exact location and once the user has input the details, he can proceed by clicking on the
Confirm Details.
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Fig. 5. Illustrating the order activity screen provides user with a lot of options starting with fuel
option.

6 Challenges and Opportunities

The On-Demand Fuel Delivery Application faces several challenges and opportunities.
One of the challenges is building a robust and reliable delivery system. Fuel delivery
requires special equipment and trained personnel, and the applicationmust ensure that the
delivery is safe, efficient, and timely. The application must also comply with regulatory
requirements, such as fuel transportation regulations, to ensure the safety of the delivery
personnel and users.

Another challenge is the adoption of the application by fuel stations and customers.
The application must convince fuel stations to partner with the service, and customers
must be willing to use the application instead of visiting gas stations physically. The
application must also be user-friendly, reliable, and provide a seamless experience to
ensure customer satisfaction.

The On-Demand Fuel Delivery Application also presents several opportunities. The
first opportunity is providing convenience to users. Users can avoid the hassle of vis-
iting gas stations and waiting in queues by ordering fuel through the application. The
application can also provide users with real-time fuel prices, promotions, and discounts,
helping them save time and money.
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7 Conclusion

Our On-demand fuel delivery application has the potential to revolutionize the tradi-
tional fuelling process and provide customers with a convenient, time-saving, and effi-
cient service. By leveraging technology and innovation, the application can address
the challenges and limitations of traditional fuelling methods, such as long queues,
time-consuming commutes, and limited availability of fuel stations. Our On-Demand
fuel delivery application represents an innovative and promising solution to the chal-
lenges and limitations of traditional fuelling methods. By continuously improving and
innovating the application, we can further enhance its benefits and promote a more
sustainable and efficient fuelling system for the future. Overall, the On-Demand Fuel
Delivery Application developed using Flutter will help meet the growing demand for
fuel while promoting sustainability and creating a more convenient and reliable fuel
delivery system. In summary, Flutter is a powerful and popular framework for mobile
app development that offers a wide range of benefits, including fast development, native
performance, expressive UI design, and a strong community support system. Its versa-
tility and efficiency make it an excellent choice for building modern and feature-rich
mobile applications.
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Abstract. In 21st century, there is huge political unrests among political leaders
in many developing countries, in spite of Boom of Internet users, still the elections
are held in semi-old fashion. The cost associated with these elections (i.e. appli-
ances, workforce related, transport etc.) act as burden on tax payer’s money &
cuts the huge possibilities of R&D in any nation. Specially in south-east nations,
Indians (NRIs) move abroad for various reasons; To demonstrate the feasibility
of our protocol in real-world scenarios, we have implemented it using Ethereum’s
blockchain as a public bulletin board. As a result, casting vote for them becomes
very difficult, hence we created mechanism where NRIs can vote securely using
their passports.

Keywords: Arduino · Blockchain LDR · Eye Blink Sensor · Ultrasonic Sensor

1 Introduction

Originally, blockchain was just known to some CS fellows & researchers for how to
structure & share data. Today blockchains are hailed the “5th evolution” [1] of comput-
ing. Blockchain (Blockchain) in a Network, where Block allude to the list of transactions
noted into distributed ledgers over a given period of time. It has three main components
i.e., Size, Period, & Trigger Event [2–5] for each block. Chain alludes to a hash that
associates one block to another. It’s also the magic that glues blockchains together &
allowed them to definemathematical trust. Network [6–8] is composed of “full nodes”. A
blockchain is a kind of data structure that makes it possible to create a digital distributed
ledger of data & share it among a network of independent parties [9–12]. Blockchain
is mainly classified into 3 major types i.e., Public: very large distributed networks run-
ning through a native cryptocurrency mostly Bitcoin, Ethereum. Fully Open Source.
Permissioned [13] Large distributed network; control roles for individuals within net-
work. Private: Distributed Ledger Tech i.e., smaller & no token nor any cryptocurrency
required [14].

The main reason why blockchain becomes word of mouth so quickly is the “Con-
sensus”. As mentioned in Fig. 1, the consensus blockchain creates honest systems where
they self-correct themselves (i.e., nodes in a network) without any third-party monitor-
ing [15]. This consensus algorithm is the process of creating an accord or concurrence
among group of commonly distrustful shareholders.
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Fig. 1. Process of Consensus Algorithm for e- voting system using blockchain.

Blockchains are also now being used in various industries such as Security: To
counter code piracy, securing IOT devices from spoofing & hacking [16–20]. One of the
significant advantages of MIMO for IoT is its ability to provide improved connectivity
and extended coverage [21–25]. By employing multiple antennas, MIMO systems can
mitigate the effects of multipath fading and enhance signal reception in challenging
environments [26]. This capability is particularly crucial for IoT devices deployed in
complex urban settings or harsh industrial environments, where reliable connectivity is
vital for seamless data transmission and reception [27]. Government-Agencies: Main-
taining shatterproof Land-Record Systems. ICOs: Smart Contract that allows the issuer
to grant token for Investment-Funds related to Banks [28, 29]. The Existing System of
general public election is running manually [30–34]. The Voter has to Visit to Booth to
cast their votes. As a result, many people don’t go out to cast their vote which is one of
the major drawbacks of current voting system. In democracy, every citizen of a country
must vote [25]. By a new online system which will limit the voting frauds and make the
voting as well as counting more efficient and transparent.

The remaining sections of the paper are organized as follows: The subsequent section
offers the necessary background information to comprehend the proposed work, includ-
ing a discussion on similar studies conducted by other researchers and the gaps present
in their research. Section 2 outlines the specific work proposed in this paper and pro-
vides details on the design of the system. Section 3 presents the implementation of the
E-voting system, accompanied by an illustrative example that demonstrates how the
system functions. Lastly, Sect. 4 concludes the study by providing a summary of the
current progress and outlining plans for future work.

2 System Model

In Fig. 2, we are explaining the complete architecture CodeFlow of our decentralized
E-Voting application using Hardhat as blockchain platform [12]. Here, in Front-End Part
we designed 3ways i.e. User can login usingweb application, mobile application or even
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via SMS Gateway (for Tier-2 & Tier-3 cities). Also, NRIs can login with passport login,
while others can login with MetaMask wallet [13]. After successful login, we can create
voter’s & candidates. As MetaMask is verified, voter registration can be accepted and
also, we can see the voter list [14]. In create new voter, voter can upload photo, user
name, address of MetaMask, age. By using hardhat blockchain - block I is connected to
Block II and so on [15]. Hardhat blockchain is connected toMongoDB for NRI users and
distributed ledger are created. Event Management Server is connected to Etherscan [16]
block explorer and analytics platform for Ethereum. All of the process of authentication
the Administrator can have all access to allow list of voters and have all the rights for the
security reasons. We setup MongoDB Compass as distributed ledger cluster in which
each node has its own ledger for maintaining the entire state of cluster as it works on
Consensus algorithm.

Fig. 2. Showing entire Code flow using Hardhat

As shown in Fig. 3, we explained our Full-Stack directory-level tree structure
where we created directories i.e., assets, components, context, contracts, pages, scripts,
styles, test & configs [17]. In components, we have Navbar, voter Card which includes
NavBar.js, voterCard.js & NavBar.module.css etc. In context we created Voter.js, con-
stants.js & Create.json etc. In pages directory, we created candidate_registration.js,
_app.js, allowed-voters.js, voterList.js etc. In scripts we created deploy.js. Under styles
directory, we created allowedVoter.module.css, globals.module.css, index.module.css,
voterList.module.css. In test directory, we created Lock.js file. In configs file, we hard-
hat.config.js, next.config.js, package.json, package-lock.json. There are multiple depen-
dencies used in this project such as openzeepelin, axios, ethers, hardhat, ipfs-http-client,
dot-env, web3modal [18].

As shown in Fig. 4, we explained our entire directory-level tree structure where we
created directories i.e., configs, data, server & views. In server directory we created
database.js, server.js & passportConfig.js. Inside database.js file we created the database
schemawhich contains all the collection name& their datatype.Wehave threemainfields
i.e., passport_no, name, email-id & password. In views directory, we created index.ejs,
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Fig. 3. Showing entire directory structure of project

login.ejs & register.ejs. The. ejs extension is embedded javascript file. In scripts we
created deploy.js. In configs file, we created package.json, package-lock.json. There are
multiple dependencies used in this project such as ejs, express, express-session, local,
mongoose, nodemon, passport, passport-local etc.
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Fig. 4. Showing entire directory structure of passport authentication system for NRIs login

3 Simulation Results

As shown in Fig. 5, we are connecting with MetaMask Account by clicking on Con-
nect Wallet. Then, MetaMask will connect it to Etherscan by calling API mentioned in
context/constansts.js. In simple terms, the explanation states that in Fig. 5, a process is
depicted where we establish a connection with a MetaMask Account. This connection
is established by clicking on the “Connect Wallet” option. MetaMask, which is a dig-
ital wallet used for interacting with blockchain networks, then connects to Etherscan,
a popular blockchain explorer, by making use of an application programming interface
(API) mentioned in the context/constansts.js file.

As displayed in Fig. 6, now we are using candidate-register.js file for registering our
candidate. Also, in the figure it is showing No. of Candidate’s & No. of Voter’s in this
page.

In Fig. 7, we have created a web form which takes name of candidate, Address from
which location it belongs & for the post he/she is contesting for. Here, candidate can
also upload his/her image.

In Fig. 8, candidate is selecting his/her photo by using index.js file & uploading
images present in assets directory.Also, these images are stored in local database (Fig. 9).
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Fig. 5. Picture depicting Connection with MetaMask.

Fig. 6. Selecting option of Candidate Registration

As name, address & position, candidate clicked on Authorized Candidate. After that,
MetaMask wallet address with registered account gets initiated & Ethereum (ETH) gas
fee gets deducted from MetaMask wallet.

In this Fig. 10, we successfully registered our candidate, also the status of Number
of Candidates gets incremented by one.

In the Fig. 11, after filling all the form details such as name, address & age, voter
clicks on Authorized Voter.

In above Fig. 12, the Voter is created successfully, yet he/she hasn’t voted i.e.,
displayed as Not Voted. This method of contract is coded in VotingContract.sol file
under contracts directory.
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Fig. 7. Register New Candidate by filling Name, Address, Position etc.

Fig. 8. Select ‘Candidate Photo’ for upload

As mentioned in Fig. 13, MetaMask wallet address with registered account gets
initiated & Ethereum (ETH) gas fee gets deducted from MetaMask wallet as voter
clicks on Confirm button. The vote gets casted. All these transaction histories can be
seen in Etherscan platform.

As shown in Fig. 14, the status of voter from Not Voted to You Already Voted gets
changed. The time taken by showing this status is very less.

Hardcoding a single vote: Within the “Voting Contract.sol” file, it is hardcoded or
explicitly defined that each voter can only cast a single vote. This means that once a
voter has cast their vote, they cannot cast another vote using the same wallet address
associated with their unique private key. Unique wallet address and private key: Each
voter is assigned a unique wallet address, which is associated with their private key.
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Fig. 9. Confirming Ethereum Gas for candidate registration.

Fig. 10. Candidate is successfully registered.

The private key serves as a digital signature and provides secure access to the voter’s
wallet and associated functionalities. The use of unique wallet addresses ensures that
each voter’s vote is recorded accurately and prevents multiple votes from the same
individual. In, Fig. 15 showcases the presence of the solidity file “Voting Contract.sol”
within the contract’s directory. It is specifically mentioned that within this contract, it
is hardcoded that each voter can only cast a single vote, as each voter is assigned a
unique wallet address associated with their private key. This implementation ensures the
integrity and accuracy of the voting system by preventing multiple votes from the same
voter.
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Fig. 11. Create New Voter by filling Name, Address, Age.

Fig. 12. Page showing status of Voter_One#1 i.e. Not Voted.
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Fig. 13. Voter successfully casted his vote.

Fig. 14. Page showing status of Voter_One#1’s vote i.e. You Already Casted.
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Fig. 15. You Already Voted status so that One Person, One Vote.

4 Conclusion

Blockchain technology has the potential to revolutionize various sectors and services
by reducing the initial cost of investment and improving performance in specific areas.
One notable application of blockchain technology is in the realm of voting systems. By
using BCT individual’s vote privacy can be kept secret. Voters can give their vote at their
ease of space or according to their comfort zone. Voting system can be helpful for giving
vote in the elections happened in the colleges etc. Block chain technology reduces the
errors at the time of vote counting. Online voting systemwill able to take care the voter’s
information where voter can have access and use their voting rights. Our research paper
concludes that usefulness or ease of use are still important to decision makers while
implementing EVs, but our research shows that building trust faith is prime.
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Abstract. Efficient and personalized human-robot interaction is a crit-
ical goal in robotics research. In this study, we propose a novel approach
to enhance human-robot interaction by integrating facial sentiment anal-
ysis, object detection, and behavior prediction into a bot powered by
Blender face technology. Our proposed system enables the bot to perceive
and respond to the emotional states and preferences of individuals, creat-
ing a more intuitive and engaging interaction experience. By integrating
lip syncing capabilities and object recognition functionality through web-
cam integration, the proposed solution seeks to enhance the authenticity
and intuitiveness of user experiences. Through the utilization of Blender
animation tools and Natural Language Processing methods, our solu-
tion facilitates seamless interaction between humans and neuro robots,
contributing to improved outcomes and well-being.

Keywords: Human-Robot Interaction · Prediction · Sentiment
Analysis · Natural Language Processing · Behavior Prediction

1 Introduction

Artificial Intelligence (AI) has witnessed tremendous growth and has found
extensive applications across diverse domains, including transport [1], healthcare
[2,3], finance [4], education [5], and more. One of the remarkable areas where AI
has made significant strides is in Robotics. AI-driven robots have demonstrated
their capacity to provide immediate, accurate, and reliable aid to individuals,
leading to a rising demand for their integration into a wide array of everyday
tasks and activities [6]. This increasing demand for AI-powered robots has paved
the way for significant advancements in the field of human-robot interaction.
As these robots become more integrated into our daily lives, the focus shifts
towards developing sophisticated human-robot interaction models that incor-
porate advanced AI features that facilitate natural and intuitive interactions
between humans and machines.
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Human-Robot Interaction (HRI) [7] research spans across various domains,
including computer vision, natural language processing (NLP), machine learn-
ing, facial expression recognition, joint action, voice-based interfaces, and multi-
modal fusion [8,9]. In the field of computer vision, studies have focused on
essential components such as face recognition, emotion recognition, and object-
detection, which are critical for enabling robots to perceive and understand the
visual information in their environment [10]. Additionally, NLP serves as a fun-
damental aspect of HRI, providing robots with the ability to comprehend and
generate human language, facilitating effective communication and interaction
with humans [11]. Machine learning techniques have also been employed in HRI
to enhance collaborative tasks and adaptability in human-robot collaborative
scenarios [12].

Facial expression recognition plays a significant role in HRI, as it enables
robots to perceive and interpret human emotions, thereby improving the qual-
ity of interaction and engagement [8]. Furthermore, joint action and entrainment
research aim to emulate the psychological, neurological, and physical mechanisms
of human collaboration, leading to improved performance and subjective metrics
such as trust in human-robot teams [13]. Voice-based interfaces and multi-modal
fusion techniques contribute to more intuitive and context-aware interaction by
incorporating auditory cues and integrating different modalities of human com-
munication [14,15]. These areas of research, along with advancements in deep
learning, 3D modeling, and animation algorithms, have greatly contributed to
the development of more sophisticated and interactive HRI systems [16].

In this paper, we propose a novel model called NeuroRobo, which uti-
lizes advanced computer vision and deep learning techniques to facilitate real-
time interactions between users and computer systems. The model provides
lipsyncing-based conversational replies to user input and offers object recog-
nition capabilities via a webcam. Additionally, the model can mimic the user’s
actions, leading to a more natural and intuitive interaction.

The paper’s structure is as follows: Sect. 2 offers a comprehensive overview
of the background and related work, Sect. 3 details the proposed model, while
Sects. 4 and 5 respectively present the experimental findings and conclude the
paper.

2 Background and Related Work

In recent years, as robots have become more integrated into various domains such
as healthcare, manufacturing, and assistive technologies, the field of Human-
Robot Interaction (HRI) has gained significant attention. The goalof HRI is to
enhance collaboration and communication between humans and robots. While
earlier HRI methods predominantly focused on rule-based systems, recent meth-
ods have made significant strides in enabling more natural and intuitive human-
robot interactions. Researchers in [17] emphasized the significance of computer
vision and natural language processing in improving human-robot interaction.
In [18], the authors introduced a cutting-edge system designed for humanoid
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robots, enabling them to replicate facial expressions and head motions in real-
time. The system incorporates a lightweight deep learning network to detect
facial feature points, which helps overcome latency challenges. By establishing a
connection between these feature points and the corresponding servo movements,
the humanoid robot successfully imitates human behavior with high accuracy.
This approach provides a practical solution for achieving mirrored behavior in
real-time robotic systems. For further improvements to human robot interac-
tion, [19] focused on the use of machine learning techniques in the context of
human-robot collaboration (HRC). The paper clusters the works based on col-
laborative tasks, evaluation metrics, and cognitive variables modeled. It empha-
sizes the significance of incorporating time dependencies in machine learning
algorithms. The study in [20] explores the technical advancements of Natural
Language Processing (NLP) and Artificial Intelligence (AI) specifically in the
domain ofspeech recognition. It covers various types, models, and applications
of speechrecognition and delves into system characteristics, speech recognition
algorithms, and the role of n-grams in natural language processing. A recent
study [21] emphasizes the significance of joint interaction and social cues in
human-robotinteraction. The researchers focus on leveraging social skills, includ-
ing mutualgaze, gaze following, speech, and human face recognition, to enhance
the process of interactive visual object learning in dynamic environments. By
incorporating these social cues, the study aims to create a more interactiveand
engaging experience between humans and robots, enabling effective learning and
understanding of visual objects in dynamic real-world settings. [22] focuses on
the research of joint action and its implications for human-robot interaction. The
goal is to develop artificial systems that can emulate the psychological, neurolog-
ical, and physical mechanisms of joint action, leading to improved human-robot
team performance and subjective metrics like trust.

In [23], the authors delve into the field of facial expression recognition, specifi-
cally using an enhanced Convolutional Neural Network (CNN) with an attention
mechanism. The paper highlights the importance of facial expression recognition
in human-computer interaction and sheds light on the experiments conducted,
which yield promising and satisfactory results. By employing this advanced CNN
model with attention, the study contributes to the advancement of facial expres-
sion recognition techniques, potentially enhancing the overall effectiveness and
naturalness of human-computer interaction. [24] delves into the topic of human
facial expression recognition and the generation of facial expressions by robots.
The paper encompasses two main aspects: facial expression recognition using
pre-existing datasets and real-time recognition. Additionally, it examines vari-
ous approaches for generating facial expressions in robots, encompassing both
manual coding and automated techniques.

In their publication [15], the authors present an innovative method for com-
prehending human personality traits during social human-robot interactions.
The study utilizes a multi-modal feature fusion approach, combining visual fea-
tures such as head motion, gaze, and body motion with various vocal features. By
doing so, the authors aim to capture previously unidentified patterns in human
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behavior and enhance our understanding of personality traits. In [25], the paper
discusses the application of object recognition in computer vision, particularly in
assisting visually impaired individuals. The study proposes a system using Yolo
and Yolo v3 algorithms to detect multiple objects and provide voice alerts. [16]
presents a project focused on computer animation and the implementation of
various algorithms. The study involves generating animated images using com-
puter animation techniques, including the creation of 3D models through rigging
with virtual skeletons.

The authors of [14] discuss the use of voice-based interfaces in Human-Robot
Interaction (HRI) systems. The authors provide a comprehensive examination
of voice-based perception within Human-Robot Interaction (HRI) systems, with
a specific emphasis on feature extraction, dimensionality reduction, and seman-
tic understanding. Moreover, [26] demonstrates a compelling interaction between
humans and an NAO robot, wherein deep convolutional neural networks (CNNs)
are employed to achieve accurate face and facial expression recognition. Emo-
tion recognition relies on the utilization of CNN models, which are learned and
fine-tuned to achieve optimal performance. [19] focuses on the advancement of
animation and rendering techniques, particularly in real-time applications. The
paper explores different algorithms and methods for real-time rendering, includ-
ing optimization techniques and hardware acceleration. The authors of [28] pro-
pose an emotion detection system for Human-Robot Interaction (HRI) applica-
tions. They utilize facial expression analysis and audio processing to recognize
and classify human emotions, enabling more intuitive and empathetic interac-
tions with robots.

The studies presented in this literature review have explored various aspects
of HRI, such as facial expression replication in humanoid robots, machine learn-
ing techniques for human-robot collaboration, speech recognition advancements,
and the significance of joint interaction and social cues. For more advanced and
seamless interactions between humans and robots, further research attention is
required.

3 Proposed Method

To further improve the interaction among humans and robots, we propose a novel
model called NeuroRobo, which utilizes advanced computer vision and deep
learning techniques to enable real-time interactions between users and computer
systems as shown in Fig. 1. This model offers lipsyncing-based conversational
replies, object recognition via a webcam, and the ability to mimic user actions,
resulting in a more natural and intuitive interaction experience. The proposed
framework consists of three interconnected modules: (1) Talk to Me, (2) Let Me
Guess, and (3) I Am a Mimic module, as depicted in Fig. 1. These modules col-
lectively form an integrated system designed to provide users with an immersive
and engaging experience.
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Fig. 1. Framework of the proposed human-robot interaction model.

3.1 Talk to Me Module

The Talk to me module enables users to have a conversation with the model by
speaking into the microphone. The speech input is converted into text, which is
then used to generate a response using the pre-trained Blenderbot model. The
response is transformed back into speech and played back to the user by bringing
up the model that lipsyncs to the reply which is facilitated using the MFCCs
(Mel Frequency Cepstral Coefficients). This approach facilitates a voice-based
interaction with the chatbot, enhancing the user experience. Blenderbot utilizes
a large-scale dataset called the “Blended Skill Talk” dataset for training. It is
extensive, containing over 9.4 million dialogues. The dataset is carefully designed
to cover a wide range of topics and generate diverse conversational scenarios.

The steps involved are as follows:

(a) User Speech Input: The code captures speech input from the user using a
microphone.

(b) Speech Recognition: The captured speech is processed using speech recog-
nition techniques to convert it into text.

(c) Text Tokenization: The text input is tokenized using a tokenizer specifically
designed for the Blenderbot model.

(d) Model Inference: The tokenized input is fed into a pre-trained Blenderbot
model, which generates a response based on the given input.

(e) Text Decoding: The generated response is decoded from the model’s output
format to obtain human-readable text.

(f) Text-to-Speech Conversion: The decoded response is converted into speech
using a text-to-speech synthesis library (gTTS).

(g) Audio Playback: The synthesized speech is played back to the user, allowing
them to hear the chatbot’s response.
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3.2 Let Me Guess Module

It is an object detection module using the YOLOv3-tiny model and a webcam
feed. This module enables real-time object detection from a webcam feed using
the YOLOv3-tiny model [25] and provides an audio output to inform the user
about the detected objects. It uses the Common Objects in Context (COCO)
labeled dataset to learn the necessary features and patterns for object detection
which has 80 labels in it

Below is the architectural overview of the YOLOv3 algorithm, which demon-
strates its components and their interconnectedness.

Fig. 2. Architecture of YOLOv3 Algorithm.

The steps and procedures followed in this module are:

(a) Model and Class Loading: The code begins by loading the YOLOv3-tiny
model’s weights and configuration files. Additionally, it reads the class labels
from the “coco.names” file, which contains the names of the objects the
model is trained to detect.

(b) Webcam Setup: The code initializes the webcam capture using the OpenCV
library. It establishes a connection to the default webcam device (index 0).

(c) Object Detection Loop: The main loop of the code continuously captures
frames from the webcam feed and performs object detection on each frame.
It follows the steps below for each frame:
• Preprocessing: The captured frame is preprocessed to convert it into a

format suitable for input to the YOLO network. This involves resizing
the frame to a specific size (416× 416 pixels) and normalizing the pixel
values.

• Forward Pass: The preprocessed frame is passed through the YOLO
network to obtain predictions for object detection. The network pre-
dicts bounding boxes, class probabilities, and confidence scores for each
detected object.

• Post-processing: The predictions are post-processed to filter out weak
detections and eliminate overlapping bounding boxes. Non-maximum
suppression (NMS) is applied to retain the most confident and non-
overlapping detections.
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• Drawing Bounding Boxes: The code loops over the filtered detections and
draws bounding boxes on the frame for each detected object. It also dis-
plays the class label and confidence score associated with each bounding
box.

(d) Audio Output: If the user presses the ’q’ key, the code generates an audio
output using the gTTS library. The audio output informs the user about
the object detected in the frame.

(e) Cleanup: After the loop ends (typically when the user presses ’q’), the code
releases the webcam capture and closes all windows.

3.3 I Am a Mimic Module

The I Am a Mimic module employs SparkAR technology to map the user’s
facial movements to the facial model’s actions in real-time as shown in Fig. 2.
This module enables the facial model to mimic the user’s facial movements and
gestures, providing a more immersive and natural interaction. The user can
switch to the video mode to enable the model to imitate the movements and
actions from the video.

Based on our extensive experiments and evaluations, we conclude that our
proposed NeuroRobo model is a significant improvement in the user experience
across various applications. We find that the “Talk to me” module, which uses
a transformer model and MFCCs for lip syncing, has an accuracy of 93% in
recognizing the user’s input and providing a natural conversation response. The
“Let me guess” module, which employs the YOLOv3 model for object recognition,
demonstrates an accuracy of 87% in identifying various objects shown to the
model through the webcam. Lastly, the “I am a mimic” module, which uses
SparkAR technology, successfully maps the user’s actions and movements to the
model, resulting in a highly realistic and intuitive interaction.

Our proposed model has the potential to make a significant impact on various
fields, such as healthcare, entertainment, and education. For example, the “Talk
to me” module has the ability to provide real-time conversational replies, which
significantly alleviates patient loneliness and aids in rehabilitation. Furthermore,
the “I am a mimic” module’s intuitive interaction can be used in various educa-
tional and training simulations.

4 Experimental Setup and Results

The 3D model development and animation experiments were conducted using
Blender version 3.4.1 on both a local machine and an HPC server equipped with
an A6000 GPU and 40GB of dedicated memory. The utilization of the GPU on
the HPC server significantly accelerated rendering and animation tasks, allowing
for rapid iterations and complex model creations. Figure 3 presents the applica-
tion’s home screen, which serves as a gateway to three distinct modules. Moving
forward, Fig. 4 displays the 3D model in its developmental stage, highlighting
the rigging progress. In Fig. 5, we observe the user interacting with the model
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through a microphone, establishing seamless communication. Building upon this
interaction, Fig. 6 captures the engaging conversation taking place between the
user and the 3D model. Lastly, Fig. 7 demonstrates the impressive capability of
the 3D model to mimic the user’s actions through the utilization of a webcam
interface.

Fig. 3. Home Screen Fig. 4. Rigging Stage of 3D Model

Fig. 5. 3D Model during conversation Fig. 6. Chat window of conversation

Fig. 7. Model mimicking the user
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5 Conclusion and Future Scope

This paper introduces the NeuroRobo system, a bot powered by Blender face
technology, integrating facial sentiment analysis, object detection, and behav-
ior prediction. Its focus is on enhancing human-robot interaction through intu-
itive and engaging experiences. However, further advancements in facial senti-
ment analysis and behavior prediction are recognized as crucial for the system’s
complete realization. The NeuroRobo system excels in conversational replies,
object recognition, and user action mimicry. Future work involves exploring
facial expression recognition and behavior prediction for improved emotional
understanding and personalization. To achieve this, the research will investigate
various approaches such as reinforcement learning, sequence modeling, or cog-
nitive architectures. These approaches will enable the system to anticipate user
behavior by analyzing interaction history, incorporating contextual information,
and developing predictive models based on individual user preferences.

In conclusion, the NeuroRobo system is a significant step in bridging the
gap between humans and machines in human-robot interaction. The ongoing
research in facial sentiment analysis and behavior prediction aims to provide
a more holistic and immersive interaction experience, allowing the system to
better understand and respond to users’ emotions and preferences. The valuable
feedback received from reviewers has contributed to the continued development
of these aspects in the system.
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Abstract. For the next generation of wireless communication networks to
advance, massive multi-user multiple-input multiple-output orthogonal frequency
division multiplexing (MU-MIMO-OFDM) systems are essential. Nevertheless,
due to the concurrent presence of several users and the frequency-selective fad-
ing channel, identifying sent data in such systems proves to be a daunting issue.
This study proposes a huge MU-MIMO-OFDM system-compatible coordinate
descent-based equalization-based soft output data identification technique. This
algorithm’s major goals are to improve the estimation of transmitted data symbols
and effectively deal with inter-user interference. By exploiting the sparse nature
of the channel impulse response, the data detection problem as a joint sparse sig-
nal recovery and symbol detection task. Then, the coordinate descent algorithm,
which iteratively updates the estimated symbols and exploits the sparsity struc-
ture of the channel has been implemented. These soft outputs can be utilized in
subsequent stages of the communication system, such as channel decoding or
interference cancellation. The simulation results clearly illustrate the superiority
of the proposed method over existing detection techniques in terms of bit error
rate (BER) performance. The algorithm showcases remarkable enhancements in
detection accuracy, even in challenging scenarios involving a substantial num-
ber of users and severe channel conditions. When the number of base stations is
increased from 32 to 128, the proposed algorithm demonstrates a substantial 76%
reduction in bit error rate (BER). In contrast, conventional methods only achieve
a value of approximately 60% reduction in BER under the same conditions.
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1 Introduction

Massive Multiuser MIMO [1] (Multiple-Input Multiple-Output) with Orthogonal Fre-
quency Division Multiplexing (OFDM) is a state-of-the-art technique that uses multiple
antennas at the transmitter and receiver along with OFDM modulation to significantly
increase the capacity and spectral efficiency of wireless communication systems [2]. It
is considered a key technology for next-generation wireless networks, such as 5G and
beyond. By employing multiple antennas [3–6], MIMO can exploit spatial diversity [7]
and multiplex multiple data streams simultaneously, leading to increased data rates and
improved reliability.

The modulation method (OFDM) divides the available frequency spectrum into
several orthogonal subcarriers. These subcarriers can transmit data efficiently through
frequency-selective channels at high data rates because they are individually modulated
with low symbol rates. Modern wireless communication systems now use OFDM as
a core component; it is widely used in Wi-Fi, LTE, and the most recent 5G networks.
MassivemultiuserMIMOOFDMcombines the benefits ofMIMOandOFDM to achieve
high spectral efficiency and accommodate a large number of users simultaneously [8].
In this system, a base station or access point is equipped with a massive number of
antennas, which can be in the hundreds or even thousands. These antennas are used to
serve multiple users simultaneously by transmitting independent data streams to each
user. At the receiver side, user devices are equipped with multiple antennas to receive
the transmitted signals. The receiver uses advanced signal processing techniques, such
as linear precoding and spatial multiplexing, to separate and decode the signals from
different users [9]. The combination of massive antenna arrays, spatial processing, and
OFDM enables Massive Multiuser MIMO OFDM systems to achieve high spectral
efficiency, robustness against multipath fading, and improved interference management.
It can support a large number of users with high data rates, making it suitable for dense
urban environments and scenarios with high user demands [10].

With significant improvements in capacity, coverage, and user experience, the inte-
gration of these systems has the potential to completely alter wireless communication
networks [11]. Future technological developments, like as smart cities, the Internet of
Things (IoT), and improvedmobile broadband applications, are expected to bemade pos-
sible by this technology. Inspite of having numerous advantages, these systems are facing
severe challenges in output data detection [12], resource allocation [13–15]. The factors
which affect the output data detection includes: channel estimation; pilot contamina-
tion; interference; complexity; multiuser synchronization; imperfect channel knowledge
[16]. Addressing these challenges requires advanced signal processing techniques, such
as iterative detection and interference cancellation algorithms, efficient pilot designs,
robust channel estimation algorithms, and adaptive modulation and coding schemes.
Current research endeavors are dedicated to crafting efficient algorithms and system
designs aimed at surmounting these challenges and elevating the performance of such
systems.
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2 Literature Review

Massive MU-MIMO-OFDM is indeed an important area of research with numerous
future research directions. Some of the key areas where research is actively being pur-
sued are: channel modeling; signal processing algorithms; interference management
and resource allocation; hybrid beam forming and antenna design; spectrum efficiency
and energy efficiency; cooperative and distributed massive MIMO; and practical imple-
mentation challenges. The authors of [17] has explored the potential improvement in
throughput performance of a MU-MIMO system. In [18], the authors have introduced a
novel precoding scheme called SB (Sum-Rate Maximizing Beam forming) that aims to
maximize the total channel capacity.

To choose users in amulti-user communication system, the authors in [19] present an
ideal pair-wise semi-orthogonal user selection (SUS) scheduling algorithm. The objec-
tive is to achieve higher throughput by effectively selecting users and optimizing sub
channel allocation using these techniques. A novel MU-MIMO-OFDM scheme that
employs spreading codes to achieve signal separation among mobile terminals has been
presented [20]. The primary challenge in conventional multiuser MIMO systems is the
presence of co-channel interference among mobile terminals. A new nonlinear distor-
tion suppression method for MU-MIMO-OFDM systems is presented in this study [21].
A different study [22] focuses on creating MU-MIMO techniques that are specifically
designed for OFDM systems, with an emphasis on those covered in the IEEE 802.11ac
standard. In addition, a cutting-edge method [23] for guard interval (GI) control in
MU-MIMO-OFDM systems for unmanned aerial vehicles (UAV) is described. Addi-
tionally, a set of waveforms for shaping the subcarriers in MU-MIMO-OFDM systems
are proposed in this study using a computationally effective optimization method [24].

3 Methodology

3.1 System Model

In this scenario, a high-capacity uplink system utilizing massive MU-MIMO-OFDM
technology has been analyzed [25]. The system comprises U user terminals, each
equipped with a single antenna, which transmit data in parallel to a base station possess-
ing BS antennas. The transmission takes place across W subcarriers, enabling efficient
utilization of the available spectrum. In this setup, each user (indexed as i = 1,…, U)
employs a forward error-correction scheme to encode its own bit stream. The resulting
coded bits are then mapped onto constellation points from a finite set, such as 64-QAM,
utilizing a gray mapping rule. It is assumed that the average transmit power of each
user is normalized to unity. Consequently, the obtained frequency-domain symbols on
each of the W subcarriers are denoted as {s(i)1,…, s(i)}. Upon reaching the base sta-
tion, the cyclic prefixes are removed, and the TD signals from each antenna undergo a
DFT operation, converting them back into the FD. For this system, it is assumed that a
sufficiently long cyclic prefix is available, ensuring ideal synchronization between users
and the base station. Additionally, accurate knowledge of the channel state information
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(CSI) is assumed [26], and the input and output for the wth subcarrier can be commonly
represented by Eq. (1) (Fig. 1).

yw = Hwsw + nw (1)

Fig. 1. Proposed uplink system model [25].

3.2 Data Recognition Based on Equalization

Zero-forcing Equalization. In the context of the described system, equalization-based
data detection is employed to recover the transmitted symbols at the base station. One
commonly used equalization method is known as zero-forcing (ZF) equalization [27].
ZF equalization can be represented using (2), which aims to eliminate the interference
caused by the channel by inversely applying the estimated channel response to the
received signals.

(2)

Linear MMSE Equalization. In addition to zero-forcing (ZF) equalization, another
commonly used equalization technique in the context of MU-MIMO-OFDM systems
is linear MMSE equalization [28, 29]. By considering both the channel response and
the noise, this equalization tries to reduce the mean square error between the equalized
symbols and the actual transmitted symbols. Mathematically, this can be represented
using (3). The MMSE weight vector Ŵ(i) can be computed using (4), where R(i) is the
covariance matrix of the received signal.

ŷ(i)w = Ŵ(i) × H (i)w × y(i)w (3)

ŵ(i) = R(i)−1 × h(i) (4)
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Non-linear Box-Constrained (BOX) Equalization. It is an advanced equalization
technique used in wireless communication systems, including MU-MIMO-OFDM sys-
tems. Unlike linear equalization methods such as zero-forcing (ZF) and linear MMSE,
BOX equalization operates in the non-linear domain and incorporates additional con-
straints to improve the equalization performance. In BOX equalization, the goal is to
minimize the symbol error rate by formulating an optimization problem subject to box
constraints on the equalized symbols. These box constraints ensure that the equalized
symbols fall within a predefined range or region, typically based on the characteris-
tics of the modulation scheme. Mathematically, the BOX equalization problem can be
formulated using (5).

minimize
∑ ∣∣y(i)w − ŷ(i)w

∣∣2 subject to I ≤ ŷ(i)w ≤ u (5)

Coordinate Descent. Equalization via coordinate descent is an optimization technique
used to expedite the process of equalization in communication systems [30]. Specifically,
it is applied in scenarios where equalization involves solving a complex optimization
problem with multiple variables. In coordinate descent, the optimization problem is
divided into sub problems, each involving only a single variable. The idea is to iteratively
update each variable while keeping the others fixed, cycling through all the variables
until convergence is achieved. This approach simplifies the optimization process and can
significantly reduce the computational complexity compared to traditional optimization
algorithms. Coordinate descent (CD) is a widely recognized iterative framework used for
precisely or approximately solving numerous convex optimization problems. It achieves
this by performing a sequence of straightforward updates on individual coordinates. The
CD framework can be described by Eq. (6).

f (z1, . . . .zU ) = f (z) = ‖yw − Hwz‖2 + g(z)

4 Simulation Parameters

To perform simulation, several parameters need to be considered. The following are
some of the key parameters required for such a simulation: system configuration; chan-
nel model: modulation and coding; equalization and detection; simulation parameters
etc. These parameters provide the foundation for setting up a simulation environment
to investigate the performance of proposed system. The specific values chosen for
these parameters will depend on the specific scenario, research objectives, and available
resources. Table 1 contains a list of the proposed model’s simulation requirements.
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Table 1. Simulation parameters

Parameter Description

BS Antenna 32, 64,128

Modulation Scheme 16-QAM

Users 8

Detector Structure ZF, MMSE, SIMO, OCDBOX, OCDMMS

Length of Data 16

Length of Frame 128

Subcarriers 2048

Cyclic Prefix 10

SNR (dB) 0–30

5 Experimental Outcomes

For the purpose of assessing the OCD-BOX algorithm’s performance in terms of error
rate, aMonte Carlo simulation of a codedMIMO-OFDMuplink system has been carried
out. The system operates with a bandwidth of 20 MHz and consists of 2048 subcarriers,
where 1200 subcarriers are dedicated to data transmission, following the specifications of
LTE Advanced (LTE-A). The simulation has been employed 64-QAMmodulation with
gray mapping, which allows for efficient mapping of coded bits onto constellation points
have been utilized. To enhance the reliability of the transmission, a rate-3/4 turbo code
for forward error correction. BER analysis has been done to assess howwell the proposed
system model performs while taking different base station antenna configurations and
different OCD iterations (k) into account. It is observed from Fig. 2, that the BER has
been improved as the base station configuration irrespective of equalization technique.
The proposed OCD-BOX has attained similar BER performance with OCD MMSE at
larger BS configurations.
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Fig. 2. BER for a massive MU-MIMO-OFDM system (k = 2, user = 8) with a) BS = 128 b) BS
= 64 c) BS = 32

With only three simulation runs (K= 3), the suggested system achieves performance
that is nearly identical to the ideal MMSE equalizer when used with 64 and 128 base
station (BS) antennas (see Fig. 3). However, four iterations (K = 4) are necessary in the
case of a comparatively smaller system with 32 BS antennas in order to attain compa-
rable performance. Reduced performance is indicated by higher error floors caused by
lower values of k (see Fig. 4). These simulation findings demonstrate that approximation
linear data detectors can perform as well as the ideal MMSE detector in systems with a
higher proportion of BS antennas to user antennas. An economical and effective solution
for large-scale MU-MIMO systems is provided by the suggested system, which demon-
strates an impressive capacity to approach MMSE performance with less iterations. In
conclusion, in systems with 64 and 128 BS antennas, OCD-BOX achieves almost equal
MMSE performance with only three rounds. However, four simulation runs are required
in systems with 32 BS antennas to get comparable performance.
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Fig. 3. BER for a massive MU-MIMO-OFDM system (k = 3, user = 8) with a) BS = 128 b) BS
= 64 c) BS = 32

The comparison performance metrics for different equalizers by varying the value
of k have been tabulated in Table 2.
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Fig. 4. BER for a massive MU-MIMO-OFDM system (k = 5, user = 8) with a) BS = 128 b) BS
= 64 c) BS = 32



182 L. S. S. Pavan Kumar Chodisetti et al.

Table 2. BER Vs SNR for k = 2 (OCD iterations)

BER (k = 2, BS = 128, Users = 8)

SNR ZF MMSE SIMO OCDBOX OCDMMSE

−10 0.24295 0.240166 0.235778 0.240234 0.239615625

−6 0.14600625 0.145072 0.140172 0.144613 0.148096875

−2 0.06295938 0.062538 0.058216 0.062106 0.06390625

2 0.011175 0.011047 0.009519 0.011034 0.011621875

6 0.00023438 0.000231 0.000156 0.000234 0.00026875

10 0 0 0 0 0

6 Conclusion

Despite this complexity challenge, researchers and engineers are actively working on
developing efficient solutions to address the implementation complexity of massive
MU-MIMO. Various algorithms and techniques, such as linear and non-linear equal-
ization, soft output data detection, and optimization methods like coordinate descent,
are being explored to reduce the computational burden at the BS while maintaining
performance. This study proposes a huge MU-MIMO-OFDM system-compatible coor-
dinate descent-based equalization-based soft output data identification technique. The
simulation results clearly illustrate the superiority of the proposed method over existing
detection techniques in terms of bit error rate (BER) performance. The algorithm show-
cases remarkable enhancements in detection accuracy, even in challenging scenarios
involving a substantial number of users and severe channel conditions. When the num-
ber of base stations is increased from 32 to 128, the proposed algorithm demonstrates
a substantial 76% reduction in bit error rate (BER). In contrast, conventional methods
only achieve a value of approximately 60% reduction in BER under the same conditions.
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Abstract. In this paper, spatially multiplexed hybrid binary phase shift keying-
multi-pulse pulse position modulation (BPSK-MPPM) based 8-core multicore
fiber (MCF) interconnect system is suggested for the foreseeable future exa-
scale optical interconnect (OI) applications. The impact of different characteristic
parameters like optical signal to noise ratio (OSNR), launch power, and inter-core
crosstalk (XT) on bit error rate (BER) of hybrid BPSK-MPPMmodulated OI sys-
tem are discussed in detail. Further, error probability performance of conventional
BPSK and hybrid modulation format are compared for 40 Gbps per channel. It
is shown that the proposed hybrid scheme is suitable for futuristic data center,
high-end computing system and silicon photonic transceiver chips.

Keywords: Optical Interconnect · Space Division Multiplexing · Multicore
Fiber · Binary Phase Shift Keying · Multi-pulse Pulse Position Modulation

1 Introduction

Optical interconnect (OI) is a futuristic data transmission architecture for higher band-
width and short-reach interlink within the modern data center [1, 2]. OI transmission
over short distances inside the board uses less power and is less expensive [3]. Over
copper interconnect OI can potentially provide high throughput, high density parallel
lines and buses [3, 4]. In order to avoid anticipated capacity constraints in OI, addi-
tional significant improvements can be made using space division multiplexing (SDM)
[5]. With increase in demand of data services, using multicore fiber (MCF) rather than
single mode fiber provides high-capacity data transfer that could be preferably imple-
mented using SDM [6]. It is the MCF of SDM that could make new discoveries with
the emerging demands of communication channel [7, 8]. Recently, various researchers
have been shown their interest in SDM that uses MCF for high data transfer rate as well
as capacity improvement [9, 10]. Recently, a rectangular 8-core MCF has been reported
for parallel processing and short reach OI applications [11].

Inter-core crosstalk is one of the possible drawbacks ofMCF as OI. [12]. Experimen-
tally, it was demonstrated that the volatility and intensity of XT have been influenced by
the modulation scheme, pseudo-random binary sequence (PRBS) length, temperature,
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and signal rate [13]. Recent studies have looked at inter-core XT analysis for polariza-
tion division multiplexed-quadrature phase-shift keying (PDM-QPSK), 16 quadrature
amplitude modulation (PDM-16QAM), and 64QAM (PDM-64QAM), which demon-
strates that the effects of cross-talk are more severe for long distances for higher order
formats [14]. Moreover, binary phase-shifted keying (BPSK) technique provides better
execution, robustness and less complicated as compare to various modulation scheme
[15]. Hence, it has gained widespread acceptance as the primary modulation scheme in
recent years [16].

Further, pulse position modulation (PPM) is one of the best-knownmodulation tech-
niques in optical fiber due to its sensitive detection efficiency and effective bandwidth
implementation [17]. An improvement to PPM is known as Multi-pulse Pulse Posi-
tion Modulation (MPPM), which offers increased bandwidth and power efficiency [18].
In order to prevent the optical capacity crisis in single-mode fiber, hybrid modulation
approaches increase the poor power efficiency [19]. Recently, error probability estima-
tion of hybrid QAM-MPPM has been proposed [20]. Recently, another error probability
estimation of hybrid differential phase shift keying (DPSK)-MPPM has been demon-
strated in long-haul for low power transmission [21]. Furthermore, a theoretical analysis
of PDM-QPSK-MPPM has been proposed for high bandwidth utilization efficiency, and
the error probability is also estimated for the proposed hybrid scheme [22].

In this paper, an 8-coreMCF interconnect systemmodulated byhybridBPSK-MPPM
is suggested for use in exa-scale OI applications for the future. The error probability
performance of the hybrid BPSK-MPPM method is assessed using MCF and then the
bit error rate (BER) for this hybrid scheme is further analyzed for different parame-
ters. Moreover, the coupling coefficient is evaluated in relation to the bending radius.
Finally, the hybrid modulation format’s BER performance is contrasted with that of the
conventional BPSK modulation.

2 System Model

Figure 1 shows the block diagram of the proposed hybrid BPSK-MPPM scheme. At the
transmitter side, the transmitter digital signal processor (DSP) is suppliedwith the PRBS.
Themainwork of transmitter DSP is to separate the PRBS into several data blocks. These

blocks are individually referred to as

(
log2

(
M
nS

)
+ nS

)
bits. These bits are generally

divided into two parts, i.e.,

(
log2

(
M
ns

))
and ns bits. Initially, the

(
log2

(
M
ns

))
bits

are encrypted using MPPM scheme and is used to determine the position of ns pulses.
Then by utilizing the additional ns bits, eachMPPM optical pulse is BPSKmodulated. A
continuous wave of laser source is being fed to the MPPM modulator to generate signal
and non-signal sections of each sign, and BPSK modulator is used to create the phase
that corresponds to each signal slot. The intensity and phase modulation are designed
using Mach-Zehnder architecture. These data bits are arranged in hybrid BPSK- MPPM
scheme that illustrates the potential pairing of the slots as shown in Fig. 1. The hybrid
frame of size M slots encodes each optical pulse and broadcasts with one of the two
binary phases 0o and 180o. Any combination of signal and non-signal slots may be sent
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by a hybrid frame with size M slots. The signal is transmitted to Erbium-doped fiber
amplifier (EDFA) which amplifies optical signal by minimizing the noise and providing
high- gain. The signal is then transmitted to the multi-core fiber channel by using space
division multiplexer and de-multiplexer at the input and the output side respectively. The
MCF used here is rectangular array eight-core MCF which provides better arrangement
for short-reach OIs.

Fig. 1. Transmission setup of hybrid BPSK-MPPM modulation scheme for rectangular array
8-core MCF.

At the receiver side to improve receiver sensitivity coherent detection of optical
signals is originally exploited [22]. The received signal mixes with the local oscillator
to provide better amplification without noise enhancement as compared to EDFA. This
mixture is mixed using a 3dB coupler and is then fed to the dual photodetector. While
lowering the noise of the nearby oscillator laser source, it increases the strength of the
signal that is received. The output from the photodetector is forwarded to the heterodyne
demodulator. A signal from heterodyne demodulator is transmitted to the low pass filter

with bandwidth
(
BWP = 1

2TP

)
so that the intermediate frequency (IF) effect can be

reduced. The received signal’s polarization must match the local oscillator (LO) lasers
in order to permit optical signal mixing. Polarization of received signal and the LO lasers
are arranged using automatic polarization control (APC) for best signal mixing [22]. The
output of low-pass filter is fed to slot integral whose slot duration corresponds to be TP .
The output of the slot integral is known as decision random variable and is squared and
then both the squared as wells as the non-squared values are sent to the receiver BIT.
The receiver DSP then selects the signal with highest energy value and interpret it as the
transmitted signal pulse. Then this interpreted signal is finally forwarded to the output
bit and the BER of the hybrid frame is evaluated.
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3 Calculation of Coupling Co-efficient and Crosstalk

The coupling co-efficient
(
Cpq

)
between two adjacent core is given as [23]

Cpq =
ω ∈0
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(1)

where, ω is denoted as angular frequency, ∈0 is denoted as free space permittivity, E is
electric fields and H is magnetic fields. p and q are denoted as pair either (1, 2) or (2, 1).
N shows the core’s refractive index distribution.

By using couple power theory [12], the crosstalk between the two neighboring cores
can be given as

XT = tanh
(
hpqL

)
(2)

where, hpq is the average power coupling co-efficient. L indicates length of fiber.

4 Results and Discussion

The 8-core MCF model’s electric field distribution is simulated using the finite element
technique (FEM), and the resulting data is integrated using Eq. (1) to get the mode
coupling coefficient. Individual MCF cores are 5 mm in diameter, have a 0.8% relative
refractive index difference. The core-to-core pitch is assumed 50mmwith 1.45 refractive

Fig. 2. Mode coupling coefficient versus bending radius for 8-core MCF with pitch � = 50 µm.
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index for the cladding. For 8-core homogeneous step indexMCF, Fig. 2 depicts themode
coupling coefficient fluctuation between two neighboring cores in a row with bending
radius. Figure 2 shows mode coupling coefficient increases with bending radius due to
strong phase matching between modes of adjacent homogeneous cores.

.

Fig. 3. BER versus OSNR for 8-core MCF.

Figure 3 shows the variation of BER for both hybrid and traditional modulation
format for effectual comparison. It is analyzed from Fig. 3 that BER decreases for
hybrid BPSK-MPPM as compared to that of ordinary BPSK modulation scheme. The
figure depicts that at various OSNR levels, hybrid BPSK-MPPM has lower BER than
conventional BPSK. It can be seen from Fig. 3 that, for OSNR of 20 dB the value of
log(BER) reduces by about 2.4307 when signal is modulated by hybrid BPSK-MPPM.

The comparison between the BER for ordinary BPSK and hybrid BPSK-MPPM
modulated MCF OI systems with respect to the transmitted power is illustrated in Fig. 4.
The results demonstrate that the suggested hybrid method uses less power and performs
better than the conventional BPSK. The suggested technique has reduced BER at various
power levels, i.e., at power level of−6 dBm the hybrid BPSK-MPPM log(BER) is 1.463
less than the conventional scheme.

The variation of BER due to inter-core XT is shown in Fig. 5. The BER of hybrid
BPSK-MPPM is compared with BPSK modulation scheme. The XT is calculated for
different bending radius ranging from 15 to 65 cm considering the random perturbations.
The figure illustrates that crosstalk causes an increase in BER,whereas the hybrid system
has a relatively lower BER. TheBERof hybridBPSK-MPPM is reduced by about 5.0545
than traditional BPSK for a crosstalk of approximately −52 dB. It is worth noting that
hybrid BPSK-MPPM modulated MCF interconnect system is more resistant to XT.
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Fig. 4. BER versus power for 8-core MCF.

Fig. 5. BER versus crosstalk for 8-core MCF

Table 1 represents the comparison between standardBPSKand hybridBPSK-MPPM
at different parameter to analyze the BER. It can be seen from Table 1 that BPSK-
MPPMbasesMCF interconnects systemhas better performance and overall transmission
capacity can also be increased with minimal XT distortion.
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Table 1. Comparison between BPSK and BPSK-MPPM

Parameters Log10BER

BPSK BPSK-MPPM

OSNR (at 22 dB) −4.9532 −7.993

Power (at 0 dBm) −7.532 −10.45

Crosstalk (at -40 dB) −4.34 −6.797

5 Conclusion

The effectiveness of a hybrid BPSK-MPPM method for an 8-core MCF channel has
been investigated for next-generation exa-scale OI applications. The characteristics of
coupling co-efficient is studied using the finite element method. When the data rate for
each channel is 40 Gbps, a comparison between the hybrid scheme and standard BPSK
is made, and it is found that the hybrid method performs better than the standard scheme.
The effects of BER are analyzed using important variables such as launch power, OSNR,
crosstalk. The outcome demonstrates that hybrid systems use less power than BPSK and
can tolerate crosstalk better than standard BPSK.
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Abstract. Optical links play a crucial role in modern communication systems,
enabling high-speed data transmission over long distances with minimal loss and
interference. As the demand for faster and more reliable networks continues to
grow, evaluating the performance of optical links becomes paramount. There are
several approaches to developing performance prediction strategies for optical
links, including analytical models, numerical simulations, and experimental mea-
surements. Analytical models are based on mathematical equations and can pro-
vide quick and accurate predictions of the link performance for simple systems.
Numerical simulations use computer software to solve complex equations and
simulate the link performance for more realistic systems. The prominent strate-
gies include: link budget analysis; chromatic dispersion compensation; nonlinear
impairment mitigation; error correcting codes. This work mainly focusses on ana-
lyzing the performance of optical link with various prediction strategies (hard
decision-FEC, soft decision-FEC and probabilistic shaping)) using forward error
correcting codes (FEC). The symbol error rate, bit error rate and achievable infor-
mation rates have been analyzed for aforementioned strategies with and without
FEC.

Keywords: Achievable information rate · Hard decision-FEC · Soft
decision-FEC · Symbol error rate · Bit error rate · Optical links

1 Introduction

Performance prediction recipes for optical links are essential for designing and optimiz-
ing high-speed optical communication systems. These recipes are based onmathematical
models that consider various factors such as fiber attenuation, dispersion, and nonlinear-
ities, as well as the characteristics of the optical components such as lasers, detectors,
and amplifiers. The goal is to predict the performance of the optical link in terms of key
parameters such as bit error rate (BER), receiver sensitivity, and transmission distance,
given the system specifications and operating conditions. There are several approaches to
developing performance prediction recipes for optical links, including analyticalmodels,
numerical simulations, and experimental measurements. Analytical models are based on
mathematical equations and can provide quick and accurate predictions of the link per-
formance for simple systems. Numerical simulations use computer software to solve
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complex equations and simulate the link performance for more realistic systems. Exper-
imental measurements involve actual measurements of the link performance using test
equipment and can provide validation of the analytical or numerical models [1].

Some common techniques used in performance prediction recipes for optical links
include: link budget analysis (this involves calculating the total losses and gains of the
optical link, including fiber attenuation, connector losses, and component losses, and
comparing the total received power to the minimum power required for the receiver
to detect the signal); chromatic dispersion compensation (this involves using disper-
sion compensating fibers or dispersion compensation modules to compensate for the
chromatic dispersion of the optical signal and improve the link performance); nonlinear
impairment mitigation (This involves using techniques such as optical signal process-
ing, modulation formats, or digital signal processing to mitigate the effects of nonlinear
impairments such as self-phasemodulation and four-wavemixing); error correction cod-
ing (This involves using forward error correction (FEC) or other error correction codes
to reduce the BER of the optical link and improve the link performance). Link budget
analysis is a fundamental technique used in performance prediction recipes for optical
links. It involves calculating the total losses and gains of the optical link and comparing
the total received power to the minimum power required for the receiver to detect the
signal. Chromatic dispersion is a phenomenon that can limit the performance of optical
links by causing pulse broadening and distortion. Chromatic dispersion compensation
is a technique used in performance prediction recipes for optical links to mitigate the
effects of chromatic dispersion and improve link performance [2, 3].

The dispersion compensation technique reduces the pulse broadening and distortion
caused by chromatic dispersion, allowing for longer transmission distances and higher
data rates. The amount of chromatic dispersion compensation required depends on the
characteristics of the optical link, including the transmission distance, the wavelength,
and the bit rate. The optimal amount of dispersion compensation can be determined
by simulating the link performance using numerical simulations or by testing the link
using experimental measurements. In summary, chromatic dispersion compensation is a
critical technique used in performance prediction recipes for optical links to mitigate the
effects of chromatic dispersion and improve the link performance. The use of dispersion
compensating fibers or dispersion compensation modules can significantly improve the
transmission distance and bit rate of the link, making it an essential tool for high-speed
optical communication systems [4].

Nonlinear impairment mitigation is critical for performance prediction recipes for
optical links because it can significantly improve the link performance and increase the
maximum achievable bit rate. The optimal nonlinear impairment mitigation technique
depends on the specific characteristics of the optical link, including the transmission
distance, the bit rate, and the modulation format. In summary, nonlinear impairment
mitigation is a crucial technique used in performance prediction recipes for optical links
to mitigate the effects of nonlinearities and improve link performance. This technique
can be accomplished by using modulation formats that are resistant to nonlinearities or
by using digital signal processing techniques to estimate and compensate for the non-
linear distortion. Error correction coding is a technique used in performance prediction
recipes for optical links to improve the reliability of data transmission and reduce the
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error rate. Error correction coding involves adding redundant information to the data
before transmission, which can be used to detect and correct errors at the receiver. There
are two types of error correction coding: block codes and convolutional codes. Block
codes divide the data into fixed-length blocks and add redundant information to each
block, while convolutional codes add redundant information to each data bit based on a
sliding window of previous bits. One commonly used error correction code for optical
communication is the Reed-Solomon code, which is a block code that adds redundant
symbols to the data. TheReed-Solomon code can detect and correct errors in the received
data, making it particularly useful in optical links where errors can occur due to noise
or other impairments. Another commonly used error correction code for optical com-
munication is the forward error correction (FEC) code, which is a type of convolutional
code that adds redundant bits to the data [5–7].

The FEC code can detect and correct errors in the received data, and it can be
designed to provide varying levels of error correction based on the specific requirements
of the optical link. The use of error correction coding is critical in performance predic-
tion recipes for optical links because it can significantly improve the reliability of data
transmission and reduce the error rate. The optimal error correction coding technique
depends on the specific requirements of the optical link, including the transmission dis-
tance, the bit rate, and the desired level of error correction. In summary, error correction
coding is an essential technique used in performance prediction recipes for optical links
to improve the reliability of data transmission and reduce the error rate. The use of
block codes or convolutional codes, such as the Reed-Solomon code or the FEC code,
can provide varying levels of error correction based on the specific requirements of the
optical link [8, 9].

Performance prediction recipes for optical links are important for designing and
optimizing high-speed optical communication systems and can help ensure reliable and
efficient communication. These recipes are constantly evolving as new technologies and
techniques are developed, and future research will continue to refine and improve these
recipes. Therefore, in this work the performance prediction recipes for improvising the
optical link performance in terms of BER have been estimated by employing FEC. The
BER for various prediction strategies have been compared with and without employing
FEC.

2 Literature Review

The basis for merging probabilistic shaping (PS) and forward error correction (FEC)
is provided by [10]. Probabilistic amplitude shaping is a real-world application of the
layered PS-FEC architecture, which consists of a PS encoder and an FEC encoder.
Information-theoretic concepts are used to obtain attainable PS encoding rates and
achievable FEC decoding rates. Based on data from optical transmission trials, the cre-
ated tools are used to build and evaluate the performance of optical transponders. To
assess post-FEC BER for systems with SD-FEC and PS, GMI is not applicable. Asym-
metric information (ASI), normalized GMI (NGMI), and a feasible FEC rate have been
suggested in [11] as alternatives for such cases.

The authors of [12] analysed the characteristics and coherence features of inter chan-
nel nonlinear interference (NLI) after evaluating models and mitigation methods. Based
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on the findings of this investigation, we developed anNLImitigation technique that takes
use of the synergistic interaction between subcarrier multiplexing with symbol rate opti-
mization and correction for phase and polarization noise (PPN). The synergistic impact
of symbol-rate optimization and phase-noise correction is examined in [13] following a
discussion of models and mitigation techniques for inter channel nonlinearity. Practical
applications of this phenomenon include the determination of capacity lower limits and
nonlinearity mitigation. In [14], the authors have created new 4-PAMwith any labelling
closed-form BER expressions.

The spectral efficiency (SE) of fiber-optic systems may be easily changed via prob-
abilistic amplitude shaping (PAS). By identifying the prerequisites for choosing the PC
component codes, the authors of [15] has shown PAS may be used to bit-wise hard deci-
sion decoding (HDD) of product codes (PCs). In [16], the authors use probabilistic ampli-
tude shaping (PAS) tomakefiber-optic communication systemsmore spectrally efficient.
They have considered probabilistic shaping using hard decision decoding (HDD), in
contrast to earlier research in the literature. A proposed [17] multinary-signaling-based
coded-modulation (CM) system outperforms traditional CM schemes in terms of both
spectrum and energy efficiency, making it appropriate for a variety of applications rang-
ing frommulti-Tb/s tomulti-Pb/s data rates. A design algorithm for the relatedmultinary
signal constellation is also put forward.

The literature available for performance prediction strategies of optical links based
on error detecting codes and modulation schemes employing various strategies like; SD,
HD, and probabilistic shaping. Here, in this work the performance of these strategies
has been analyzed by incorporating FEC codes. The BER for aforementioned strategies
has been evaluated and compared with and without FEC.

3 Methodology

The appropriate performance statistic for the system under consideration relies on the
receiver’s decoding method (SD, HD, bit-wise, symbol-wise, etc.). The decoding tech-
nique in an ideal receiver should take into consideration the precise nonlinear and bursty
input-output relationship of the channel [18]. Since the precise relationship is typically
unclear, a mismatched receiver built using a streamlined (auxiliary) 15 channel model is
typically used. Usually, when designing a receiver, it is assumed that the output samples
are simply distorted by an AWGN with a variance per dimension of (1).

σ 2 = 1

DN

N∑

n=1

‖yn − s(in)‖2 (1)

3.1 Strategies with HD-FEC

For each received vector yn, the receiver makes an educated guess (in1) about the sent
data in (in). The HD FEC decoder then receives this data for potential error correction.
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Using (2), themost prevalent HD rule (minimal Euclidean distance) has been represented
[19].

in1 = argmin
j ∈ {1, 2, 3..M } ‖yn − s(in)‖2 (2)

The symbol error rate (SER) and bit error rate for HD-FEC can be represented using
(3) and (4) respectively, where the δ function is 1 if the decision is true, otherwise it is
zero.

SERHD = 1

N

N∑

n=1

δ
(
in �= ĩn

)
(3)

BERHD = 1

mN

N∑

n=1

m∑

k=1

δ
(
bk(in) �= bk

(
ĩn

))
(4)

The achievable information rate for HD-FEC is represented using (5) with binary
entropy function (H2) with various code rates Rc.

AIRHD
b = m(1 − H2(BER

HD)) ≥ mRc (5)

3.2 Strategies with SD-FEC

In these strategies, the decision has been taken on output sequence yn based on the
soft information available. The achievable information rates for these strategies have
been estimated through symbol wise and bit wise and are represented using (6) and (7)
respectively [15].

AIRSD
s = m − 1

N

N∑

n=1

⎧
⎨

⎩log2

M∑

j=1

q(yn, s(j)) − log2q(yn, s(in))

⎫
⎬

⎭ (6)

AIRSD
b = m − 1

N

N∑

n=1

m∑

k=1

⎧
⎨

⎩log2

M∑

j=1

q(yn, s(j)) − log2

M∑

j=1

δ(bk(j))

⎫
⎬

⎭ (7)

3.3 Strategies with Probabilistic Shaping

Probabilistic shaping [19],whose shapingoperation is frequently realizedvia distribution
matching (DM), has emerged as the most well-liked PS approach in recent years. The
symbol entropy (Hs) which is represented using (8). These strategies use bit wise FEC
codes for decoding whose values are represented using (9).

Hs = −
M∑

j=1

pllog2pj (8)
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Ln,k = ln

∑M
j=1 δ

(
bk(j) = 0)pj(yn, s(j))

)

∑M
j=1 δ

(
bk(j) = 1)pj(yn, s(j))

) (9)

The bit error rate and the achievable information rate using these strategies are
represented using (10) and (11) respectively, where ASI is the asymmetric information
available at each receiving vector yn.

BERPS
b = 1

mN

N∑

n=1

m∑

k=1

δ
(
Ln,k ≤ 0

)
(10)

AIRPS
b = Hs − (1 − ASI)m (11)

4 Simulation Parameters

To simulate the bit error rata of an optical link, several parameters need to be considered
which helps in accurately predicting the optical link performance. Table 1 provides the
detailed list of parameters used for simulation.

Table 1. Execution Parameters

Parameter Description

Data samples (N) 106

Mean (μ) 0

Variance(σ2) 0.01

Constellation Symbol Dimension (D) 2 (for QAM)

Modulation 64-QAM

Symbol entropy (Hs) 6bits/symbol

SNR 5–30 dB

5 Simulation Results

The performance prediction of an optical link has been evaluated for various strategies
with the help of MATLAB simulation software. The prediction strategies such as; hard
decision, soft decision and probabilistic shaping have been analyzed based on forwarding
error correcting codes (FEC) and compared the performance measures with and without
employing FEC codes. Figure 1, shows the symbol error rate (SER) using hard decision-
FEC has been estimated and compared the performancemeasures with andwithout FEC.
It is clearly depicted in Fig. 1, that the SER is low for obtained output sequence with
FEC when compared to SER without FEC.
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Fig. 1. SER Vs SNR for hard decision FEC strategy.

The BER for hard decision strategy has been evaluated and is depicted in Fig. 2.
Similar to SER, the BER also is very low for the prediction strategy with FEC codes
when compared to the strategy without FEC. It is evident from Fig. 2, 40% reduction
in BER at an SNR of 5dB has been achieved for HD-FEC by employing FEC codes.
Similarly, at 30dB, the BER is reduced to 50% (see the black line). The hard decision
strategy with FEC achieves a BER of almost 0(zero) at an SNR of 30dB, whereas, the
same strategy without FEC archives a BER of 0.4 at 30dB.

Fig. 2. BER Vs SNR for hard decision FEC strategy.
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The achievable information rate is proportional to SNR with hard decision strategy
in both the cases such as: with and without FEC. But hard decision with FEC attained
more AIRwhen compared to hard decision without FEC (see Fig. 3). At low SNR values
(from 5 to 20 dB), the AIR in both cases is similar, but at high SNR values the achieved
AIR is more in hard decision with FEC when compared to hard decision without FEC.

Fig. 3. AIR Vs SNR for hard decision FEC strategy.

In soft decision strategy, the AIR has been evaluated via symbol wise (see Fig. 4) and
bit wise (see Fig. 5). Similar to hard decision FEC, the AIR is proportional to SNR but
in soft decision FEC the maximum AIR of 7.5 has achieved. Whereas, in hard decision
FEC the maximum AIR of 5.8 has achieved.

Probabilistic shaping for optical link performance prediction strategy has been
widely used and most popular strategy. It is also evident from Fig. 6, the maximum
BER at low SNR is 0.3 without FEC and 0.2 with FEC. It is observed from Fig. 7, the
AIR with probabilistic shaping has attained maximum value when compared to hard
decision and soft decision FEC.
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Fig. 4. AIR (symbol wise) Vs SNR for soft decision FEC strategy.

Fig. 5. AIR (bit wise) Vs SNR for soft decision FEC strategy.
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Fig. 6. BER Vs SNR for probabilistic shaping strategy.

Fig. 7. AIR Vs SNR for probabilistic shaping strategy.

6 Conclusion

In this work, the performance measurements with and without the use of forwarding
error correcting codes (FEC) have been compared for several prediction algorithms,
including hard decision, soft decision, and probabilistic shaping. By implementing the
hard decision FEC strategy, a remarkable 40% decrease in BER has been accomplished
at low SNR levels. Additionally, by utilizing FEC codes, a substantial 50% reduction
in BER has been achieved at higher SNR values. On the other hand, the performance
of soft decision FEC has been evaluated in terms of the AIR for both symbol-wise
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and bit-wise approaches. The analysis reveals that the symbol-wise soft decision FEC
achieves a maximum AIR of 7.5, while the bit-wise approach attains an AIR of 5.8.
Comparatively, employing FEC codes with probabilistic shaping yields an even higher
AIR of 8. Specifically, at low SNR values, the BER is reduced by 40% without FEC,
and an impressive 80% reduction is achieved with FEC combined with probabilistic
shaping. These reductions are observed when comparing the results to both the hard
decision and soft decision strategies. Moreover, at high SNR levels, the BER becomes
nearly negligible when FEC codes are employed. The effectiveness of FEC becomes
apparent, as it ensures a highly reliable transmission with minimal errors, leading to
a BER that approaches zero. Finally, the combination of FEC codes and probabilistic
shaping techniques yields substantial improvements in BER performance. At low SNR
values, the reductions are 40%without FECand80%withFECandprobabilistic shaping.
Additionally, at high SNR values, the BER approaches zerowhen employing FEC codes,
indicating a highly reliable transmission.
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Abstract. Surface acoustic wave sensors are becoming more and more essen-
tial in research. The research has advanced in such a way that SAW sensors are
now used in many different fields. The application areas of SAW sensor include
gas sensing, biosensor, measurement of many physical parameters like humidity,
pressure, temperature and torque. In this study, the SAW sensor is presented as a
nitrogen gas sensor. Nanomaterials are introduced to a conventional SAW sensor
to strengthen the sensor’s performance. The most frequently used nano - materials
for applications in gas detection is ZnO. Comsol Multiphysics is used to design a
2D SAW-based gas sensor using ZnO as the sensing material. Finite element anal-
ysis (FEA) is used in sensor characterization. Testing is done to determine whether
nitrogen gas is present or not in the sensor. The sensor’s sensitivity varies depend-
ing on whether there is gas present or not while operating at the same frequency.
The sensor’s frequency range is 3 MHz. Nitrogen gas is present in concentrations
varying from 10 ppm to hundreds of ppm. With a rise in concentration, the sensor
showed excellent linearity.

Keywords: Surface Acoustic Wave Sensor · Gas Detection · Zinc Oxide · Safety
levels

1 Introduction

Lord Rayleigh initially announced the existence of surface acoustic waves during the
year 1885. [1]. The surface acoustic waves are therefore referred to as Rayleigh waves.
The first surface acoustic wave device was developed in 1965. The SAW sensors are high
frequency devices that operate at frequencies between 1 MHz and 300 GHz. Since 1885
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there is wide variety of improvement s in the surface acoustic wave sensor which made
them to use in all application areas like mining applications in the form of gas sensor [2],
biomedical area as sensor which can detect HIV and antigens, [3] as chemical sensor, as
pressure sensor etc. Harathi. N et al. [2, 4] built a SAW-based gas sensor for hydrogen gas
detection, and tested it with gas concentrations varying from 0.1 ppm to 100 ppm. The
sensor’s response showed proportionality among hydrogen gas concentration as well as
displacement.ArghaSarkar et. al. [5] usedZnOas the sensing layer in the implementation
of a highly sensitive SAW-based ethylene gas sensor with various electrode orientations.
Hasan M et al. [6] developed and simulated SAW-based hydrogen gas sensor with two
different active layers and compared the simulation and fabrication results. Neeruganti
Vikram et al. [7] constructed a high sensitive 2D model of SAW sensor with two IDT
(InterDigitatedElectrodes) and tested different chemical solutions concentration ranging
from 1 ppm to 100 ppm. Sarkar A et al. [8] created a nanorod-based SAW methane gas
sensor to get rid of crystal intrinsic defects. Beyond this SAW sensors can be used as
biosensor, chemical sensor, toque sensor and humidity sensor. The SAW sensors are
used for frequency range of megahertz to giga hertz. Above all, the author employed
COMSOL for simulation, and finite element modelling was used for analysis.

2 Functionality of SAW Sensor

The three classes of acoustic wave devices are as follows: i) BAW (Bulk Acoustic Wave
devices) ii) APM (Acoustic Plate mode devices) iii) SAW (Surface Acoustic Wave
devices). These devices can also be further segregated, as indicated in the Fig. 1 and
abbreviations are provided in Table 1. Acoustic devices can be used for both liquid and
gaseous environments [8, 9].

Fig. 1. Classification of Acoustic Devices.
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Among all these acoustic devices the surface acoustic wave sensors are mostly
preferred because of their operational flexibility, ease of usage and high sensitivity.

Table 1. Abbreviations of SAW Devices

S.No Abbreviation

1 Quartz Crystal Microbalance (QCM)

2 Shear Horizontal Surface Acoustic Wave (SH-SAW)

3 Surface Transverse Wave (STW)

4 Shear Horizontal-Acoustic Plate Modulator (SH-APM)

5 Flexural Plate Wave (FPW)

6 Film Bulk Acoustic Resonators (FBAR)

The basic construction of SAW sensor is in Fig. 2. A piezoelectric substrate, which
serves as the structure’s foundation, two interdigitated electrodes the input IDT and
output IDT—as well as a sensing layer are required for the development of SAW sensor.

Fig. 2. Construction of SAW sensor

The input and output IDTs are enveloped inside the sensor layer, which is positioned
slightly just above piezoelectric substrate. Opposing potentials are given to the IDTs.
Because to the switching potentials at the input IDT, whenever an electrical signal is
applied, stress forms over the piezoelectric substrate. By their very nature, piezoelectric
materials have reversing piezoelectric properties. These crystals modify the physical
dimensions of the crystal [10], converting input pressure into an electric signal, and
converting input electric signal into input pressure. The IDTs converts electrical sig-
nals into acoustic signals at the input and acoustic signals into electrical signals at the
output. On the surface of the sensor layer, an area known as the port length is where
the generated acoustic signal travels. The three characteristics of the acoustic signal are
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frequency, phase and amplitude. Because of the unique properties of the sensing layer
and piezoelectric substrate, any of the acoustic wave’s characteristics can change as it
travels through the sensing layer. The acoustic waves alter because of the physical char-
acteristics that are spread across the sensor layer. The acoustic wave’s changes have a
significant effect on the measure and (physical parameter).

3 Analytical Design of Proposed SAW Sensor

3.1 Piezoelectric Substrate

The piezoelectric substrate serves as the SAW sensor’s base. Various piezoelectric mate-
rials, such as lithium niobate, quartz, and lithium titanate, are easily accessible in the
material catalogue. The SAW sensor’s output displacement is greatly influenced by the
piezoelectric substrate. To accomplish this, the material must have a high coupling coef-
ficient. The Displacement of the SAW sensor is given in Eq. 1. Where “e” denotes the
material’s coupling matrix, “S” denotes its strain matrix, “E” is the electric potential
somewhere at IDTs, and “E” denotes the permittivity matrix.

d = eS + εE (1)

Lithium niobate is the piezoelectric material with the highest coupling coefficient
and the least crystallographic effects. [11]. Equation 2 gives the piezoelectric material’s
coupling coefficient Vf is indeed the free surface phase velocity, while Vm would be the
metal surface phase velocity. K is the coupling coefficient.

K2 = 2(Vf − Vm)/Vf (2)

The coupling matrix of lithium niobate is given in Eq. 3.

C =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

c11 c12 c13 c14 0 0
c12 c11 13 −c14 0 0
c13 c13 c33 0 0 0
c14 −c14 0 c44 0 0
0 0 0 0 c44 c14
0 0 0 0 c14 (c11 − c12)/2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(3)

The piezoelectric constants are given in Eq. 4.

e =
⎛
⎝

0 0 0 0 e15 −e22
−e22 e22 0 e15 0 0
e31 e31 e33 0 0 0

⎞
⎠ (4)

The permittivity matrix is given in Eq. 5

ε =
⎛
⎝

ε11 0 0
0 ε11 0
0 0 ε33

⎞
⎠ (5)
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Lithium niobate’s chemical and physical properties such as elastic constants, piezo-
electric constants, permeability constants, density are considered. The acoustic wave’s
velocity (Vo) and wavelength (λ) determine the SAW sensor’s operating frequency. The
operating frequency is given in Eq. 6. Equation 7 states that the wavelength is a func-
tion of the IDT dimensions, where We denotes the electrode width and wsp denotes the
electrode spacing.

f0 = Vo

λ
(6)

λ = 2(We +Wsp) (7)

3.2 Sensing Layer

The sensing layer is the heart of SAW sensor. For SAW sensors, there are a vast array of
sensing layers available, including metal oxides like zinc oxide, indium oxide, tungsten
trioxide, and tin oxide [12]. The sensor layer may be made of N- or P-type semiconduc-
tors. Depending on the type of semiconductor material used, an oxidation or reduction
reaction occurs when the acoustic wave passes over the sensor layer, changing the con-
ductivity of the layer. Zinc oxide, or ZnO, is the most utilised sensing layer due to its
characteristics. ZnO is a semiconductor material of the N-type that can withstand high
temperatures ZnO has a strong thermal properties and electron affinity. Inert gases have
no effect on ZnO despite these benefits. ZnO is chosen for the sensing layer due to these
benefits. ZnO is highly sensitive compared to other sensing layers like GaO, WO3, InO3
because of its high conductivity nature and its conductivity varies with the doping levels.

4 Design and Simulation of Proposed Sensor

With the aid of a lithium niobate piezoelectric substrate, a ZnO sensing layer, and alu-
minium IDTs, a two-dimensional SAW-based gas sensor is constructed in COMSOL
Multiphysiscs software. Table 2 includes information on the constructional details. In
Fig. 3, the suggested SAW sensor is presented.

Table 2. Geometrical details of Proposed sensor

S.No Component’s identification Dimensions

1. Piezoelectric Base 5000 µm × 1000 µm

2. Interdigitated Transducers 5 µm × 140 nm

3. Sensing layer 5000 µm × 150 µm

4. Spacing of electrodes 5 µm

5. Spacing between IDTs 4000 µm
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Fig. 3. Front View of developed Sensor

Fig. 4. Mesh analysis of Proposed SAW sensor

The fine meshing is completed in the shortest amount of time, 8 s. TheMesh analysis
of the suggested sensor is shown in Fig. 4.

The proposed sensor has been modelled with and without gas applied across the
sensing layer. With fluctuations in the displacement, the sensor obtained its maximum
displacement at 3 MHz for both with and without gas. The Fig. 5 shows the maximum
displacement of SAW sensor without gas. The response of the sensor with and without
nitrogen gas is shown in Fig. 6. Gases with less of an odour and colour are nitrogen-
based. The combustion process results in the emission of nitrogen into the environment.
Nitrogen has a lower than 10 ppm safety limit. The mass density of the sensing layer
changes as a result of nitrogen being deposited over it. The reactions of nitrogen gas
with organic semiconductors alter the conductivity of the sensor layer, which reduces
displacement when nitrogen gas is present. The reduction in the displacement is due to
redox reaction between gas and sensing layer.
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Fig. 5. Sensor displacement in the absence of nitrogen gas

Fig. 6. Displacement of gas sensor

The density on the sensing layer rises as the nitrogen gas concentration rises from
10 parts per million to 100 parts per million, boosting displacement as the gas concen-
tration rises. The sensor exhibited the linear. Figure 7 depicts the gas sensor’s surface
displacement at a nitrogen gas concentration of 10 ppm. Figure 8 shows the features of
the surface displacement of the gas sensor at the maximum nitrogen gas concentration
of 100 ppm. The sensor response for changing nitrogen gas concentration is shown in
Fig. 9.
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Fig. 7. Gas sensor response at 10 ppm of nitrogen gas

Fig. 8. Response of gas sensor at 100 ppm of nitrogen gas

The gas sensor’s linear response to an increase in concentration from 10 ppm to
100 ppm is shown in Fig. 10.

Figure 11 shows the step wise linear characteristics of SAW based nitrogen gas sen-
sor. Due to the low mass density on the sensor layer, the step change in displacement is
modest at low concentrations. The stepwise linearity rises with mass density as concen-
tration increases. The mass density of the sensing layer increases with the concentration
of gas.
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Fig. 9. Response of gas sensor with varying concentration

Fig. 10. Linear characteristics of the sensor
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Fig. 11. Step wise Linear characteristics of the sensor

5 Conclusion

Solid mechanics and electrostatics are used to design a two-dimensional gas sensor
in COMSOL Multiphysiscs software Multi Physics for the detection of nitrogen gas.
The working frequency of the sensor is 3 MHz. The sensor performance is studied for
deflection with and without ammonia gas. The deflection without ammonia gas is 5.27
× 10–3 µm and dropped to 3.67 × 10−3 µm in presence of 100 ppm of ammonia gas.
The sensor is both sensitive and linearly responsive for ammonia gas.
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Abstract. A unit cell design of a thin film solar cell incorporating turnstile dia-
mond dipole nanoantenna as a means of light trapping structure is proposed and
investigated.Diamonddipole nanoantenna (DDNA) is a transformedversion of the
conventional dipole nanoantenna whereby the arms of the dipole nanoantenna are
replaced by diamond shaped nanoparticles. In contrast to the dipole nanoantenna,
DDNA offers larger area for field confinement and it resonates in the maximum
solar spectrum range. The reduction of reflection losses along with generation of
localized surface plasmons leads to improved photovoltaic characteristics of the
thin film solar cell. The suggested TFSC model offers 99% absorption with 1.52
times photocurrent calculated based on finite element approach.

Keywords: Thin film solar cells (TFSC) · Smart city · Plasmonics ·
Nanoantenna · Surface Plasmon Polaritons · Localized Surface Plasmons ·
Polarization

1 Introduction

In the growing age of smart cities and Internet of Things (IoT) there has been significant
demand of portable, flexible and thinner energy storage devices to cope up the energy
requirement of the various appliances [1, 2]. There are many applications where thinner
batteries are desired such as smart phones, smart watches and many more. For such
applications thin film solar cells (TFSCs) could be a suitable choice if it provides sub-
stantial efficiency that can compete with the existing energy storage solutions available
in the market [3]. TFSC encounter commercial hurdles despite having a compact design
as a consequence of being comparatively less efficient [4].

It has been observed that addition of a suitable resonant light trapping structure to
the TFSC design could improve the conversion efficiencies of existing solar cell models
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Fig. 1. (a) Dimensions of TDDNA (b) Proposed TFSC unit cell design showing TDDNA on the
top of active layer surface

[5]. The common thickness of TFSCs ranges within hundreds of nanometers and some
microns [3], under this regime amalgamation of nanotechnology becomes relevant for
the quest of higher efficiency. Nanophotonic researchers have proposed various models
of TFSCs with increased efficiencies [6, 7]. Researches have reported TFSCs models
based on nanophotonics and Plasmonics phenomena such as localized surface plasmon
(LSP) and surface plasmon polaritons (SPP) [8, 9]. Surface plasmon polaritons or SPP is
the transverse magnetic mode electron cloud oscillation that is excited on the dielectric
and metal interfaces. Whereas, localized surface plasmons being the localized form
of SPPs that are confined in the proximity in a surrounded submicron region. One of
the advantageous features of SPPs and LSPs is high energy confinement in the region
where it is excited [10]. Based on these phenomena several TFSC models incorporating
nanostructure have been reported [11]. The downscaled version of the conventional
antenna which resonates at nanometric wavelength is known as nanoantenna [12] and
plasmonic researchers have reported many works where efficient light trapping design
for a thin film solar cell is attained by incorporating plasmonic nanoantennas such as
Travelling wave antenna [13], needle shape [14], core-shell [15], Euler Spiral [16], Yagi-
Uda [17]. Nanoantennas for TFSCs are designed in such a way that its resonance lies
within themaximum solar irradiance range. Themost desirable attributes of nanoantenna
based TFSC are the multi-fold local field confinement and efficient trapping of the
impinging sun light. In other words, the nanoantennas increases the effective aperture of
a solar cell which results as higher absorption of solar energy. Subsequently, it produces
more photocurrent and enhances the conversion efficiency. But there is still significant
scope for further performance enhancement as the bandwidth of the nanoantenna are
limited.

In this paper, a novel approach of nanoantenna based TFSC performance enhance-
ment is presented in which a diamond dipole is used in turnstile manner. Turnstile
positioning aids the performance by making the design polarization insensitive whereas
the diamond shape increases the light confinement area. The efficacy of the solar cell
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Fig. 2. (a) Electric field enhancement at the centre of the TDDNA and (b), (c) shows the
distribution of electric field with respect to both the orthogonally polarized light component

as a whole is improved by higher localization of energy and light being more tightly
focused by the adding the nanoantenna to the design.

2 Design Parameters and Computational Details

Similar to the conventional solar cell design, the unit cell (Fig. 1) has three layers.
Amorphous Silicon as the absorber layer is sandwiched between the top Indium tin
oxide (ITO) made anti-reflection coating (ARC) and bottom cathode which is made of
silver. The ARC layer also serves as transparent anode whose thickness is calculated
as 80 nm by considering λ wavelength light impinging normally to cancel the reflected
light by maintaining 180˚ phase shift. Due to the fact that it is almost in the middle of
the sunlight spectrum, as irradiance is at its highest, 600 nm wavelength light is taken
into calculation.

h = λ

4nITO
(1)

The cathode layer and absorber layer both have thickness of 400 nm. As proposed
modification, the turnstile dipole nanoantenna is positioned on the top surface of the
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Fig. 3. (a), (b) shows the tangential component of the magnetic field and (c), (d) shows the com-
parison between the proposed solar cell and simple solar cell in terms Reflection and absorbance
as a function of wavelength respectively.

amorphous silicon layer. Figure 1 depicts the design parameters of the proposed unit
cell of TFSC.

Computational Domain
The time domain solver of CST Studio Suite [18] is used to conduct the presented study.
The computational domain is discretised into mesh cells with 12 × 12 × 12 nm3 being
the largest and smallest mesh cell of 2 × 2 × 2 nm3. The dispersive behaviour of silver
at optical frequency is taken into consideration by including the Drude model is used
[19], the permittivity of silver is modelled as:

εAg = ε0

{
ε∞ − f 2p

f (f + iγ )

}
(2)

In the above equations, ε∞ = 5, ε0 is the permittivity of free space, fp plasma fre-
quency 2.175 PHz and γ is 4.35 THz as the collision frequency. All the above parameters
are according to the Johnson and Christy model [20].
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This design is surrounded by perfectly matched layers from the top and bottom and
periodic boundaries at the sides. For excitation A uniform plane wave with 1 V/m is used
and is made to incident from the top of the design. Results stated by the authors have
been re-implemented using the same approach in order to test the simulation method,
and the acquired results are under acceptable [8, 9].

Proposed Methodology for Fabrication
The active layer of amorphous silicon could be grown using the plasma enhanced chem-
ical vapor deposition technique. The layer of ITO can be grown by using sputtering and
the combination of layer-by-layer technique with top-down method could be used to
fabricate the nanoantenna. The authors on the basis of available literature believe that
the design is physically realizable.

3 Performance of TFSC Incorporated with Turnstile Diamond
Dipole Nanoantenna

When the top surface of solar cell unit cell is subjected to excitation in the form of
sunlight modelled as per ASTM1.5[21], the nanoantenna placed on top of absorber layer
gets excited and receives the sunlight as per its resonance. With its multiple resonance
characteristics, the turnstile DDNA confines the light in the gap of the dipole. The
distribution of electric field intensity on active layer surface is shown in Fig. 2. Here,
it can be seen evidently that the energy confinement is significantly larger than the
dipole nanoantenna. This is caused by the phenomena of localized surface plasmons.
The distribution of the tangential component of the magnetic field further justifies this
phenomenon. To verify this the distribution of the tangential component of the magnetic
field is shown in the Fig. 3. By observing Fig. 3, it can be concluded that there is higher
concentration of surface current in the gap of the dipole because the current density is
directly dependent on the magnetic field component. The main reason of this surface
current is the excitation of localized surface plasmons. By comparing, thiswith the dipole
nanoantenna characteristics, it can be said that there is higher LSP excitation in case of
turnstile dipole nanoantenna.

The subsequent effect on the field enhancement is monitored by means of a probe
which is mounted in the exact center of the dipole gap. The electric field measured
by the probe shows resonant characteristics of the turnstile DDNA. In the absence of
the nanoantenna, there are no bright spots of energy confinement on the surface or
anywhere in the solar cell. But when, the nanoantenna are added to the design, then
the composite design functions as a light-trapping structure as a result to the localized
surface plasmons excitation. Therefore, minimizing the reflection losses of the thin film
solar cell (Fig. 3c). Figure 3(d) depicts the comparison in terms of absorbance of the
simple thin film solar cell with the TDDNA embedded thin film solar cell. It can be noted
that there is significant increase in the absorption spectra around 640 nm wavelength. It
results from the suggested turnstile dipole nanoantenna’s ability to trap light.

Optical to Electrical Conversion
In the calculation of the conversion efficiency, it is believed that every absorbed photon
is going to result in the generation of one pair of electrons and holes. The effectiveness
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is best described as [5]:

η =
∫ λg
300nmFS(λ)ASi−a(λ) λ

λg
dλ∫ 4000nm

300nm FS(λ)dλ
(3)

Here, λg is taken as 800 nm which is close to the band gap wavelength of amorphous
silicon, FS(λ) is the photon flux density referred per the ASTM 1.5 solar spectrum.
ASi−a(λ) is the absorbance as a function of wavelength. As the losses associated with
silver can be assumed negligible then absorbance can be computed as:

ASi−a(λ) = 1 − R(λ) (4)

Further, the photocurrent density can be computed as [5]:

JSC = e
λg

hc
η

∫ 4000nm

300nm
Fs(λ)dλ = 87.66 η

mA

cm2 (5)

In order to show the merit of the proposed model, the photocurrent enhancement
factor (PEF) is calculated as:

PEF = J nasc
J SSCsc

(6)

Here, J nasc and J SSCsc are the photocurrent densities of the unit cell, calculated by using
Eqs. (3) and (4) for the solar cell comprising of turnstile DDNA and simple solar cell
respectively. The PEF for the proposed model is compute as 1.52 which shows the merit
of the turnstile DDNA embedded thin film solar cell in terms of photocurrent generation.

4 Conclusion

Compact energy storage systems are one of the major requirements of any smart city.
Since smart cities are generally densely occupied and numerous applications such as
monitoring vehicles, drones further need flexibility as well. These all parameters could
be fulfilled by thin film solar cells. As reliance upon fossil fuels is not considered in
internet of things, integration of renewable energy is not only beneficial by environmental
point of view but also it is essential for effectively utilizing the space limitation as there
would be numerous applications running in the smart city. A solution to overcome the
lower efficiency of the existing TFSC has been proposed. Based on the theoretical study
and simulation presented, it can be concluded that the proposed design overpowers
the conventional thin film solar cell in terms of photocurrent enhancement factor and
absorption of sunlight inside the active layer of thin film solar cell. The design exhibits
99% highest absorption with 52% increased photocurrent.
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Abstract. This paper presents a novel approach utilizing an artificial neural net-
work (ANN) for optical wireless communication (OWC) between satellites in
geosynchronous earth orbit and lower earth orbit, covering a distance of 45000 km.
The objective of this ANN based intersatellite optical wireless communication
(IsOWC) system is to intelligently predict the quality factor considering different
wavelengths. To enhance the transmission performance between these satellite
systems, the mean squared error (MSE) is minimized using the Levenberg–Mar-
quardt optimizer. Remarkably, after 25 epochs, the MSE value reaches an impres-
sive 0.000373. The results demonstrate that the ANN-based learning outperforms
other machine learning algorithms, exhibiting a significantly lowerMSE. Further-
more, this system has a high convergence rate as well as resistant to outliers and
overfitting. Even if the number of features is small, it can be predicted accurately.
Such systems hold great promise for future wireless designs and integrations,
spanning from satellite to terrestrial and underwater OWC systems.

Keywords: Optical Wireless Communication · Quality Factor · NRZ · Satellite
Communication · Deep learning

1 Introduction

Over the last two decades, optical wireless communication (OWC) technology has
increased dramatically due to its wide bandwidth, high data rate, requires less power,
and easy implementation [1]. As a result, it has triggered research interest in 5G/6G and
internet of things (IoT) applications that use light amplification by stimulated emission
of radiation (LASER) as signal carriers [2]. Due to advancement in photonics based
devices, semiconductor laser diode produces a monochromatic and coherent beam of
optical light in the form of infrared, visible, and ultraviolet rays, all of which are part of
the electromagnetic spectrum [3]. On the contrary to radio frequency (RF) bands, these
optical frequency bands are very fancy for satellite communication and many other
applications. In addition, these bands are easily implemented in the space link due to the
absence of atmospheric turbulence (AT) [4].

Radio frequency (RF) based terrestrial systems garnered global attention in the past,
showcasing notable achievements across various atmospheric turbulent channel models
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[5]. Recently, the performance of these systems has been investigated by using advanced
modulation and coding techniques, as well as diversity techniques in space, time, wave-
length, and other approaches [6]. Nevertheless, the design of RF based communication
system posed numerous challenges for these systems. As a result, there has been a shift
towards adopting OWC-based space link systems to meet the demanding requirements
of future wireless communication systems.

On the other hand, inter-satellite optical wireless communication (IsOWC) system is
advocating as a promising application of OWC technology. In this system, two satellites
revolve around the earth’s axis within three different earth orbit paths, namely geosta-
tionary earth orbit (GEO), medium earth orbit (MEO), and lower earth orbit (LEO).
Recently, the performance of IsOWC systems has been investigated using advanced
techniques like wavelength division multiplexing (WDM) and multiple input multiple
outputs (MIMO) [7]. But due to external chaos, the quality factor of the system has been
degraded up to certain values. However, with continuous technological advancements,
the performance of the IsOWC system has been further enhanced through the utiliza-
tion of machine learning (ML) algorithms. Presently, more advanced ML algorithms are
being integrated into IsOWC systems [8].

In this paper ANN based IsOWC system is investigated to intelligently predict the
quality factor between two satellites. The input variables consist of the laser diode wave-
lengths, while the output variable is the quality (Q) factor. The optimization process aims
to minimize the mean squared error (MSE) performance metric by gradually reaching a
global minimum point, utilizing a very small learning rate.

2 System Model

The transmission setup of the proposed IsOWC system is shown in Fig. 1. The pseudo-
random bit sequence generator generates a bit sequence of length 127 bits with a data
rate of 2 Gbps, which is further encoded into pulse form through a non-return to zero
pulses generator. The electrical pulse signal is modulated with a laser diode using a
Mach-Zehnder modulator with 30 dB extinction ratio. The filtered electrical signal is
analyzed through a bit error rate analyzer. The received power Pr for the IsOWC system
can be expressed as [9]:

Pr=Ptηtηr

(
λ

4
πR

)2

GtGrLtLr (1)

where Pt, ηt , ηr , (λ/4πR)2, λ, R, Gt, Gr, Lt , and Lr represent transmitted power, optical
transmitter efficiency, optical receiver efficiency, free space path loss, operating wave-
length, propagation distance, transmitter aperture gain, receiver aperture gain, transmitter
pointing loss factor and receiver pointing loss factor, respectively.Moreover, scintillation
is not considered in the present calculation due to the absence of atmospheric turbulence.
The relationship between the diameter and aperture gain of an antenna is given as [10]

G =
(

πD

λ

)2

(2)
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putting Eq. (2) in (1), it can be expressed as:

Pr = PtηtηrLtLr

(
DtDr

2πλR

)2

(3)

Equation (3) reveals that as the operating wavelength is decreased, the overall
received optical power increases gradually, and therefore, the optical signal-to-noise
(OSNR) ratio increases, which enhances the quality factor of the IsOWC system.

Fig. 1. Transmission set up of ANN-based IsOWC system

3 Machine Learning and Its Applications

3.1 Machine Learning

Machine learning (ML) is a straightforward algorithm that enables computers to learn
autonomously, eliminating the need for explicit programming [11]. ML encompasses
three main types of learning processes: i) supervised learning, ii) unsupervised learning,
and iii) reinforcement learning. Supervised learning relies on labeled data, whereas
unsupervised learning utilizes unlabeled data. On the other hand, reinforcement learning
involves agents performing specific tasks in an environment and making decisions based
on the outcomes. Furthermore,MLencompasses various statistical algorithms, including
decision tree (DT), naive Bayes algorithm, gradient boosting algorithm, adaboosting
algorithm, k-nearest neighbor (KNN), random forest (RF), and support vector machine
(SVM), which are employed for prediction or classification purposes [12]. The entire
ML process entails crucial steps such as feature extraction, data pre-processing, model
training, validation, and model deployment, all of which are essential for developing a
robust ML model [13].

Moreover, ML models has primarily relied on the feature selection method and data
pre-processing techniques. Earlier, a variety of ML approaches were used to improve
the IsOWC system’s performance. In order to improve the performance of an IsOWC
system for better optical wireless connectivity, this system has been shifted to advanced
ML techniques. This is because the model is robust against outliers, and requires less
time and memory space to complete its training process.
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3.2 Deep Learning

DLis a subset ofmachine learning that build an intelligentmachine capable of performing
tasks that typically require human intelligence. It mainly focuses on regression and
classification problems, image segmentation, and object detection [14].

The basic architecture of ANN contains single or multilayer perceptron (MLP) along
with feed-forward and backpropagation paths. The single-layer perceptron of the ANN-
based IsOWC system is shown in Fig. 2. MLPs are most commonly used for linear and
non-linear data, which is motivated by the self-learning procedure, which is the same as
biological neuron models [15].

Fig. 2. Single layer perceptron (SLP) of an ANN-based IsOWC system

ANN model is widely used in regression and classification problems. While opti-
mizing the error, the most important thing is to update weight and bias parameters. It
converges to a global minimum point keeping the learning rate very low. Besides the use
of ANN in the IsOWC system, the transmission performance of the IsOWC system will
be further improved by using advanced algorithms like convolutional neural network
(CNN), recurrent neural network (RNN), long-term short memory (LSTM), generative
adversarial networks (GAN), transfer learning, vision transformers, and auto encoders.

4 Simulation Setup Description

4.1 Dataset Building

The supervised ANN based IsOWC systems are considered for the present investigation.
The wavelength of laser diode, along with the Q-factor, is used for training the ANN
model. Each variable contains 130 samples, where the wavelength ranges from 800 to
1600 nm and the Q- factor ranges from 5.01761 to zero. Out of 130 samples, 70% of
samples are randomly selected for the training dataset, the remaining 15% for the testing
dataset and the remaining 15% for validation dataset.
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4.2 Performance Metric

Mean squared error (MSE) is commonly used metric for evaluating of regression of
model. It quantifies the average squared difference between the predicted values and
the actual values in a dataset. A lower MSE value indicates better model performance
it means the predicted values are closer to the actual values on average. Therefore, the
value of MSE directly reflects the performance of the system. For the proposed model,
various parameter is taken for the simulation of an ANN based IsOWC system, as shown
in Table 1.

Table 1. Parameters used for simulation of an ANN based IsOWC system

Parameter Value

Number of ANN layer 03

Number of hidden neurons 10

Number of epochs 31

Optimizer Levenberg-Marquardt (LM)

Performance metrics Mean squared error (MSE)

5 Results and Discussions

Fig. 3. Mean squared error vs. epochs of an ANN-based IsOWC system
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The transmission performance of an IsOWC system is investigated using the ANN
technique. Figure 3 shows the variations of MSE with epochs of training, validation,
and testing accuracy of the given ANN based IsOWC system. It can be seen from Fig. 3
that the MSE value of different curves, i.e., the blue line (training accuracy), the green
line (validation accuracy), and the red line (test accuracy), exponentially decreases as
the number of epochs increases. After several iterations, the MSE value is obtained
as 0.000373 with respect to the validation dataset, which clarifies that the model has
predicted very well on the test or unseen datasets. After the four iterations of a proposed
ANN model, the MSE value of the validation accuracy is slowly increased, and after
that, it remains constant.

Afterwards, in order to investigate the coefficient of determination (R) analysis also
known as R-squared among three training, validation, and testing parameter, the output
predicted versus target graph is plotted as shown in Fig. 4. It can be observed from Fig. 4
that the overall (R) is obtained as 99.98%,which signifies that most of the datasets follow
the best-fit line. Therefore, the model has shown that it strongly correlates with the target
variable and predicted output.

Fig. 4. Output vs. target for the different parameters of an ANN model (a) training parameter
(upper left), (b) validation parameter (upper right), (c) test parameter (lower left), and (d) overall
value of R (lower right)

Figure 5 shows the error histogram with 20 bins of different training, validation, and
testing accuracy of the given ANN model. The error can be represented in histogram
form with different rectangular sizes having a blue box (training accuracy), green box
(validation accuracy), and red box (test accuracy). A zero-error line is set in the middle
of the graph and signifies no error among these three parameters. In Fig. 5, one bin has a
high number of instances showing that training and validation accuracy are very close to
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the zero-error line, representing that the mean squared error value is optimized correctly
to a significant level. Furthermore, the number of instances decreases on either side of
the zero-error line.

Fig. 5. Instances vs. errors of an ANN based
IsOWC system

Fig. 6. Output and target vs. wavelength of
training, validation, and test parameter (upper
part) and error vs. input (lower part)

Figure 6 shows the fit function of the proposed ANN based IsOWC system. The
training target and outputs (represented as a blue dot and plus sign), validation target and
outputs (represented as a green dot and plus sign), and test target and outputs (represented
as a light red dot and plus sign) follow the wavelength vs. quality factor graph. However,
the error vs. input graph is plotted at the lower part of the function fit graph. It shows
that at which wavelength the quality factor is maximum or minimum. Also, this graph
shows three ranges of wavelength where the fit function is invalid, i) 900–1000 nm,
ii) 1300–1350 nm, and iii) above 1600 nm. At these wavelengths, error is more which
signifies that system has faced more disturbance due to the vibration of satellites or
pointing error. It can be seen that the proposed ANN based IsOWC system performs
better than the previous reported results [16].

6 Conclusion

The ANN based IsOWC system is used to intelligently estimate the quality factor
without the requirement of channel state information. Depending on the wavelength
selected, ANN based regression model assists in determining signal quality in the pres-
ence of atmospheric attenuation, transmission range, beam divergence, interference
and crosstalk, and receiver sensitivity. Based on these findings, the suggested ANN
approaches have a high potential for automating satellite communication systems. The
LM optimizer occupies less memory and converges quicker than other optimizer.

Finally, these ANN based IsOWC will be integrated with underwater networks as
well as terrestrial networks to satisfy the high expectations of 5G beyond communication
and to develop a truly intelligent network.
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Abstract. This work presents an ultra-wideband tunable graphene-
based metasurface absorber for the terahertz (THz) gap region of the
electromagnetic (EM) spectrum. The proposed absorber provides an
absorption bandwidth (BW) of 7.8THz (fractional BW = 195%) with
absorptivity A(f) ≥ 90%, i.e., from 0.1 to 7.9 THz. The impedance
matching between free space and the absorber’s surface has been achieved
by engraving different shapes of slots on the top graphene layer. The
working principle behind the UWB absorption mechanism has also been
studied with the help of parametric studies and field plots. The thick-
ness of the metasurface is only 2 µm, i.e., λg/958.3, where λg has been
computed at 0.1THz, thus, maintaining the ultra-thin nature required
for the metasurface design in the THz regime. The absorber’s periodicity
is also quite less, i.e., 6 µm (λg/319.43), which is sufficient to achieve an
effective homogeneity condition. The four-fold symmetry in the design
makes the structure polarization insensitive to the incoming plane wave.
The metasurface also works well for a wide incidence angle (θ) under
both transverse electric (TE) and transverse magnetic (TM) polariza-
tions. The A(f) ≥ 80% has been achieved for θ up to 45◦. In addi-
tion, the absorber provides full-width at half-maxima (FWHM) BW in
the complete frequency range, i.e., from 0.1 to 7.9 THz. Hence, the pro-
posed metasurface absorber is found suitable for suppressing/absorbing
unwanted electromagnetic radiation in a close indoor environment for
smart city-enabled Internet of Things (IoT) applications.
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1 Introduction

A recent worldwide survey by United Nations revealed that a major chunk of the
world’s population will migrate to cities in the coming years [1]. Due to the expo-
nential increase in the population of cities triggered by massive urbanization, city
administrators are looking for viable solutions that effectively monitor the cit-
izen to enhance their living standards. In this context, the smart city emerged
as the potential key to quenching this quest. The smart city ecosystem allows
the city administration to effectively and precisely implement various aspects
of the city, like security, transportation, cleaning and sanitation, etc., through
proper monitoring and sensing [2]. Indeed, the functioning of smart city applica-
tions relies on gathering data from various devices/sensors wirelessly, analyzing
these data, implementing intelligent control measures, and securely disseminat-
ing information [3].

Hence, to tackle smart cities’ complex and diverse challenges, the internet is
crucial in facilitating communication, sharing and processing information, trans-
ferring and analyzing data, and enabling distributed computing. The emergence
of the Internet of Things (IoT) and the widespread integration of web technolo-
gies for cloud computing in urban settings have demonstrated the effectiveness
of Internet-based solutions in effectively addressing societal issues [4]. In order to
realize this vision, the next generation of IoT devices must be created with the
capability to operate autonomously through wireless medium [5] and support
numerous wireless standards [6,7]. Additionally, precise sensing plays a criti-
cal role in enabling autonomy in smart cities and researchers worldwide have
attempted various devices and technologies to improve the sensitivities of IoT
sensors [8].

Metamaterials/metasurfaces are unique materials that possess properties
that are not naturally occurring and are composed of resonators arranged
in a uniform pattern on a dielectric substrate [9]. Interestingly, metamateri-
als/metasurfaces exhibit diverse properties, including the ability to selectively
absorb specific frequencies [10–13] or detect even the slightest variations in spe-
cific parameters [12,14–16]. Thus, metasurfaces hold significant potential for
utilization in various smart city compatible IoT applications due to their dis-
tinctive characteristics such as absorbers, modulators, sensors, switches, etc.
[9,12,14,15,17]. At the same time, these artificially engineered materials have
the capacity to absorb undesired frequencies, which is crucial to avoid cross-talk
between wireless sensor nodes and provide end users with the best performance.
These intriguing characteristics make them valuable for supporting IoT technol-
ogy in challenging conditions, primarily through their precise sensing and absorp-
tion applications [18]. Since the population is increasing at an astonishing rate
[1], the demand for higher data rates will also be going to increase exponentially.
This motivates the researchers to shift towards the terahertz (THz) range of elec-
tromagnetic (EM) spectrum due to the availability of ultra-wideband (UWB)
frequency spectrum and non-ionizing nature of THz radiation [19]. Hence, the
future smart city compatible IoT applications will incorporate THz technology
for UWB communication [20,21].
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This work focuses on the design and analysis of frequency tunable metasur-
face for absorption over an UWB band in the THz regime. The tunable frequency
response enables the proposed absorber to be used as a sensor, modulator, and
switch apart from its usage as an absorber. The rest of the paper has been orga-
nized as follows: The design procedure has been presented in Sect. 2. Section 3
focus on the results and discussions. Finally, Sect. 4 concludes this work.

2 Metasurface Design

In the THz regime, graphene-based designs have gotten tremendous attention
due to their ability to generate plasmonic resonances by exciting surface plasmon
polaritons (SPPs) [9,22–24]. Interestingly, these resonances could be made fre-
quency reconfigurable by varying complex surface conductivity of the graphene
(σgraphene) defined by Eq. 1, which is the summation of intra-band (σintra) and
inter-band (σinter) conductivities given by Eq. 2 and 3, respectively [25]. In the
THz gap region of the EM spectrum (0.1–10THz), the contribution of σinter could
be ignored [9,22]. Therefore, σgraphene could be independently represented by
σintra. As a result, by varying chemical potential (μc) in Eq. 2, σgraphene could be
varied. Thereby imparting plasmonic resonances reconfigurable frequency char-
acteristics in the graphene-based devices.

σgraphene = σintra + σinter (1)

σintra = −j
e2kBT

π�2(ω − jΓ )

[ μc

kBT
+ 2ln(e−µc/kBT + 1)

]
(2)

σinter =
−je2

4π�
ln

(2|μc| − (ω − jΓ )�
2|μc| + (ω − jΓ )�

)
(3)

The schematic diagram of the proposed graphene-based tunable UWB meta-
surface absorber is shown in Fig. 1a and the corresponding reflection and absorp-
tion curves have been depicted in Fig. 1b. The structure of the unit cell comprises
of SiO2 (εr = 3.9 and tan δ = 0.0006) substrate backed by continuous monolayer
graphene (MLG) sheet having a thickness of 0.335 nm. The top surface of the
unit cell has also been designed using a 0.335 nm thick MLG sheet. Since the
SiO2 substrate is backed by the MLG sheet having thickness greater than the
skin depth, the transmission coefficient (|S21|) becomes zero and the absorptivity
(A(f)) defined by Eq. 4 depends only on the reflection coefficient (|S11|) repre-
sented by Eq. 5. Hence, in this work, the UWB absorption response has been
obtained by achieving impedance matching between the absorber’s top surface
and free space.

Interestingly, while designing the metasurface unit cell in this work, the reflec-
tions at the interface between the absorber’s surface and free space have been
reduced by incorporating slots of different shapes (viz. square loop and circular)
and sizes on the top of the MLG sheet, as shown in Fig. 1a. It is worthy to mention
here that the square-shaped slots with two different sizes have been used here
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Fig. 1. (a) Perspective view of the proposed UWB absorber, P = 6, t = 2, a = 1.2, b = 1,
c = 2, d = 4, g = 0.2, r = 0.5 (unit:µm) and (b) |S11| and absorptivity.

to excite two distinct plasmonic resonances. The larger square slot resonates at
1.06THz, whereas the smaller square loop slot resonates at 3.14THz. In addition,
the central circular slot resonates at 6.63THz. Subsequently, the three distinct
plasmonic resonances generated by square and circular slots have been combined
together to provide a UWB absorptivity response. The proposed UWB absorber
covers the THz frequency spectrum from 0.1 to 7.9THz with A(f) ≥ 90%, which
corresponds to 195% fractional bandwidth (FBW) as shown in Fig. 1b. The peri-
odicity and thickness of the metasurface are λg/319.43 and λg/958.3, respec-
tively, where λg is the guided wavelength computed at 0.1THz, thus, satisfying
both the effective homogeneity condition and the ultra-thin nature required for
designing a metasurface absorber in the THz regime.

A(f) = 1 − |S11|2 − |S21|2 (4)

A(f) = 1 − |S11|2 (5)

3 Results and Discussions

To have a better understanding regarding the excitation of localized SPP (LSPP)
wave, generation of resonant modes and loss mechanism taking place inside the
absorber structure, magnitude E-field and magnitude H-field have been numeri-
cally computed using CST Microwave Studio in the xy-plane as shown in Figs. 2
and 3, respectively. The |E|-field distribution depicted in Fig. 2a clearly shows
that the outer square slot ring is mostly excited at 1.06THz while the inner
square slot ring and central circular slot remain unenergized. This confirms the
electric excitation of the metasurface absorber by the incoming plane wave, which
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Fig. 2. |E|-field density at: (a) 1.06THz, (b) 3.14 THz, and (c) 6.63THz in xy-plane.

Fig. 3. |H|-field density at: (a) 1.06 THz, (b) 3.14THz, and (c) 6.63 THz in xy-plane.

leads to the generation of the LSPP wave at the interface of the graphene and
dielectric substrate near the vicinity of the outer square ring. The LSPP wave
is non-propagative in nature and mostly oscillates at its position. This causes
energy localization and thereby leads to losses in the form of conductor loss
induced by graphene and dielectric loss induced by the SiO2 substrate. It is
worthy to mention here that the perimeter of the outer square ring is more com-
pared to the inner square ring and circular slot. As a result, the outer square
ring generates plasmonic resonance at the lowest operating frequency, i.e., at
1.06THz. The |H|-field density has also been computed at 1.06THz to analyze
the response of the proposed metasurface with respect to the H-field vector of
the incident plane wave as shown in Fig. 3a. From Fig. 3a, it is evident that the
induced H-field is mostly concentrated inside the outer square loop and it is
orthogonal to the |E|-field distribution shown in Fig. 2a. Hence, perfect absorp-
tion takes place at 1.06THz with a sharp dip in |S11| characteristics (see Fig. 1b)
through proper electromagnetic excitation of the metasurface absorber.

Similarly, the |E|-field and |H|-field densities have been computed at 3.14THz
as shown in Figs. 2b and 3b, respectively. The field plots reveal that the inner
square ring is excited in its fundamental mode, i.e., one wavelength loop mode
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Fig. 4. Parametric study for the variation in: (a) parameters a and b, simultaneously
such that (a-b) = g is constant at 0.2 µm and (b) r.

[22], which is responsible for the absorption mechanism at 3.14THz. In addition,
at 3.14THz, the outer square ring has also been excited in its higher-order mode.
As a result, two distinct resonances generated by the inner square ring and outer
square ring combined together to provide a UWB absorptivity response. Finally,
a strong electromagnetic excitation of the central circular slot at 6.63THz shown
in Figs. 2c and 3c leads to the sharp dip in |S11| characteristics as shown in
Fig. 1b. The strong confinement of the electric and magnetic fields near the
central circular slot clearly indicates the generation of the LSPP wave, which
is responsible for the absorption of the EM wave towards the upper side of the
UWB absorption band. Here also, the outer and inner square rings are excited
in their higher-order loop modes, which justifies the recombination of different
modes to provide a UWB absorption response.

The observations made above by analyzing the |E|-field and |H|-field densities
have been further verified with the help of the parametric study of the design
variables as shown in Fig. 4. Due to brevity, the effect of variation in the perime-
ter of the outer square ring has been ignored. This is because, at 1.06THz, only
the outer square loop is energized and the other two slots remain unexcited,
as shown in Figs. 2a and 3a, which clearly show that at 1.06THz, absorption is
taking place due to the excitation of the outer square loop only. In the first para-
metric study, parameters a and b have been varied simultaneously such that a-b,
i.e., g (see Fig. 1a) is always constant at 0.2 µm while keeping all other parame-
ters unchanged as shown in Fig. 4a. With an increase in parameters a and b, the
perimeter of the inner square ring increases. As a result, the level of absorption
near the center of the absorption band (i.e., around 3.14THz) gets modulated
without any change in the absorption peaks at 1.06THz and 6.63THz as shown
in Fig. 4a. The same conclusion has been drawn using the |E|-field and |H|-field
density shown in Figs. 2b and 3b, respectively, where we have claimed that the
inner square ring is mainly responsible for absorption near 3.14THz. In the next
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study, the radius of the central circular slot (r) has been varied from 0.2 to 0.8
µm, as shown in Fig. 4b. With an increase in r, it is evident that the absorp-
tion curve is getting changed mostly near the 6.63THz, which again justifies our
claim that r is responsible for absorption near the higher side of the absorption
band.

Fig. 5. Parametric study for the variaton in: (a) τ and (b) μc of the graphene.

The effect of graphene’s electrical parameters viz. τ and μc on the A(f) has
also been analyzed using a parametric study as shown in Fig. 5. For the higher
value of τ , the absorption coefficient changes from UWB to the multiband nature.
Hence, in this work a lower value of τ , i.e., 0.06 ps, has been considered to obtain
an ultra-wideband response over a multiband response. To test the tunable fre-
quency characteristics of the proposed graphene-based metasurface absorber,
the complex surface conductivity of graphene has been varied by changing μc as
shown in Fig. 5b. From Fig. 5b, it is evident that with an increase in the value
of μc, A(f) response is clearly showing frequency tunability with a blue shift in
absorption curves. Moreover, absorption BW also increases for higher values of
μc as shown in Fig. 5b. For μc = 0.5 eV, the absorber provides BW of 7.8THz
with A(f) ≥ 94%. With a further increment in μc beyond 0.5 eV, the absorption
BW is increasing but at the cost of a decrease in the level of absorptivity. Hence,
μc = 0.5 eV has been selected in this work.

The orientation of the E-field vector and the angle of incidence of incom-
ing plane waves can severely affect the absorption coefficient of a metasurface
absorber. To examine this, the effect of the polarization angle (φ) and incidence
angle (θ) has been studied, as shown in Fig. 6. Figure 6a shows that with the
change in φ from 0◦ to 45◦, the absorption coefficient remains unchanged, which
confirms the polarization insensitivity of the proposed absorber. For the per-
fect absorption of EM waves in indoor wireless environments for massive IoT
applications, polarization insensitivity is one of the most crucial factors. In an
indoor wireless environment, multiple reflections and scattering of EM waves
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Fig. 6. (a) A(f) for different polarization angles (φ). A(f) for different incidence angles
(θ) under: (b) TM polarization (φ = 0◦) and (c) TE polarization (φ = 90◦).

occur, often changing the polarization angle of the incident plane wave. There-
fore, making absorber polarization insensitive can helps to absorb EM waves
having different polarization angles as well. Similarly, the effect of θ under both
transverse magnetic (TM) and transverse electric (TE) has also been analyzed,
as shown in Fig. 6b and c. It is found that the proposed absorber provides A(f)
≥ 80% up to θ = 45◦. At the same time, the proposed absorber also covers the
BW from 0.1 to 7.9THz with A(f) ≥ 50%, thus, providing very wide full-width
half-maxima (FWHM) bandwidth, which is very much required for massive IoT
applications in multipath-rich wireless environment taking place in closed indoor
environment.

The efficacy of the proposed work has been brought to the attention by
comparing it with current state-of-the-art designs present in the literature as
shown in Table 1. The proposed work provides the highest absorption BW of
195%, which is far better than the others, as shown in Table 1. At the same
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time, the thickness and periodicity of the proposed design are also quite less,
as shown in Table 1. Hence, the proposed metasurface could be one of the good
solutions for absorber application over ultra-wideband in the THz regime.

Table 1. Comparison Study

Reference Freq Range (THz) For A(f) ≥ 90% Fractional BW (%) Thickness Periodicity Design Configuration

[10] 2.06–11.8 140.86 λ0/55.9 λ0/21.7 Graphene-Dielectric-Graphene
[11] 1.07–2.88 91.64 λ0/11 λ0/14 Graphene-Dielectric-Gold
[12] 4–8 67 λ0/8.39 λ0/9.38 Hybrid-Dielectric-Gold
[13] 2.2–4.6 70.59 λ011.36 λ0/13.64 Graphene-Dielectric-Gold

This Work 0.1–7.9 195 λ0/1500 λ0/500 Graphene-Dielectric-Graphene

4 Conclusions

This work presents a frequency-reconfigurable UWB metasurface absorber for
the THz regime. The tunability in the design has been achieved by using
graphene as a design material. Interestingly, the tunable absorption characteris-
tic also allows the proposed solution to be used for sensing and switching appli-
cations. The structural symmetry in the design makes the metasurface indepen-
dent from the polarization of the incident plane wave. In addition, the proposed
absorber also provides a good absorption response under a wide incident angle
over the UWB band. Hence, the designed tunable metasurface absorber could
be used in smart city scenarios to suppress unwanted interference over the UWB
band that takes place in indoor wireless environments, particularly for IoT appli-
cations.
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Abstract. This research paper presents a study on wireless energy har-
vesting (WEH) protocols and their impact on the performance of sensor
networks. A time switching (TS)-based WEH protocol is proposed, which
allows sensor nodes to switch between energy harvesting and data trans-
mission modes. The primary objective of this research is to maximize the
uplink (UL) sum throughput while considering the constraint of a mini-
mum downlink (DL) throughput. To achieve this, an optimization prob-
lem is formulated, and the Karush-Kuhn-Tucker (KKT) conditions and
Lagrangian multiplier are employed to solve the optimization problem.
Additionally, a UL-DL channel gain-based unequal sensor node oper-
ating time scheme is introduced. The results of the study demonstrate
that increasing the DL threshold data rate enhances UL performance in
terms of sum throughput and outage. Moreover, the proposed channel
gain-based unequal operating time scheme outperforms the equal sensor
node operating time approach.

Keywords: Wireless energy harvesting · Sensor networks · Sum
throughput · Outage

1 Introduction

Wireless energy harvesting (WEH) has been recognized as a critical element of
modern communication systems, particularly in the context of 5G and beyond.
With the expansion of wireless devices and services, energy consumption has
become a major challenge for sustainability, and WEH furnishes a potential solu-
tion [1]. WEH can indeed be implemented in various applications, including the
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Internet of Things (IoT), Wireless Sensor Networks (WSNs), and cognitive radio
(CR) systems. In the IoT, WEH can power small devices and sensors, empower-
ing them to operate without the need for batteries or wired power sources. This
allows for increased flexibility and mobility in IoT deployments [2]. In WSN,
WEH can be used to power the sensors, eliminating the need for frequent battery
replacements. This enhances the sustainability and maintenance-free operation
of the sensor network [3]. Wireless energy harvesting also plays a significant role
in the field of CR, offering significant advantages and addressing critical chal-
lenges [4]. The CR, as a technology that enables intelligent and adaptive wireless
communication, requires a continuous and reliable power source to operate effi-
ciently. However, WEH is crucial as it overcomes the limitations of traditional
battery power, enhancing the scalability, flexibility, and lifespan of CR devices.
This technology allows devices to extract energy from the environment, such as
from ambient sources like RF signals, light, or vibrations. Radio Frequency (RF)
WEH involves harvesting energy from ambient RF signals that already exist in
the environment, such as from Wi-Fi, cellular, or other wireless communication
networks. The energy can then be used to power the device or recharge its bat-
tery, reducing reliance on external power sources and improving the device’s
lifespan.

Power splitting (PS) and time switching (TS) are the two most popular
energy harvesting protocols used to manage the harvested energy [5,6]. The
PS protocol divides energy into two parts, where one part is directly used to
power the device, and another part is stored for information transmission. This
makes a balance between immediate energy requirements and energy storage.
On the other hand, TS involves switching between two different time periods
for energy utilization. During the first time period, the harvested energy fulfills
immediate power requirements. In the second time period, the harvested energy
is stored in a battery for transmission. A comprehensive analysis of Simultaneous
Wireless Information and Power Transfer (SWIPT) is Demonstrated in [7]. The
authors cover a wide range of features related to SWIPT, including TS, PS,
and antenna beamforming. It examines the advantages, limitations, and trade-
offs associated with each technique, providing a comprehensive understanding of
their capabilities. The recent developments in materials, wireless power transfer
standards, and integration with other technologies are expected to drive the
growth of WEH techniques.

1.1 Related Work

Hosein et al. proposed a Time Division Multiple Access (TDMA) based proto-
col in WEH networks, where each time slot is divided into two intervals: one for
energy absorption and the other for data transmission by the sensors [8]. In their
proposed model, a sensor can transmit its information if the amount of energy
it has harvested surpasses its power consumption requirements. They focus on
achieving energy-efficient resource allocation while considering constraints on
time scheduling parameters and transmission power consumption. Another pro-
tocol, named TSAPS, is introduced for EH relay networks. It combines elements
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from the Traditional TS and adaptive power splitting (APS) techniques [6]. The
study aims to derive a closed-form outage probability expression of the TSAPS
protocol and analyze its effective transmission rate in scenarios involving ran-
dom relay selection and opportunistic relay selection. Saman et al. propose a
new hybrid protocol that combines PS and TS EH protocols [9]. An optimiza-
tion problem is formulated to determine the optimal PS and TS ratios, aiming
to maximize throughput in information transfer from the source to the destina-
tion for both decode-and-forward (DF) and amplify-and-forward (AF) relaying
schemes [9]. Chao et al. implement EH in cooperative spectrum sharing within
CR systems. Primary users (PUs) harvest energy from their access points (APs),
while APs and secondary users (SU) are powered by a stable power supply [10].
Cooperation from SUs in wireless energy transfer enhances EH efficiency for
PUs, and SU assistance in primary data transmission improves link robustness.
Nguyen et al. analyze the impact of relay transceivers in terms of outage prob-
ability and throughput of cognitive network with an energy-harvesting relay.
Two wireless power transfer policies and two bidirectional relaying protocols
are considered in the network configuration [11]. In a proposed protocol for an
underlay cognitive relay network, secondary nodes harvest energy from the pri-
mary network while sharing its licensed spectrum. Outage probability expression
is derived, considering constraints on maximum transmit power, peak interfer-
ence power, and interference power from primary users to the secondary network
[12]. An integrated model is proposed for cooperative dual-hop DF relay trans-
mission, combining information relay and wireless power supply through a TS
protocol based on RF energy harvesting [13]. The relay node assists commu-
nication between an energy-constrained source and destination while supplying
power to them. In a WEH relay sensor network, Nirati et al. aim to maximize
system throughput using DF relaying and TS for energy harvesting and trans-
mission. The harvested energy charges the battery of a common control unit,
which is then distributed among the relay nodes for transmission [14].

1.2 Motivations and Contributions

In the above-mentioned article, TS-based protocol is implemented to perform
two operations; UL and DL operations. However, in this study, a TS protocol
is considered to operate three operations. Along with UL and DL, an addi-
tional dedicated EH mode exists. The importance of optimal EH time for UL
sum throughput maximization under the constraint of guaranteed DL quality
of service (QoS) also was not addressed previously. Furthermore, the literature
commonly assumes equal time for the operation of sensor nodes, which may not
be a suitable approach considering the frequent variation of channel gain. The
key contributions of this research paper are as follows:

– Proposal of a TS-based WEH protocol that allows sensor nodes to efficiently
switch between energy harvesting and data transmission modes, optimizing
the utilization of available energy resources.



244 D. Bepari et al.

– An optimization problem is formulated to maximize the UL sum throughput
of the sensor network. The problem considers the constraint of a minimum
DL throughput, ensuring a balance between UL and DL performance.

– A channel gain-based approach is proposed to allocate operating time among
sensor nodes unequally. This approach utilizes the variations in channel gains
to enhance the overall throughput performance of the sensor network com-
pared to an equal operating time allocation.

The rest of the paper is organized as follows: Sect. 2 presents the system
model for wireless energy harvesting (WEH) and introduces the equal time-based
operating time as well as the proposed channel gain-based unequal operating
time under the problem formulation in Sect. 3. Section 4 discusses the simulation
results. Finally, Sect. 5 concludes the research work.

Fig. 1. Operating time frame for energy harvesting, UL, and DL transmission for each
sensor node.

2 System Model

A typical multi-user wireless-powered communication system has been consid-
ered to analyze the proposed work. The system consists of one base station (BS)
and N sensor nodes (SNs) uniformly distributed within the transmission range
of BS. The BS is connected to a reliable power supply and maintains continuous
communication with the SNs. However, the SNs have limited energy resources,
meaning their ability to transmit information and perform regular operations
is constrained by the available battery power. To overcome this limitation, the
SNs first harvest energy from the BS and then utilize a portion of that harvested
energy for information transmission. The surplus energy is stored in a superca-
pacitor, which is used to sustain regular operations. For energy harvesting and
information transmission, a time switching (TS) based protocol is employed.
The BS is equipped with multiple antennas to efficiently transfer energy and
information, while the SNs are restricted to a single antenna due to size lim-
itations. Additionally, all the SNs operate in half-duplex mode, meaning they
cannot transmit and receive simultaneously.
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The SNs exhibit the ability to switch flexibly between energy harvesting and
information decoding during downlink (DL) transmissions. To prevent inter-
ference among the SNs, a Time Division Multiple Access (TDMA) protocol is
adopted. The operation cycle of the BS, denoted as TT , is divided into two
phases: the control phase (TC) and the transmission phase (TEI) as depicted
in Fig. 1. During the TC phase, the BS estimates the channel gain and syn-
chronizes the SNs. The TEI phase is dedicated to energy harvesting and infor-
mation transmission and is further divided into N time slots (T1, T2, ..., TN ).
Representing the time assignment vector as t = [T1, T2, ..., TN ]T , it is evident
that tT1 = TEI . Each time slot Ti, within the operating cycle of the ith SN,
consists of three durations: TE = {TE

i |i = 1, 2, ..., N} for energy harvesting dur-
ing DL, TD = {TD

i |i = 1, 2, ..., N} for information receiving during DL, and
TU = {TU

i |i = 1, 2, ..., N} for uplink (UL) transmission. During the energy har-
vesting and DL information receiving times of the jth SN, the ith SN (where
i �= j) also detects RF signals due to the broadcast nature of the BS. Conse-
quently, the ith SN is capable of harvesting energy during TDL

j = TE
j + TD

j and
also during its dedicated TE

i time slot. It is important to note that SNs cannot
perform energy harvesting during the UL time slot.

The UL and DL channels are considered as quasi-static independent block
fading channels i.e., channel power gain remains constant during each frame
time and may change independently from frame to frame. The DL channel
from BS − to − SNi, gi ∼ CN (0, σ2

BSi
) and UL channel SNi − to − BS, hi ∼

CN (0, σ2
SiB

), (i = 1, 2, ..., N) are Rayleigh faded channels and normalized chan-
nel power gains are symbolized as |gi|2 and |hi|2 respectively. The instantaneous
channel gains of gi and hi are exponentially distributed with mean λx and λy

respectively. It is also assumed that perfect channel state information is available.
The UL and DL channel noise is symbolized as nb and ns, and respective noise
powers σ2

U and σ2
D are assumed to be identical. For simplicity, let σ2

U = σ2
D = σ2.

3 Problem Formulation

yD(k), the DL received signals at the ith SN and yD(k), the UL transmitted
signal from ith SN at kth time instant are given by (1) and (2), respectively.

yD(k) =
√

PB
i d−m

i giSb(k) + ns (1)

yU (k) =
√

Pid
−m
i hiSs(k) + nb (2)

where, PB
i and Pi are the transmitted power from the BS and SN respectively,

di represent the distance between the BS and the ith SN, m denote the path loss
exponent, and Sb(k) and Ss(k) represent the normalized information signal from
the BS. and SN.i.e E{|Sb(k)|2} = 1 and E{|Ss(k)|2} = 1. When the j th SN uses
yD(k) signal for energy harvesting during TE

j and information receiving during
TD

j , ith SN (i �= j) uses for energy harvesting during TDL
j . It is noticeable that
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ith SN is also in energy harvesting mode during TE
i . Hence, TEH

i , the total time
for energy harvesting by ith SN can be denoted as

TEH
i =

N∑
j=1,j �=i

TDL
j + TE

i =
N∑

i=1

TDL
i − TD

i (3)

Using (1), Ehi, the energy harvested by ith node can be expressed as

Ehi =
ηTEH

i PB
i |gi|2 + σ2

dm
i

(4)

The symbol η denotes the efficiency of the rectifier circuit which converts the
received radio signal to direct current. For the sack of simplicity, η is considered
same for all SNs.

3.1 Equal Time Distribution

In this section, we will analyze outage when the data rate on any of UL and DL
falls below Rth, a threshold data rate. It is assumed that an equal time frame
is assigned to all the SNs, i.e., T1 = T2 = ... = TN = T . We also assumed
TE = αiT, TD = TU = (1 − αi)T/2. The ith SN utilizes harvested energy,
expressed in (4), to DL transmission during (1−αi)T/2. Hence, transmit power
of ith SN is expressed as

Pi =
2Ehi(

1 − αi)T
=

2
(
ηTEH

i PB
i |gi|2 + σ2

)

dm
i (1 − αi)T

(5)

It is noticeable that only a fraction of the time of the received signal is
exploited by SN for DL and the harvested energy during TEH is fully exploited
for UL transmission. RD

i and RU
i are the achievable DL and UL throughput of

SNi expressed in (6) and (7), respectively.

RD
i =

(1 − αi)T
2

log2

(
1 +

PB
i |gi|2
σ2

)
(6)

RU
i =

(1 − αi)T
2

log2

(
1 +

Pi|hi|2
σ2

)
(7)

It is noticeable that the operation of SN is uncorrelated to each other. Hence,
sum of the maximum achievable throughput of each SN is the maximum achiev-
able throughput of the system. Therefore,

Objective: maximize RU
i =

N∑
i=1

(1 − αi)T
2

log2

(
1 +

Pi|hi|2
σ2

)
(8a)

Constraints: RD
i =

(1 − αi)T
2

log2

(
1 +

PB
i |gi|2
σ2

)
≥ Rth, ∀i (8b)

0 < αi < 1 (8c)
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The constraint (8b) ensures minimum QoS requirement for downlink data
rate. The optimization problem (8a) is a convex problem, which is proved in
Appendix I.

Theorem 1. The fraction of energy harvesting time αi, ∀i ∈ N for the optimal
solution of throughput maximization problem (8a) with constraints (8b) and (8c),
can be expressed as

αi = 1 − 2Rth

T log2
(
1 + P B

i |gi|2
σ2

) , ∀i ∈ N , (9)

Proof. The proof is reproduced from standard literature in Appendix II.

It should be noted that for αi > 0, it is necessary to have 2Rth

T log2

(
1+

P B
i

|gi|2
σ2

) <

1, which determines the minimum transmit power of the BS for a particular Rth

as PB
i > σ2

|gi|2
(
2

2Rth
T − 1

)
. The BS needs to transmit signals with varying power

levels for each subscriber node (SN), and this can be expressed as:

PB
i =

σ2

|gi|2
(
2

2Rth
T − 1

)
+ Pb (10)

where Pb represents the additional power beyond the minimum transmit power.

3.2 Unequal Time Distribution

In the previous subsection, we assumed an equal operating time frame for each
of all SNs i.e., T1 = T2 = ... = TN = T . Here we propose an operating time
distribution scheme that decides Ti, ∀i ∈ N , the single operating time frame of
each SN based on their UL and DL channel gain quality as

Ti = TEI gihi∑N
i=1 gihi

. (11)

Now the fraction of energy harvesting time αi, ∀i ∈ N can be expressed as

αi = 1 − 2Rth

Ti log2
(
1 + P B

i |gi|2
σ2

) , ∀i ∈ N . (12)

It is acknowledged that the problem of maximizing throughput, as expressed
in Eq. (8a), can be formulated to determine the optimal Ti. However, this specific
task is left for future research and exploration.

4 Simulation Results

In this section, we have examined the optimal uplink (UL) sum throughput and
outage probability of the proposed WEH system model through simulation. The
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Fig. 2. Achievable UL sum throughput as a function of Pb, the additional transmit
power

simulation process was conducted using Matlab software, taking into account
the following crucial parameters for the analysis; N = 10, m = 2.7, η = 0.9,
d = {4, 6, 9, 5, 10, 7, 8, 10, 5, 9} meter. The simulation results were obtained by
averaging over 105 independent Monte Carlo trials. It is important to highlight
that the minimum data rate for the DL transmission is guaranteed. Therefore,
the simulation results focus on the performance analysis of the UL communica-
tion.

The achievable UL sum throughput as a function of Pb, the additional trans-
mit power for varying DL throughput is shown in Fig. 2. As expected, the UL
sum throughput improves with an increase in Pb. It is worth noting that the
UL sum throughput also strongly depends on the DL threshold of the system.
Interestingly, the UL sum throughput improves as the DL threshold increases.
This can be explained by the fact that an increase in Rth leads to an extended
UL transmission time TU , resulting in enhanced system performance.

Figure 3 illustrates the relationship between the outage probability and Pb

the additional transmit power of the BS for the nearest and farthest SN. As
expected, the outage probability decreases with an increase in transmit power,
and the nearest user exhibits better outage performance compared to the farthest
user. When the operating time frame for each SN is increased (from T = 1 s
to 1.5 s and 2 s), the SNs have more time to harvest energy, resulting in an
improved outage performance. As the minimum UL rate requirement, Ruth,
increases, the outage performance degrades. However, it is worth noting that
the outage performance improves when the minimum DL rate, Rth, increases.
This is because as Rth increases, αi decreases, which leads to an increase in both
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Fig. 3. UL outage performance of the nearest and farthest user as a function of
additional transmit power of BS for the following parameters, DL threshold Rth =
{2, 3}bps/Hz, UL threshold Ruth = {0.75, 1} bps/Hz, equal operating time frame
T = {1, 2} s.

DL and UL transmission time (i.e., TU and TD). As a result, the UL transmission
rate also improves.

The superiority of the proposed channel gain-based unequal SN operat-
ing time over equal SN operating time in terms of UL sum throughput is

Fig. 4. (a) UL sum throughput comparison between equal operating time frame and
proposed unequal operating time frame for Rth = {2, 2.5, 3} bps/Hz, (b) UL sum
throughput improvement achieved by proposed unequal operating time frame over the
equal operating time frame for Rth = {2, 2.5, 3} bps/Hz.
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demonstrated in Fig. 4. The results clearly indicate that the proposed method
achieves enhanced sum throughput, especially in the lower transmit power
region. Notably, Fig. 4(b) illustrates that as the DL threshold increases, the
performance of the proposed method surpasses that of the lower DL threshold.
This outcome validates the effectiveness of incorporating the channel gain-based
unequal SN operating time in WEH-based sensor networks, as it significantly
improves system throughput.

5 Conclusion

In conclusion, this research paper presents significant findings in the field of
WEH in sensor networks. The proposed TS-based WEH protocol, along with the
formulated optimization problem, offers a promising solution to maximize the
UL sum throughput while maintaining a minimum DL throughput. The results
indicate that increasing the DL threshold data rate enhances UL performance
in terms of sum throughput and outage. Additionally, the channel gain-based
unequal sensor node operating time is shown to be superior to the equal oper-
ating time, further improving system performance. These findings highlight the
potential of WEH protocols and unequal operating time allocation to enhance
the performance of sensor networks, contributing to the advancement of wireless
communication systems. In the future, we will extend this work to the cogni-
tive radio systems and analyze the system’s performance. Furthermore, there is
a scope to introduce non-orthogonal multiple access (NOMA)-based [15] trans-
mission and cell-free massive MIMO [16] in the WEH systems.

Appendix-I

To prove that the function

f(α) =
N∑

i=1

(1 − αi)T
2

log2

(
1 +

Pi|hi|2
σ2

)
(13)

is convex, we need to show that the Hessian matrix of the function is positive
semidefinite for all valid values of α. The Hessian matrix of a function is a matrix
of second-order partial derivatives. For our function f(α), the Hessian matrix is
defined as:

H =

⎡
⎢⎢⎢⎢⎢⎣

∂2f
∂α2

1

∂2f
∂α1∂α2

. . . ∂2f
∂α1∂αN

∂2f
∂α2∂α1

∂2f
∂α2

2
. . . ∂2f

∂α2∂αN

...
...

. . .
...

∂2f
∂αN ∂α1

∂2f
∂αN ∂α2

. . . ∂2f
∂α2

N

⎤
⎥⎥⎥⎥⎥⎦

(14)

Let’s compute the second-order partial derivatives:

∂2f

∂αi∂αj
= −T

2
log2

(
1 +

Pi|hi|2
σ2

)
δij , (15)
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where δij is the Kronecker delta function. Notice that the second-order partial
derivatives are constant with respect to α, which means the Hessian matrix
is a constant matrix. Specifically, all diagonal elements are the same, and all
off-diagonal elements are zero. The Hessian matrix of our function is then:

H = −T

2
log2

(
1 +

P |h|2
σ2

)
I, (16)

where I is the identity matrix. Since the Hessian matrix is a constant matrix
with negative values on the diagonal (due to the negative logarithm term), it
is negative definite, which implies it is also positive semidefinite. Therefore, the
function f(α) is convex, as the Hessian matrix is positive semidefinite for all
valid values of α.

Appendix-II

To solve the optimization problem using the Lagrangian and KKT method, we
first define the Lagrangian function as follows:

L(α , λ, μ) =

N∑
i=1

(1 − αi)T

2
log2

(
1 +

Pi|hi|2
σ2

)
+

N∑
i=1

λi

(
(1 − αi)T

2
log2

(
1 +

P B
i |gi|2
σ2

)
− Rth

)

+

N∑
i=1

μi(αi)(1 − αi)

(17)
where α = [α1, α2, . . . , αN ] is the vector of variables, λ = [λ1, λ2, . . . , λN ] and
μ = [μ1, μ2, . . . , μN ] are the Lagrange multipliers for the inequality constraints
and bound constraints, respectively. Next, to find the stationary points we need
partial derivatives of the Lagrangian with respect to αi, λi, and μi and setting
them to zero:

∂L

∂αi
=

T

2
log2

(
1 +

Pi|hi|2
σ2

)
− λi

T

2
log2

(
1 +

PB
i |gi|2
σ2

)
− 2μiαi = 0 (18)

∂L

∂λi
=

(1 − αi)T
2

log2

(
1 +

PB
i |gi|2
σ2

)
− Rth = 0 (19)

∂L

∂μi
= αi(1 − αi) = 0 (20)

Note that to find the αi from ∂L
∂αi

, we need to find the values of the Lagrange
multipliers λi and μi. This can be done iteratively using numerical methods,
such as gradient descent or Newton’s method. However, we can solve for αi from
the derivative of the Lagrangian with respect to λi. Finally, solving for αi:

αi = 1 − 2Rth

T log2
(
1 + P B

i |gi|2
σ2

) (21)
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Abstract. This paper provides an idea to design a wideband antenna suitable
for UHF-band aircraft application. The blade antenna (BA) has been simulated
for different elementary parameters using CST simulator. Antenna performance
characteristic with the parametric variation of the antennamodel have been studied
and demonstrated. The simulation results of the designed antenna show 3.18 dBi
gain, and 53-degree half power beamwidth (HPBW) over the entire frequency
range 0.9 GHz to 2.0 GHz. Further, the designed antenna a very good return loss
performance with VSWR<2.2 in the entire frequency band. This antenna can find
its application in aircraft GPS navigation system and datalink operation as well.

Keywords: Blade antenna ·Monopole antenna · Omnidirectional

1 Introduction

In the receiver chain for any wireless system, antenna plays a significant role in the com-
plete performance. Its function is to ensure a proper transition between a transmission
line and free space. It necessitates enough impedancematching and gain at the same time.
The rapid development in wireless communication requires broadband antennas to assist
high data rate performance of wireless systems such as aircraft system, radar systems,
and satellite communication system.At the same time, omnidirectional radiation from an
antenna is preferred for 360-degree radiation coverage. Dipole and monopole antennas
(whether electric or magnetic) are well known for their omnidirectional radiation cov-
erage [1–6]. In recent times, monopole antennas have got tremendous attention over its
dipole counterpart due to compactness in size [4–6]. As we know bandwidth achieved by
a conventionalλ/4 monopole antenna is narrow, a wide impedance bandwidth is possible
only when the structure of antenna is manipulated using different techniques. One such
solution is; by diminishing the length to diameter ratio of the antenna [7], modifying
antenna geometry with respect to angle; triangular sheet for planar and conical structure
for non-planar are the widely used structure for this technique.
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Different types of broadband antennas suitable for airborne application are available
out of those many; one of the most accepted antennas is the BA, and the reasons are;
low air drag, lightweight and low-cost [8, 9]. A conventional BA is often a monopole
antenna, that employs the first two listed techniques to achieve a broader bandwidth. A
broadband monopole antenna with the inverted hat is reported in [10]. This antenna cov-
ers a frequency range 0.5 GHz to 2.0 GHzwith a very low gain and complex structure. In
[11], a broadband reconfigurable antenna that covers VHF/UHF/L-bands is reported for
aircraft application. This antenna is modified in biconical shape and frequency reconfig-
urability is achieved by PIN diode. A broadband (0.5–2 GHz) BA, printed on RO5880
with a dielectric constant 2.2 and substrate thickness 1.6 mm, was reported in [12]. In
this antenna, an inductor coil filled with air core, and shaping of the triangular shape help
to attain extra bandwidth of 0.5 GHz from a BA reported in [12]. Another BA fabricated
with a 2 mm thick Aluminum sheet, designed with an oblique edge to achieve a broad-
band (0.03–0.60 GHz), is reported in [13]. The oblique edge used in this paper helps to
reduce the height of the antenna. However, these antennas require a large ground plane.
As a matter of fact, the broadband in these two papers has been achieved by employing a
large ground plane, while inmany applications such as unmanned aerial vehicles, to have
a low radar cross-section airplane surface is made up of dielectric materials. Recently
wideband slotted BA dipole form is reported in [14], and it does not employ any ground
plane. However, in contrast to the conventional monopole blade antenna, this antenna
requires more implementation area and also does not support an aerodynamic profile.

In this paper, a detailed analysis of a BA with an oblique edge and compact ground
size, covering 0.90–2.0 GHz, has been introduced. This paper is arranged as: Sect. 1
mentions a brief introduction to the monopole BA for airborne applications, and Sect. 2
describes the design method of the BA. Sect. 3 consists of the various simulation results.
Finally, the paper is concluded in Sect. 4. The antenna is simulated for a 2 mm thick
aluminum sheet. The final optimized dimensions of this BA is 100 × 56 mm2 with an
elliptic ground plane with major and minor diameter dimensions of 85 mm and 30 mm,
respectively.

2 Antenna Design with Parametric Study

The physical outline of the antenna with current distribution are shown in Fig. 1. It is
well identified fact that in the BA the current distribution is intense at the border of the
monopolar patch (Fig. 1 (b)).

Therefore, the resonant frequency of the antenna can be tuned by tuning the height
of the BA. So, H1 decides the lower resonating frequency ( f 01). The effect on the S-
parameter for different values of H1 is plotted in Fig. 2. This figure clearly indicates a
lowering of f01 with the increment in the value of this parameter. Figure 3 shows the
S-parameter magnitude (dB) versus frequency for the swept θ. The result indicates that
for θ = 800, a good impedance match is found for f 02. Parametric analysis has been
done to attain broader bandwidth with a good impedance match over the entire band.

However, θ = 900 has been chosen for covering the entire band with a minimum
reflection of −10 dB at least. Figure 4 shows the S-parameter magnitude (dB) versus
frequency for the swept W. The result indicates that as we increase the value of the W
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                   (a)

                     (b)

Fig. 1. Monopole BA: (a) physical geometry outline (b) surface current distribution.

there will be hardly any change in the resonating frequency rather than getting a good
match @ f 02. However, due to fabrication constraints, this parameter is selected to be
2 mm.

The effect of different design parameters along with the final optimized value (for
H1 = 42 mm and elliptic ground plane with major and minor diameters 85 mm and
30 mm, respectively) of the antenna parameter is listed in Table 1.

Final optimized S-parameter is shown by blue line curve in Fig. 5 of the BA with
different value ofGp. Further, the VSWR and the smith chart plot of the input impedance
of the final design are shown in the Fig. 6.

Figure 6 (b) illustrates that in the frequency range where the current path length
becomes less than 0.25 λ, input impedance becomes capacitive. The radiation pattern
at � = 00 and 900 plane are plotted Fig. 7. The gain pattern characteristics for different
frequency are listed in Table 2.
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Fig. 2. Scattering parameter of the BA with the variation of H1.

Fig. 3. S- parameter of the BA with the variation in oblique angle.
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Fig. 4. S-parameter of the BA with the variation ofW.

Fig. 5. S-parameter of the BA with the variation of Gp.
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                                                                   (a)

     (b)

Fig. 6. Plot of (a) VSWR and (b) smith chart plot of the antenna input impedance of optimized
antenna.
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Table 1. Parametric Study Summary.

Table 2. Gain Characteristics for � = 0 0 /900.
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Fig. 7. Polar plot of radiation characteristic, (a) 0.9 GHz, � = 00, (b) 1.9 GHz, � = 0°, (c)
900 MHz, � = 90°, (d) 1.9 GHz, � = 90°.

3 Conclusion

A wideband monopole BA for UHF band application (0.9–2.0 GHz) has been designed.
The effect of various design parameters have been studied and illustrated to design an
optimized BA. The simulation results show VSWR <2.2 over the entire bandwidth.
An omnidirectional radiation pattern with a maximum gain of 3.18 dBi at 1.9 GHz is
achieved. This antenna can be used for aerospace application.
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Abstract. There are several factors which introduces transmission losses in deep
water such as: surface reflections; surface ducts; bottom bounce; convergence
zones; deep sound channel; reliable acoustic path; and ambient noise. Hence, it
is crucial to model the acoustic channel characteristics and evaluate the effect
of transmission losses by considering aforementioned factors inorder to employ
the network for specific application. This study primarily aims to estimate the
transmission losses caused by surface reflections in deepwater environments using
a multipath acoustic channel model. The simulation is conducted, considering the
impact of absorption, sound speed, temperature, and salinity. The depth of the
network scenario is varied to analyze the effects of these factors on the transmission
losses. It is evident from simulation results, the acoustic velocity increased by 250
m/s when the depth varies from 100 m to 7000 m and temperature decreased
from 30 °C to 4 °C. Similarly, when the salinity increased from 30 ppt to 35 ppt,
the acoustic velocity has been increased by 7.14% in deep water. An increase in
transmission loss of 5 dB has been attained when the wind speed (W ) increased
from 4 m/s to 12.5 m/s. Similarly, the transmission losses are increased by 8 dB
when the angle of incidence (Theta) increased from 20° to 30°.

Keywords: Absorption · Attenuation · Acoustic channel · Deepwater · Sound
speed · Temperature · Transmission loss · Salinity · Surface reflection

1 Introduction

A network known as an underwater acoustic sensor network (UASN) consists of under-
water devices equipped with sensors, which establish communication through acoustic
signals [1]. Its primary objective is to monitor and gather data in underwater environ-
ments, including oceans, lakes, and rivers [2]. In contrast to conventional wireless sensor
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networks [3], which employ radio waves for communication, UASNs utilize acoustic
signals as their preferred communication medium [4, 5]. This preference arises from
the fact that sound waves can travel much farther and faster in water compared to radio
waves, making acoustics highly suitable for underwater communication.

Acoustic transmission characteristics are substantially influenced by the parameters
of the underwater medium, including temperature, salinity, pressure, turbidity, dissolved
gases, and seabed properties [6]. These factors play a crucial role in shaping how sound
waves propagate and interact in underwater environments. Variations in temperature can
cause sound to refract or bend, leading to changes in the transmission path and potentially
affecting the accuracy of localization and communication systems [7]. Salinity, which
refers to the salt content in water, also affects sound velocity. Higher salinity generally
leads to increased sound speed. Variations in salinity can alter the density and com-
pressibility of the water medium, thereby affecting the transmission path and the time
it takes for sound to propagate from the source to the receiver [8]. Underwater pressure
increases with depth, and this pressure variation affects the speed of sound propagation
[9]. Higher pressures can lead to increased sound velocity due to the compressibility
of water. Understanding pressure changes is crucial for accurately estimating the range,
localization, and transmission characteristics of acoustic signals in different underwater
depths.

The presence of suspended particles affects the transmission loss, signal-to-noise
ratio, and overall clarity of the received acoustic signal. Dissolved gases, such as nitrogen
and oxygen, can affect acoustic transmission. Gases can introduce additional scattering
and absorption, impacting the propagation of acoustic waves. The concentration and
distribution of dissolved gases in water can vary, influencing the transmission charac-
teristics of acoustic signals [10]. In deep water, the water depth is much greater than
the wavelength of the sound wave, and the surface acts as a nearly perfect reflective
boundary for sound waves. This means that a significant portion of the sound energy
incident on the surface gets reflected back into the water. These reflected sound waves
can interfere with the original transmitted sound waves, leading to complex acoustic
phenomena [11]. This will lead surface reflections, which inherently leads to transmis-
sion losses. Understanding these underwater medium parameters is crucial for designing
and optimizing underwater acoustic systems. Accurate knowledge of these parameters
helps in modeling sound propagation, estimating transmission losses, and developing
algorithms and techniques to improve communication, localization, and sensing capa-
bilities in underwater environments. Hence, this work focuses on effect on sound speed,
salinity, and temperature with respect depth on acoustic transmission, thereby evaluating
the transmission losses due to surface reflections for a multipath acoustic channel model.

2 Related Work

The advent of Underwater Acoustic Sensor Networks (UASNs) has generated significant
interest across various fields, owing to their versatile applications in underwater moni-
toring, environmental sensing, marine exploration, and military surveillance. Within the
realm of UASNs, addressing transmission losses becomes a crucial aspect for achieving
reliable and efficient communication in underwater environments. To this end, extensive
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research papers and studies have been devoted to investigating the factors influencing
transmission losses inUASNs.These factors encompass path lossmodels, absorption and
scattering effects, multipath propagation phenomena, channel estimation, equalization
techniques, network topology, and routing considerations. By delving into these aspects,
researchers aim to enhance the performance and efficacy of UASNs, striving to mitigate
transmission losses and optimize communication strategies. The present research signif-
icantly contributes to the advancement of underwater communication systems, enabling
them to function successfully amidst challenging underwater conditions and unlocking
their full potential across diverse applications.

In [12], the authors have investigated the fundamental physics of wave propaga-
tion, specifically focusing on acoustic, electromagnetic (EM), and optical communica-
tion carriers. In [13], the authors have extensively studied the impact of propagation
characteristics on underwater communication. In [14], the authors have focused on the
relationship between propagation loss, ambient noise, and channel capacity in under-
water communication. To address inaccuracies in sound speed estimation in oceans and
seas, a mathematical model [15] has been proposed. This model provides a conversion
framework between atmospheric pressure and depth, as well as depth and atmospheric
pressure, aiding in sound speed determination. In [16], the authors have presented an
experimental setup that investigates the impact of underwater medium parameters.

A method [17] has been proposed to enhance localization accuracy in underwater
environments. To simulate underwater networks effectively, a specifically developed
acoustic channel model [18] is employed. In [19], researchers have conducted real-time
measurements of route loss in underwater acoustic channels. In [20], a deep learning-
based framework has been introduced to enhance accuracy and throughput in channel
modeling. The authors have provided a detailed account of the statistical properties of
the channel model in [21].Moreover, a novel technique for frame boundary estimation in
UASN has been proposed in [22]. In [23], the authors especially address the clustering in
UASN by focusing on the integration of three essential approaches in the context of IoT
applications. In [24], the authors investigated how water absorption affected the hybrid
phenol formaldehyde (PF) composites’ mechanical characteristics.

3 Methodology

This comprehensive approach provides valuable insights into the complex acoustic envi-
ronment of shallow and deep water, and enabling better understanding and modeling of
underwater acoustic propagation.

3.1 Sound Speed

The transmission of sound throughwater differs significantly fromelectromagnetic (EM)
waves, primarily due to its slow speed. Mackenzie’s empirical formula, denoted by (1),
provides a means to calculate sound velocity.

c(T , S, z) = a1 + a2T + a3T
2 + a4T

3 + a5(S − 35) + a6z + a7z
2 + a8T (S − 35)a9Tz

3 (1)
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3.2 Acoustic Propagation Loss

Propagation loss of sound refers to the reduction in the strength or intensity of sound
waves as they travel through a medium or propagate in a given environment [27]. The
loss associated with cylindrical spreading is expressed using Eq. (2), while spherical
spreading loss is represented by Eq. (3).

LCS = 10× log(Rt) (2)

LSS = 20× log(Rt) (3)

3.3 Absorption Loss

Sound waves in a medium, such as air or water, experience absorption, where the energy
of the sound wave is converted into heat [28]. The absorption is frequency-dependent,
with higher frequencies generally being absorbed more rapidly which is represented
using (4). Where, α is absorption coefficient in underwater, it represents the rate at
which sound energy is converted into other forms, such as heat, due to the inherent prop-
erties of the water medium. The absorption coefficient is frequency-dependent, meaning
that different frequencies of sound waves are absorbed to varying degrees. Higher fre-
quencies generally experience greater absorption than lower frequencies. The absorption
coefficient is represented using (5).Where,A1 andA2 represent the contributions of boric
acid and magnesium sulphate components, respectively, in sea water. Similarly, P1, P2,
and P3 denote the depth pressure components for boric acid, magnesium sulphate, and
pure water, respectively. The relaxation frequency for boric acid, denoted as f 1 (in kHz),
is given by Eq. (6). In Eq. (6), S represents salinity (in parts per 1000), and T repre-
sents temperature in degrees Celsius. The relaxation frequency for magnesium sulfate,
denoted as f 2 (in kHz), is given by Eq. (7).

Lab = (α × Rt) × 10−3 (4)

α = A1P1f1f 2

f 2 + f 21
+ A2P2f2f 2

f 2 + f 22
+ A3P3f

2 (5)

f1 = 2.8

(
S

35

)0.5

× 10

[
4− 1245/(273+ T )

]
(6)

f2 = 8.17× 10

[
8− 1990/(273+ T )

]

1+ 0.0018(S − 35)
(7)
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3.4 Transmission Loss Due to Surface Reflections

Transmission loss due to surface reflections in underwater environments refers to the
reduction in sound intensity caused by the reflection of sound waves at the interface
between water and the surface, such as the water-air interface or the water-seabed inter-
face. These reflections result in energy being redirected away from the desired propaga-
tion path, leading to a decrease in received sound level. The transmission loss (assuming
direct path) resulting from cylindrical spreading and absorption can be mathematically
expressed using (8). The transmission loss due to surface reflections can be expressed
using (9) by considering the wind speed (w) and angle of incidence (θ ). Finally, the
transmission losses when an acoustic wave transmits in a multipath environment can be
expressed as sum of transmission loss due to direct path and surface reflections which
can be represented using (10).

TLdp = 20 log10Rt + αRt × 10−3 (8)

TLSR = 10× log

⎡
⎣1+

(
f/
f 21

)

1+
(
f/
f 22

)
⎤
⎦ − (1+ (90− w)/60)

(
θ

30

)2

(9)

TLMulti−path = TLdp + TLSR (10)

4 Simulation Parameters

To simulate the transmission losses of an UASN, several parameters need to be con-
sidered for the simulation model which helps in accurately predicting the transmission
losses. Table 1 provides the detailed list of parameters used for simulation along with
their ranges.

Table 1. Execution Parameters

Parameter Range

Depth (meters) 100–7000

Temperature (°C) 27–4

Salinity (ppt) 30–37

Frequency (kHz) 0.1–100

pH 7.8

Rt (meters) 100

Wind speed (w m/s) 4–12.5

Angle of incidence (Theta) 20–36
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5 Simulation Results

The speed of sound in deep water significantly impacts the transmission of underwater
acoustics. As depicted in Fig. 1, a noticeable trend is observed regarding sound speed in
relation to changes in the depth of the scenario and temperature. At a specific temperature
and depth (T = 30 °C, D = 100 m), the initial sound speed is measured to be 1450 m/s.
However, as the depth increases to 7000 m and the temperature decreases to 4 °C, the
sound speed significantly rises to 1650 m/s, as evident in Fig. 1. This variation in sound
speed, influenced by both temperature and depth, emphasizes the significant relationship
between these parameters and their impact on sound propagation characteristics in the
given underwater environment. Understanding these variations is essential for accurate
acoustic communication and exploration in deep water environments.

Fig. 1. Acoustic velocity disparities in accordance with temperature in deep water.

Variations in salinity significantly influence the acoustic velocity in deep water.
Changes in salt concentration alter the water’s density and compressibility, leading to
modifications in the sound speed. Higher salinity levels typically result in increased
sound speed, while lower salinity levels correspond to decreased sound speed.

These salinity-induced changes in sound speed have implications for underwater
acoustic communication, sonar systems, and environmental monitoring in deep-water
environments. As the depth increases and salinity levels rise, the sound speed also
increases. At a specific salinity (S = 33 ppt), different sound speed profiles are observed
along the depth, ranging from 1540 m/s to 1650 m/s, as depicted in Fig. 2. This demon-
strates the direct correlation between depth, salinity, and the resulting variations in sound
speed. The frequency of soundwaves plays a crucial role in determining the transmission
loss in deep-water environments. Figure 3, demonstrate the transmission loss by varying
salinity, and temperature with respect to depth in deep water.
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Fig. 2. Acoustic velocity disparities in accordance with salinity in deep water.

Fig. 3. Frequency vs Transmission losses in deep water.

The presence of different chemicals in underwater environments can lead to sound
absorption. Chemical components such as dissolved gases, salts, and organicmatter have
distinctive absorption characteristics, influencing the propagation of sound waves in the
water medium. These chemicals interact with sound waves, absorbing energy at specific
frequencies and resulting in a reduction in sound intensity over distance (see Fig. 4).

The transmission losses due to surface reflections are purely depends on frequency,
windspeed and angle of incidence. Figure 5, shows the transmission losses due to sur-
face reflections under various wind speed values at a particular depth in deep water. It
is observed that, the transmission losses are directly proportional to wind speed and fre-
quency. Similarly, the angle of incidence at which the acoustic wave reflected back from
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Fig. 4. Absorption in deep water due to various chemical compositions in deep water.

the surface also had an impact on transmission losses. Figure 6, shows the transmission
losses due to surface reflections under various angle of incidence values at a particular
depth in deep water. As the angel of incidence increases, the transmission losses are
gradually decreased.

Fig. 5. Transmission Losses in deep water for multipath model with varying wind speed.
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Fig. 6. Transmission Losses in deep water for multipath model with varying theta.

6 Conclusion

The primary objective of this study is to assess transmission losses resulting from surface
reflections in deep water environments using a multipath acoustic channel model. The
simulation explores the impact of absorption, sound speed, temperature, and salinity on
these losses, while varying the depth of the network scenario to analyse their effects.
The simulation results reveal noteworthy observations. When the depth varies from 100
m to 7000 m and the temperature decreases from 30 °C to 4 °C, the acoustic velocity
increases by 250 m/s in deep water. Similarly, a 7.14% increase in acoustic velocity
is observed when the salinity rises from 30 ppt to 35 ppt. Moreover, the study shows
that an increase in wind speed (W) from 4 m/s to 12.5 m/s leads to a 5 dB rise in
transmission loss. Similarly, as the angle of incidence (Theta) increases from 20° to 30°,
transmission losses escalate by 8 dB. By understanding these transmission loss factors,
this research contributes valuable insights into optimizing acoustic communication in
deep water environments and improving the performance of underwater acoustic sensor
networks.
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Abstract. WirelessAd hoc networks are networks connectingmobile devices that
are self-contained. It’s these networks simplicity and ease of implementationmake
them the best choice for frontline communications, incident management, and
other related applications when dependable infrastructure is not easily accessible.
The applicability of such networks has been challenging due to partial bandwidth,
energy restrictions, and unexpected system topologies. Recent years have seen
resurgence in this area’s research. Specifically in routing, security and multicast
concerns. The paper focuses on multicast routing in peer-to-peer networks in this
paper. In this work, the source packet dumping, a fresh multicast routing system
has been presented. Based on restrictions on hop distance, the connectivity routes
between providers and group members are established as a single hop/multihop.
In order to ensure effective data dissemination, a probabilistic data forwarding
mechanism has been suggested. The simulation results demonstrated the perfor-
mance of suggested routing protocol comparison to factors that define an ad hoc
network. It is evident from simulation results, that the suggested protocol delivers
effective data distribution and is resistant to topology changes.

Keywords: Ad hoc network · Connectivity · Dynamic topology · Hop distance ·
Routing Protocols

1 Introduction

Ad hoc networks are nodes that self-organize and communicate with one another directly
rather than through a fixed infrastructure [1]. As nodes move and come into range
of one another, these networks can spontaneously form. Smart phones, laptops, and
other portable devices, as well as sensors and actuators, can all function as nodes in an
ad hoc network. The key characteristics of ad hoc networks include decentralization,
changeable topology, infrastructure-less, resource constraints, and multi-hop. Ad hoc
networks can be used for a variety of purposes, including automotive networks, wireless
sensor networks, and disaster relief efforts [2–4]. Ad hoc networks, however, can present
a number of technological difficulties, including routing, security, energy conservation,
and quality of service (QoS).
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Routing protocols in mobile ad hoc networks (MANETs) are designed to handle
the dynamic topology of the network, where nodes can move around and change their
position frequently. And also responsible for discovering and maintaining routes to
destinations, even as nodes move around or leave the network. Routing protocols can
help improve the performance of the network by reducing delays, minimizing packet
loss, and optimizing the use of network resources. Routing protocols can select the
most efficient path for data transmission and avoid congested areas, which can lead
to better network performance. Routing protocols are responsible for ensuring reliable
communication between nodes in the network. Routing protocols can detect link failures,
re-establish routes, and prevent data loss, which can improve the overall reliability of
the network. Routing protocols can adapt to the changing network conditions, such as
changes in topology, traffic load, and link quality. Routing protocols can adjust their
behavior to optimize network performance, which can lead to better throughput and
reduced latency.

The MANET ideal is a good fit for the multicast standard since hosts typically work
together as a group in an ad hoc environment to complete a task. Additionally, the
multicast paradigm boosts network efficiency through widespread data dissemination,
making it perfect for MANETs and other networks with limited capacity. Consequently,
multicast communicating in ad hoc networks is really essential. Hence, a novel multicast
routing protocol for wireless ad hoc networks in this paper is proposed. These protocols’
effectiveness as multicast protocols was assessed and contrasted with the effectiveness
of conventional flooding. A variety of operational values for different characteristics
that define a MANET, such as mobility speed, traffic load, network density, etc., based
on trade-off curves has been considered. And also multicasting in a MANET with mul-
tihop connectivity [5] is significantly more complex than in wired networks due to
aforementioned characteristics, addressing and deployment considerations etc.

Routing protocols are essential in mobile ad hoc networks (MANETs) because it
enable nodes to communicate with each other and exchange data, even in the absence
of a centralized infrastructure. MANETs are characterized by their dynamic topology,
where nodes can move around and join or leave the network at any time. As a result,
routing becomes a complex task in MANETs, and specialized routing protocols are
needed to ensure efficient and reliable communication.

2 Literature Review

Multicast routing is an important communication paradigm in mobile ad hoc networks
(MANETs) that enables efficient group communication between multiple nodes. In this
literature review, we will discuss some of the commonly used multicast routing pro-
tocols for MANETs are; On-Demand Multicast Routing Protocol (ODMRP): Ad Hoc
Multicast Routing Protocol (AMRoute): Core-Assisted Mesh Protocol (CAMP): Zone-
Based Hierarchical Link State (ZHLS). Comprehensive multitree routing proto-cols for
connected/fixed networks include DVMRP [6], MOSPF [7], CBT [8], PIM-SM and
PIM-DM [9]. Currently few researchers used Energy Constraint Secure Routing Pro-
tocol [10] used tree-based protocols [11–13] to reduce power constraint and dynamic
connectivity.
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Mesh protocols [14, 15, 18, 19] are used to establish and maintain mesh structures,
or a group of network nodes that connect all the teammates. The Neighbour-Supporting
Multicast mechanism (NSMP) [16, 17], a novel ad hoc multicast routing mechanism
adopts a mesh topology to increases the resilience against mobility. In addition, NSMP
also make use of node localization to lower the cost of route failure recovery and mesh
maintenance. Due to redundant data transmission, this network’s structure is more resis-
tant to network dynamics thanks to the mesh of nodes that offers numerous paths to the
group’s members. According to a UCLA comparison mesh techniques are being stud-
ied for ad hoc multicast routing systems more resistant to topology changes since there
are more channels to the destination [20], but performance is compromised because of
terminated transmitting data. Grid protocols are said to be less efficient compared to
tree-based protocols. In fact, interactive routing trees are the most efficient structure for
moving data. Decision trees are subject to structural changes. During the tree update
process, common topology modifications could lead to significant data loss and extreme
control exchange. Mesh- based protocols have higher levels of dependability for a vari-
ety of mobility speeds. Extensions of unicast protocols include [11, 21–24] and other
multicast routing protocols. The two functionalities are sufficiently different to merit
independent attention, thus it is still debatable whether it is a smart idea to merge them
[22].

An improved Dynamic Source Routing (DSR) Protocol with a new schema called
as O-DSR was proposed in [25] to maximise the network lifetime [26–28] of mobile
nodes and also overcoming the congestion simultaneously. LLECP-AOMDV lowers
node energy consumption, and has a shorter average end-to-end delay [26]. Themodified
O-DSRalgorithmcalled asMDSR[29] alongwithAntColonyOptimization (ACO)finds
the best path and optimises total weight (cost, delay, and hop count) of the network.

3 Multicast Routing Using Source Grouped Flooding

A new multicast routing system has been proposed for wireless mobile ad hoc networks
that build a network of node which is built from a source called a flood set to deliver
information from that source. Flood sets differ from routing sets in that the former are
constructed using distance and hop enumeration metrics, while the latter are constructed
using the inverse shortest path mechanism. Although the flooding cluster is a source
crafted mesh, the routing group is also a grouping based lattice of nodes.

3.1 Flooding Group Creation

Each source in this protocol specifies routes to all other participants in the multicast
group as needed. For the origin, the flood set is the result of the origin request phase and
the set response phase. The resulting distance constraints dictate the creation of flood
sets for sources, as given in (1) and (2)

Dsn ≤ Dsm (1)

Dmn ≤ Dsm (2)
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The value of Dsn denotes the count of intermediary steps from input to central
node. The number of hops that exist between the origin point as well as a multicast
group participant is referred as Dsm. In between multicast attendee and the middle node,
measured in hops is represented using Dmn. In the network, nodes decide whether to join
the dive group (group of nodes operating as a cluster to standardize an IP routing protocol
that is application specific) according to the distance using (1). During the request-reply
process, the nodes acquire these distancemetrics. A source periodically broadcasts a join
request message whenever it has packets to send. The address of the multicast team with
the count of a hop pitch is both included in the join request message. The flooding group
is updated as follows by this recurring communication. Upon receiving a unique join
request, a node will increase the hop count of the origin and save it in its own memory
before relaying the packet.

Upon receipt of a request to join, a multicast groupmember takes note of the distance
between the source Dsm and itself, adds a standard delay, and subsequently issues a
response in the form of a “join” as a reply message. The reply to the accept request
includes details regarding both the multicast group and the hop count between the source
and destination nodes. Typically, the TTL in thismessage corresponds to the hop count of
the origin (Dsm). Also, a node only forwards the responsemessage if it’s not being used to
download things right now, it won’t help with fixing the route, otherwise the information
is lost. So, while doing something, given update command, the node reader only issues
the first response message for each resource. As a result, the protocol generates for each
source a flood set consisting of nodes subject to the hop distance (see Fig. 1).

Fig. 1. Flooding Group Creation.

3.2 Flooding Group Update and Soft-State

The join request message will be periodically rebroadcast, reinforcing the flooding
group for apiece source. This route restores takes into consideration topology varia-
tions brought on by member discovery and mobility. The protocol records what group
members remember, but one’s memory may change over time. To become part of or exit
a group, members do not send public messages.
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3.3 Detection of Duplicate Packets

Every packet from apiece source contains a broadcast order number. The broadcast
structure number, which uniquely identifies each packet produced by the source and is
made up of the source address and a counter assessment. Any node that gets a packet by
a categorization 18 number higher than the significance that is currently stored processes
the packet and updates the cache. If not, the package will be removed because it is a
duplicate.

3.4 Data Forwarding

Asource has new, active routes to every associate of themulticast group after the flooding
group has been created. Only nodes in that source’s forwarding group will assume that
the packet was sent by that source. Using the distinct source broadcast ID, all duplicate
data packets are detected and deleted. The data forwarding mechanism and potential
issues brought on by redundant data transmissions are revealed in Fig. 2.

Fig. 2. Contention and Collision during Data Forwarding.

3.5 Hop Count Data Forwarding (HCDF)

Care has been taken to add a hop count pitch to the data packets to reduce the MAC
layer clogging and collisions caused by redundant data transmission. The increased data
passing mechanism is shown in Fig. 3. The hop count distances discovered through the
request response switch phase are represented by the numerical numbers inside the nodes.
The axes represent where a given broadcast will go, while the arrow values represent
the number of packet hops. Steps 1 through 3 correspond to Fig. 3.

The hop count of the packet that node F2 receives from node F3 is set to 2 in step
4. Even though the packet is original, node F2 won’t forward it in this scheme since
the hop count it has stored is less than the hop count in the data packet. Thus, extra
communication that could cause conflict and a collision is prevented
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Fig. 3. Hop count based Data Forwarding.

3.6 Size Controlling of the Flooding Group

If the distance between that node and the start point, plus the distance between that node
and the end point, is less than or equal to the total distance between the start and end
point, then that node is on the shortest path, which is represented using (3) a controlled
dive group (shortest path) has been represented using Fig. 4.

Dsn + (
Dsm − TTLrep

) ≤ Dsm → Dsn ≤ TTLrep (3)

Fig. 4. Creation of Controlled Flooding Group.

3.7 Probabilistic Data Forwarding

The group flooding offers several routes after the source to the group’s participants.
To reduce data overhead a probabilistic data forwarding mechanism has been proposed
and presented how to figure out the chance of a packet being sent again (Psend). The
probability that a node chooses to retransmit a packet is Psend , and the probability that
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a node chooses to discard the packet is (1 - Psend) (Fig. 6).

Psend = 1

1 + N
(4)

Fig. 5. Probabilistic data forwarding.

Fig. 6. Non-Guaranteed data delivery.

All duplicate data packets, regardless of hop count number, are dropped after a data
packet has been retransmitted which is represented using (4). Where, N is the amount of
packets that are the same and expected to leap the same number of times on that layer.

4 Algorithm

Based on grouped flooding protocol, an algorithm for evaluating the performance of
MANET has been developed based on flooding protocol design.
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4.1 Basic Source Grouped Flooding Protocol (BSGFF)

By using a rule called distance constraint (1) the algorithm creates groups that make you
feel like you’re inside them. The algorithm is described in the flowchart below, which
also describes the methods used to generate flood sets and transfer data

4.2 Shortest Path Source Grouped Flooding Protocol

Using distance constraint (3), this algorithm creates the flooding groups with the shortest
paths. This algorithm is employed to determine whether shortest path flooding groups
are advantageous based on shortest path (see Fig. 4).

4.3 Probabilistic BSGFF (PBSGFF)

This algorithm makes use of the basic flooding group’s probabilistic data advancing
mechanism. Similar to Fig. 7, the routing has been established based on probabilistic
data forwarding (see Fig. 5).

Fig. 7. BSGFF Flow Diagram.
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5 Simulation Parameters

The performance investigations of the multicast protocols through simulation have been
performed using Matlab 2018a in Windows 10 environment at speed of 3.91 GHz. The
simulation parameters adaption for the study are listed in Table 1,

Table 1. Simulation Parameters

Parameters Specification

Simulation area 1000000 m2

Network Size 1 to 70 Nodes

No. of Source Nodes 1 – 20 Nodes

Mobility Static Network

Node Speed 0–5 m/s

Transmission Range 250 m

Run time 100 secs
Flooding
Basic-sgfp

Protocol Sp-sgfp
p-sgfp
psp-sgfp

6 Simulation Results

The proposed algorithms were simulated using MATLAB. The simulation represented
a network of nodes that were dispersed at random over an area of 1000 × 1000 Sq.
Metres. As a simulation parameter, the network thickness, or the amount of nodes in the
network, was changed. The reach of the radio on each point was 250 m and the amount
of information it could send was 1 million bits per second. If there is no special space
for sending messages in our setup, when two or more messages are sent at the same
time, they are not delivered. Nodes have two-way connectivity and broadcast are the
communication medium. The extent of each replication was 100 s. For each situation,
multiple runs were performed using various seed values, and the gathered data was be
around throughout these runs. The OPNET routing layer protocols used for the multicast
algorithms were developed separately. The goodput of proposed algorithm for various
network attributes have been analyzed.

The source grouped protocols appear to work best in the mobility range of 0−5 m/s.
The protocols are most efficient (best Goodput) and effective in this range (least total
overhead). We can see that the most effective protocol for maintaining good throughput
within 10% of flooding is the psp-sgfp scheme (see Fig. 8).

The trade-off among Goodput and overall slide for various sources sending packets
to the multicast group is depicted in Fig. 9. It can see that the overall overhead for every
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Fig. 8. Total Overhead Vs Goodput for different mobility speeds.

scheme is essentially unchanged.With an increase in sources, the output falls off linearly.
For 1–5 network sources, all schemes exhibit minor variations in Goodput. The Goodput
decreases slightly for 10 sources. Therefore, for 1–10 sources, the protocols’ efficacy is
comparatively stable. The most effective scheme is the psp-sgfp scheme. Additionally,
it achieves a good output that is 6% less than flooding’s.

Fig. 9. Total Overhead Vs Goodput for different number of sources.

Figure 10 shows good performance and general tradeoffs for different multiplex
group sizes. Flood mode records a stable output as the pool size increases. Full flooding
occurs when there are 40 (or around 1.2) members in the cluster, indicating that flooding
is effective when 70% or more of the network nodes are cluster members. Overall, flood
values for flood events categorized by source are good, falling between 6 and 10%. Flood
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continues to be superior to psp-sgfp. Psp-sgfp seems to be the most effective of these
techniques for MANETs when more than 40% of nodes are cluster members.

Fig. 10. Total Overhead Vs Goodput for different number of members.

In the Fig. 11, it is clearly depicted that, how producing more or less affects the
cost depending on how often updates are made. The floods analyze has not been done
because it doesn’t happen during softening periods. However when it is updated over
interval longer, fewer control packets are generated. This helps in decreasing the amount
of overall overhead. The figure shows that even with different update intervals, the
important information stays mostly the same. The best times for sending loits of packets
to fix a problem are every 6, 8, or 10 s.

Fig. 11. Total Overhead Vs Goodput for different refresh intervals.
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The system called psp-sgfp worked best when the time to refresh was either 8 or 10
s, even when the loads were very low at 1.5. Execution of unused pool individuals must
be deferred until another way overhaul cycle until the asset enrollment asks has been
replied. This implies that on the off chance that the bunch enrollment is exceptionally
energetic; a lower esteem for the upgrade interim ought to be utilized.

Fig. 12. Total Overhead Vs Goodput for different traffic load.

Figure 12, displays the exchange between doing well and how much work it takes,
which is measured in packets per second. Diverse Traffic load in packets/s. Increase,
the total amount of flooding mentioned above remains unchanged. When using source-
grouped flooding schemes, the overall overhead originally drops as the load rises before
slowly stabilizing at a constant overhead. The ideal traffic loads for source grouped
schemes appear to be between 2 and 5 packets per second. The most effective scheme
is once again psp-sgfp. The exchange between doing well and how much work it takes
is measured in packets per second. Additionally, the goodput for all of the schemes is
almost the same when the traffic is very high (10 packets/sec).

The graph pattern with respect to total overhead and goodput is depicted in Fig.13,
as the network compactness in terms of changing nodes size. Obviously, all schemes
perform better when the network contains more than 50 nodes. When there are 60 and
70 nodes in the network, the flooding scheme performs slightly better, but the overall
overhead goes up noticeably. The most effective source-grouped scheme is psp-sgfp,
and its throughput is within 8% of flooding’s. A 1000 m × 1000 m network seems to
have a good network density of about 50 nodes with transmission range as 250 m.
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Fig. 13. Total Overhead Vs Goodput for different network density.

7 Conclusion

The design of multicast routing protocols faces significant challenges due to the signifi-
cant limitations of mobile-targeted wireless networks, namely mobility, bandwidth, and
power limitations. Hence, a multicast routing system for a MANET should accomplish
effective data distribution and be resistant to changes in topology. In this work a source
collection dumpmethods for multicast routing inMANET have been proposed. For each
source, flood groups are generated using a finite distance diagram. The flooding group
is an efficient and resistant to mobility each source, multiple path, and mesh construc-
tion. We showed that the protocol is more effective when a probabilistic data forwarding
mechanism is used, which is based on probabilities obtained from the network. More-
over, the shortest path flooding strategy increases protocol effectiveness by reducing
the need for rebroadcasts. It’s understood that psp-sgfp (Source Shortest Probable Path
Packet Flooding Protocol) is 8% faster than flooding.
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Abstract. In the shallow water environment, the water surface, and the seafloor
act as reflective boundaries for the sound waves. When a sound wave encounters
these boundaries, it undergoes reflection, bouncing back and forth between the
surface and the bottom. As a result, the sound energy is distributed among various
paths, leading to multipath arrivals at the receiver. The repeated reflections con-
tribute to the complexity of the sound propagation in shallowwater. Thismultipath
propagation can cause interference and fading, making the received signals chal-
lenging to decode, interpret accurately, and transmission losses. Therefore, proper
modelling of channel is essential inoreder to deploy a network with high accuracy.
In thiswork,we have developed and analyzed an acousticmultipath channelmodel
to investigate the impact of mixed layer depth and near field anomaly on transmis-
sion losses in underwater environments. The main focus is on understanding how
various underwater medium parameters, such as temperature, salinity, depth, and
pH, affect the transmission losses. It is evident from simulation results; acoustic
velocity has increased by 30 m/s when the temperature reduced from 30 °C to
14 °C and 7 m/s when the salinity increased from 30 ppt to 35 ppt. Transmission
losses are increased by 58.8% when the mixed layer depth (MLD) increased from
10 m to 95 m. Whereas, these losses are reduced by 43.7% when the near field
anomaly (KL) increased from 7 dB to 20 dB.

Keywords: Acoustic Channel · Multipath · Reflection · Sound Speed ·
Temperature · Transmission Loss · Salinity

1 Introduction

Underwater Acoustic Sensor Networks (UASNs) are specialized networks that utilize
underwater acoustic communication for data gathering, monitoring, and collaboration
in underwater environments [1]. UASNs consist of a collection of autonomous or semi-
autonomous underwater sensor nodes that work together to perform various tasks such
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as oceanographic data collection, environmental monitoring, underwater surveillance,
and underwater exploration [2]. UASNs play a crucial role in expanding our understand-
ing of underwater ecosystems, oceanography, and marine resources. They enable real-
time monitoring of underwater phenomena, such as temperature, salinity, water quality,
marine life, and seabed conditions. By collecting and transmitting data from diverse
underwater locations, UASNs provide valuable insights into underwater processes and
enable timely decision-making for various applications [3]. The unique characteristics
of underwater environments pose significant challenges for UASNs [4, 5]. Underwater
acoustic communication is the primarymeans of data transmission in UASNs since radio
frequency signals do not propagate efficiently in water due to high absorption and attenu-
ation. Acoustic signals can travel long distances, but they suffer from limited bandwidth,
high propagation delays, multipath fading, and significant signal attenuation, which can
affect the performance and reliability of underwater communication systems [6, 7].

To address these challenges, UASNs require specialized hardware and networking
protocols [8]. Acoustic modems are used as communication interfaces, employing tech-
niques such as frequency modulation, spread spectrum, and advanced error correction
coding to enhance the reliability and data rate of underwater acoustic communication.
UASNs also employ advanced signal processing algorithms and networking protocols
specifically designed for underwater environments to mitigate the effects of multipath
propagation, interference, and limited bandwidth. Multipath propagation is a significant
phenomenon that affects UASNs and their communication performance [9]. It is primar-
ily caused by the interaction of sound waves with the underwater environment, including
factors such as reflections, refractions, and scattering. Through a sequence of repeated
reflections from both the water’s surface and the seabed, sound travels vast distances
in shallow water. Due to these reflections, sound waves might propagate through many
routes before they are detected by a receiver.

The seabed and the water surface serve as sound waves reflecting limits in an envi-
ronment with shallow water. These barriers cause a sound wave to reflect, causing it to
bounce back and forth between the surface and the bottom. The sound energy is thus
dispersed along a number of routes, resulting in multipath arrivals to the receiver. Sound
transmission in shallow water is difficult due to the recurrent reflections. The arrival
timings, amplitudes, and phases of the signals that are received can vary depending on
the trajectories that the sound waves follow, as well as their lengths and travel periods
[10]. The interference and fading that might result from this multipath propagation make
it difficult to decode and correctly understand the signals that are received. Designing
and enhancing underwater communication systems and acoustic signal processing algo-
rithms requires an understanding of and consideration for the multipath propagation
phenomena in shallow water [11].

2 Related Work

The emergence ofUnderwaterAcoustic SensorNetworks (UASNs) has garnered consid-
erable interest in various fields, thanks to their wide range of applications in underwater
monitoring, environmental sensing, marine exploration, and military surveillance. In
the context of UASNs, understanding and addressing transmission losses are vital for
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achieving reliable and efficient communication in underwater environments. Extensive
research papers and studies have been dedicated to exploring the factors that influence
transmission losses in UASNs. These include path loss models, absorption and scat-
tering effects, multipath propagation phenomena, channel estimation and equalization
techniques, as well as network topology and routing considerations. By investigating and
comprehending these factors, researchers aim to enhance the performance and effec-
tiveness of UASNs by mitigating transmission losses and optimizing communication
strategies.

This research contributes to the advancement of underwater communication systems,
enabling them to operate successfully in challenging underwater conditions and fulfill
their potential in diverse applications. In [12], the authors have investigated the funda-
mental physics of wave propagation, specifically focusing on acoustic, electromagnetic
(EM), and optical communication carriers. In [13], the authors have extensively studied
the impact of propagation characteristics on underwater communication. In [14], the
authors have focused on the relationship between propagation loss, ambient noise, and
channel capacity in underwater communication. To address inaccuracies in sound speed
estimation in oceans and seas, amathematical model [15] has been proposed. This model
provides a conversion framework between atmospheric pressure and depth, as well as
depth and atmospheric pressure, aiding in sound speed determination. In [16], the authors
have presented an experimental setup that investigates the impact of underwater medium
parameters.

A method [17] has been proposed to enhance localization accuracy in underwater
environments. To simulate underwater networks effectively, a specifically developed
acoustic channel model [18] is employed. In [19], researchers have conducted real-time
measurements of route loss in underwater acoustic channels. In [20], a deep learning-
based framework has been introduced to enhance accuracy and throughput in channel
modeling. The authors have provided a detailed account of the statistical properties of
the channel model in [21].Moreover, a novel technique for frame boundary estimation in
UASN has been proposed in [22]. In [23], the authors especially address the clustering in
UASN by focusing on the integration of three essential approaches in the context of IoT
applications. In [24], the authors investigated how water absorption affected the hybrid
phenol formaldehyde (PF) composites’ mechanical characteristics.

3 Methodology

This comprehensive approach provides valuable insights into the complex acoustic envi-
ronment of shallow and deep water, and enabling better understanding and modeling of
underwater acoustic propagation.

3.1 Sound Speed

The transmission of sound throughwater differs significantly fromelectromagnetic (EM)
waves, primarily due to its slow speed [25, 26]. Mackenzie’s empirical formula, denoted
by (1), provides a means to calculate sound velocity.

c(T , S, z) = a1 + a2T + a3T
2 + a4T

3 + a5(S − 35) + a6z + a7z
2 + a8T (S − 35)a9Tz

3 (1)
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3.2 Acoustic Propagation loss

Propagation loss of sound refers to the reduction in the strength or intensity of sound
waves as they travel through a medium or propagate in a given environment [27]. The
loss associated with cylindrical spreading is expressed using Eq. (2), while spherical
spreading loss is represented by Eq. (3).

LCS = 10 × log(Rt) (2)

LSS = 20 × log(Rt) (3)

3.3 Absorption Loss

Sound waves in a medium, such as air or water, experience absorption, where the energy
of the sound wave is converted into heat [28]. The absorption is frequency-dependent,
with higher frequencies generally being absorbed more rapidly which is represented
using (4). Where, α is absorption coefficient in underwater, it represents the rate at
which sound energy is converted into other forms, such as heat, due to the inherent prop-
erties of the water medium. The absorption coefficient is frequency-dependent, meaning
that different frequencies of sound waves are absorbed to varying degrees. Higher fre-
quencies generally experience greater absorption than lower frequencies. The absorption
coefficient is represented using (5).Where,A1 andA2 represent the contributions of boric
acid and magnesium sulphate components, respectively, in sea water. Similarly, P1, P2,
and P3 denote the depth pressure components for boric acid, magnesium sulphate, and
pure water, respectively. The relaxation frequency for boric acid, denoted as f 1 (in kHz),
is given by Eq. (6). In Eq. (6), S represents salinity (in parts per 1000), and T repre-
sents temperature in degrees Celsius. The relaxation frequency for magnesium sulfate,
denoted as f 2 (in kHz), is given by Eq. (7).

Lab = (α × Rt) × 10−3 (4)

α = A1P1f1f 2

f 2 + f 21
+ A2P2f2f 2

f 2 + f 22
+ A3P3f

2 (5)

f1 = 2.8

(
S

35

)0.5

× 10[4−1245/(273+T )] (6)

f2 = 8.17 × 10[8−1990/(273+T )]

1 + 0.0018(S − 35)
(7)

3.4 Transmission Loss

In shallow water, sound travels a long way by repeatedly reflecting off the bottom and
surface, a process known as multipath propagation [29]. This phenomenon introduces
transmission losses. The equation employed in this analysis accounts for the horizontal
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separation distance (r) between the sound source and receiver, specifically when r is
within a range of up to 1 times H (skip distance). In this context, H represents the
average water depth of the acoustic study area, which serves as a conservative definition
for the purposes of this analysis (skip distance). The skip distance H can be defined by
using (8). The transmission losses due to multipath in shallow water is defined using (9)
for the case, when r is within the range of H, (10) for the case when H ≤ r ≤ 8H and
(11) when r > 8H . Where, d is the mixed layer depth, z is the scenario depth, KL is the
near field anomaly, αT is the shallow water attenuation coefficient [30].

H =
√
1

3
(d + z) (8)

TLMultipath = 20 × log(r) + α × r + 60 − KL (9)

TLMultipath = 15 × log(r) + α × r + αT (r/H − 1) + 5 × log(H ) + 60 − KL (10)

TLMultipath = 10 × log(r) + α × r + αT (r/H − 1) + 10 × log(H ) + 60 − KL (11)

4 Simulation Parameters

To simulate the transmission losses of an UASN, several parameters need to be con-
sidered for the simulation model which helps in accurately predicting the transmission
losses. Table 1 provides the detailed list of parameters used for simulation along with
their ranges.

Table 1. Execution Parameters

Parameter Range

Depth (meters) 0–100

Temperature (°C) 30–12

Salinity (ppt) 30–35

Frequency(kHz) 0.1–100

pH 7.8

Rt (meters) 100

MLD (meters) 10–95

KL(dB) 7–20
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5 Simulation Results

The transmission of underwater acoustics is significantly influenced by the acoustic
velocity in shallow water. The speed at which sound travels through water varies with
temperature changes. Figure 1 illustrates this relationship, showing that sound speed
increases with greater depth but decreases as the water temperature decreases. For
instance, at a specific depth of 10 m and a temperature of 30 °C, the initial sound speed
is measured to be 1510 m/s. However, when the temperature is lowered to 14 °C while
keeping the depth constant, the sound speed increases to 1540 m/s, as shown in Fig. 1.
Interestingly, as the depth increases, the sound speed becomes more closely associated
with changes in water salinity rather than changes in temperature.

Fig. 1. Acoustic velocity disparities in accordance with temperature in shallow water.

It is observed from Fig. 2, that the salinity variations are also directly proportional to
sound speed variations. Higher salinity levels typically result in increased sound speed,
while lower salinity levels correspond to decreased sound speed. As the depth increases
and salinity levels rise, the sound speed also increases. At a specific salinity (S = 33ppt),
different sound speed profiles are observed along the depth, ranging from 1534 m/s to
1542 m/s, as depicted in Fig. 2.

The presence of different chemicals in underwater environments can lead to sound
absorption. Chemical components such as dissolved gases, salts, and organicmatter have
distinctive absorption characteristics, influencing the propagation of sound waves in the
water medium. These chemicals interact with sound waves, absorbing energy at specific
frequencies and resulting in a reduction in sound intensity over distance (see Fig. 3).
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Fig. 2. Acoustic velocity disparities in accordance with salinity in deep water.

Fig. 3. Frequency vs attenuation due to various chemical compositions.

When the mixed layer depth is shallow, it can lead to transmission losses due to high
attenuation. Specific impact of mixed layer depth on transmission losses depends on
various factors, such as the frequency of the sound waves, the composition of the mixed
layer, the characteristics of the seafloor, and the environmental conditions. It is depicted
from Fig. 4, that the impact of mixed layer depth on transmission losses under various
medium parameters. As the mixed layer depth increase, the transmission losses are also
increase for the case of H ≤ r ≤ 8H .
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Fig. 4. Transmission Losses in shallow water for multipath model by varyingMLD.

Near field anomalies occur when sound waves interact with abrupt changes in the
water column, such as changes in depth, temperature, salinity, or bottom topography.
These anomalies can cause the sound waves to deviate from their expected behav-
ior, resulting in transmission losses. As the value of near field anomaly increase, the
transmission losses are reducing gradually (see Fig. 5).

Fig. 5. Transmission Losses in shallow water for multipath model by varying KL.



296 Y. Durgachandramouli et al.

6 Conclusion

In this study, we have formulated and examined an acoustic multipath channel model to
explore how the mixed layer depth and near field anomaly impact transmission losses
in underwater environments. The primary objective is to comprehend the influence of
various parameters of the underwater medium, including temperature, salinity, depth,
and pH, on transmission losses. Our simulation results reveal intriguing findings. When
the temperature decreased from 30 °C to 14 °C, the acoustic velocity increased by 30m/s.
Similarly, a salinity increases from 30 ppt to 35 ppt led to a 7m/s rise in acoustic velocity.
Furthermore, transmission losses surged by 58.8%with an increase in mixed layer depth
(MLD) from 10m to 95m. Conversely, when the near field anomaly (KL) increased from
7 dB to 20 dB, these losses decreased significantly by 43.7%.
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Abstract. One of the main substances that significantly affects ecosystems is
water. Unfortunately,with increased urbanization, sewage, abstraction of chemical
fertilizers and pesticides in agriculture, which contaminate water, is now widely
exploited. To monitor quality of the water across wide region, like rivers, lakes, or
hydroponics, it is thus required to install a system. According to the state of world
today, IoT and distant sensing methods are utilized in a variety of study fields to
monitor, collect and analyze data from distant locations. The proposed system-
DCWQM includes a wide variety of sensors interfaced to ESP-32 for measuring
physical and chemical parameters of drinkingwater. Thismethod allows analyzing
of data that has been posted online throughBlynkApp and the real-time assessment
of water body quality.

Keywords: IoT · water quality · ESP-32 · real time assessment · Blynk app

1 Introduction

All living things require water to survive, and it is not possible to live without it. Environ-
mental pollution has grown to be a big issue as a result of technological development and
industrialization. The most significant kind of pollution is water pollution. Our survival
depends on the standard of thewaterwe drink in a variety of forms, including juicesmade
by the private sector. Any variation in quality of the water would have a negative impact
on human health and disrupt ecological balance among all animals. In India among 1.3
billion population 6% of them does not have access to pure water and 54% of them are
facing health issues due to lack of awareness about purifying and consuming the healthy
drinking water [1]. Due to increased population most of the smart cities implement water
reused system, reducing the dependency on fresh water. SiGeSn/GeSn based inter band
multiple quantum well infrared photo detectors can provide better results in designing
smart cities [2]. The characteristics of the water’s chemical, radiological, and biological
composition are referred to as its quality. Depending on how water is used, different
important characteristics of the water quality apply. To protect the safety of the fish
within an aquarium, for instance, it is required to keep the water’s temperature, pH level,
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turbidity, and level within a specified typical range. Nevertheless, depending on how the
water will be used for industrial and domestic purposes, some water characteristics must
be checked more regularly. Rainwater may wash agricultural chemicals and fertilizers
through the soil and into nearby bodies of water. Moreover, industrial effluents wash
into bodies of water.as per statistical information about 2 million tons of water waste
and other effluents are released in to water bodies [3]. These contaminants accumulate
in the food chain until they reach poisonous levels, where they finally kill land and
water animals. For irrigation and industry, the quality of the water can be variable, but
it should be of excellent quality for drinking. River water is used by industries to cool
down equipment and energies it. Increased water temperature reduces the amount of
broken-down oxygen in the water, which affects biotic life. A system of instruments and
procedures called a “water quality monitoring system” is used to continuously test and
evaluate the water quality in a given area. IoT is a one of the trending technologies that
brought drastic changes with respect to human needs such as agriculture, health care,
supply chain management and water resources management. Low power IoT architec-
ture has been developed addressing these challenges [4]. It is intended to give details
on the biological, chemical, and physical characteristics of water as well as to point out
any alterations or patterns in water quality. The system’s main objective is to guarantee
that the water is safe for consumption by humans and the environment. This is accom-
plished by routinely collecting samples of water and testing them for a variety of factors,
like temperature, dissolved oxygen, turbidity, pH and different pollutants, contaminants
including nitrates, phosphates, bacteria, and heavy metals.

The rest of the paper is organized as follows. Literature survey is discussed in Sect. 2.
Proposed model and implementation are explained in Sect. 3. Results are highlighted in
Sect 4. Paper is concluded in Sect. 5

2 Related Work

One of the main substances that significantly affect ecosystems is water. But, because to
increased urbanization, human waste, and haphazard using pesticides and fertilizers in
agriculture, it is now widely utilized, which contaminates the water. In order to monitor
the water quality across a wide region, like rivers, lakes, and hydroponics, it is thus
required to install a system. Many researchers have contributed in analyzing the quality
of the water using different traditional and advanced techniques.

Authors [5] conducted a survey onwater quality monitoring and discussed about var-
ious technologies used for measuring the water quality in real time. Yashwanth Gowda
K.N et.al. Demonstrated a portable, automatic and real time water quality monitor-
ing model [6]. Authors [7] proposed water quality monitoring system that measures 5
parameters of water and water temperature using distinct high-speed sensors. Authors
[8] conducted a survey on environmental monitoring and water quality measurements
using wireless technology. Srour, T et.al. Proposed an approach that monitors and con-
trols the monitored parameters using interactive wireless sensor networks [9]. Authors
[10] presented a review on smart water pollution monitoring system and proposed IoT
based uninterrupted quality monitoring system.

Rao A.S. et.al, developed an inexpensive wireless water monitoring system that
collects the data and assists water shedmanagers for maintains of water dependent living
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beings [11]. Authors [12] proposed a system thatmeasures pH, conductivity, temperature
of water in real time by a different sensor as part of water quality monitoring. The
system’s ZigBee module wirelessly transmits sensor data to the microcontroller, and a
GSMmodule wirelessly transmits data from the microcontroller to the smart phone/PC.
Kedia,N addressing the problemof contaminatedwater on a global scale and also focuses
more on how the sensory to actuators systems reliable to maintain water quality [13].
Authors [14] presented a paper on water leak localization system using compression
rates and graph theory Method. Mukta. M et.al, developed an application for testing the
quality of water samples in comparison with WHO standards [15, 16].

The paper describes the development of a system monitoring water using LabVIEW
software and microcontroller. The system was designed to monitor key parameters like
pH, temperature, and turbidity. The data from these sensors is transmitted to a computer
via a USB port, where it can be analyzed and visualized using LabVIEW software
[17–19].

Monitoring the water quality has thus been one of the thrust areas of research in the
past two-three decades. Though there has been lot of measuring procedures defined by
the researchers still it is an open area which can be addressed with the new technologies
like IoT and Machine learning. In this paper, the authors have contributed their work in
monitoring the water quality so that it can be made convenient for drinking.

3 Implementation

Previously, water samples were collected by hand fromwater sources and sent to labs for
analysis. This process typically takes a long duration, needs expensive equipment, and
a more labor. In addition, the equipment needed to measure water quality is expensive,
temperature- sensitive, and has a short lifespan. So, in this system, the temperature, TDS,
turbidity, and pH readings of thewater samplewill be taken using respective sensors. The
output obtained from these sensors will then be provided to the ESP32 micro controller
to which they all are linked.

The ESP32 includes an inbuilt dual mode Bluetooth and wi-fi module, and the built-
in wi-fi module has been used to link it to the Blynk app. We can check the water’s
parameters on the Blynk app and determine whether it is safe to drink or not.

The goal of this model is to give the harmless water to every individual and to
understand the quality level of the water. The temperature can be measured with a
high degree of accuracy using the LM35 temperature sensor IC (Integrated Circuit).
The LM35’s primary technical features include an output voltage of 10 mV per degree
Celsius, the LM35 is intended to measure temperatures between –55 °C and 150 °C. The
LM35 is a versatile instrument with a typical accuracy of 0.5 °C at room temperature
signal output: The LM35 generates an analogue output signal with a linear scale of
10 mV per degree Celsius that is proportional to the temperature being measured. This
makes integrating with other circuits.

To detect the amount of dissolved solids in water, a TDS (Total Dissolved Solids)
sensor is employed. It functions by calculating a TDS value from a measurement of the
water’s electrical conductivity. To monitor the cleanliness of water used in production,
TDS sensors are frequently used in applications including water quality monitoring,
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hydroponics, aquariums, and the food and beverage sector. TDS sensors come in a variety
of forms, such as portable meters, inline sensors, and continuous monitoring systems.
Their characteristics, measuring range, and accuracy differ. It’s crucial to remember that
TDS measurements cannot reveal the precise kinds of dissolved solids present in water.
To determine the individual pollutants, further testing may be necessary.

Based on concentration of hydrogen ions in a liquid or solution, pH sensor is a device
that decides whether a liquid is acidic or alkaline. The concentration of hydrogen ions
in the solution affects how the pH sensor measures changes in the electrical potential of
a solution. The electrical potential is translated into a pH reading by the pH sensor. A
scale from 0 to 14 is used to describe the solution. The solution is neutral if the scale
reads 7.0 it is alkaline if the scale reads between 8.0 and 14.0. When the PH scale value
is 7.0, the temperature is 25 degrees Celsius. The PH scale has a range of –420 mV to+
420 mV on the mV scale. At 0 mV, the pH scale range is 7.0. The pH range for suitable
drinking water is between 7.0 and 8.0.

An instrument called a turbidity sensor is used to detect how much water or other
liquids scatter light. It operates by shining a light beam into the liquid, then observing
how much light is reflected by the suspended particles. Turbidity sensors are used to
show how clear or cloudy the liquid being measured is comparable to other liquids. To
detect the concentration of suspended particles in water, turbidity sensors are frequently
used in water treatment facilities, wastewater treatment facilities, and environmental
monitoring. Although nephelometric sensors are often more precise, the color of the
liquid being measured can have an impact. Turbidity sensors are often cleaned in order
to preserve accuracy and dependability. They are routinely calibrated using a standard
reference solution. Nephelometric Turbidity Units (NTUs) are the standard measuring
units for turbidity sensors, with lower values denoting clearer liquids and larger values
denoting cloudier liquids.

Express if Systems created the ESP32, a low-cost, low- power, and highly inte-
grated microcontroller. The IoT, smart home mechanization, industrial mechanization,
and wearable technology are just a few of the many uses for which it is built. With
its in-built Bluetooth and wi-fi connection, ESP32 makes it simple to connect to the
internet and other devices. It also has a dual-core CPU that enables it to do two tasks
simultaneously.

A dual-core Tensilica LX6 CPU, able to operate at up to 240 MHz, powers the
ESP32.The ESP32 contains up to 4 MB of flash memory and 520 KB of SRAM, both
of which can be used to store data and programs. Wi-Fi, Bluetooth, and Bluetooth Low
Energy (BLE) connectivity are all supported natively by the ESP32, making it simple to
connect to other devices and networks.

With the help of the smartphone app Blynk, customers can remotely manage and
keep an eye on their Internet of Things (IoT) devices. The software connects to a micro-
controller running Blynk firmware, such as an Arduino or a Raspberry Pi, to function.
The user may design unique user interfaces (UI) on the app that communicate with
the microcontroller and its sensors and actuators once it is linked. For each project,
Blynk offers a variety of pre-built widgets that may be altered, including buttons, slid-
ers, graphs, and gauges. To build a more unique user interface, users may also submit
their own graphics and icons. Both iOS and Android smartphones may use the software.
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The client-server architecture used by the Blynk app places the microcontroller as the
server and themobile app as the client. Using the Blynk Cloud, which offers a secure and
dependable internet connection, the app talks with the microcontroller. Data transmis-
sion is safe since it takes place via the Internet Protocol (IP) network and is encrypted
using the SSL/TLS protocol. Users may build up to five projects with the free account
on the Blynk app, which is available for download without cost. Users may purchase
Blynk Plus, which offers a variety of extra features and larger project limits, for more
sophisticated features and extra projects.

Monitoring water quality is an essential part of making sure that water supplies are
safe and sustainable. Figure 1 Shows the block diagram of the proposed system. Water
Body, Sensor Array, ESP32 Microcontroller, and Blynk Application are the system’s
four key components. The water body, which might be a lake, river, or any other body
of water is the medium under observation and analysis. The Sensor Array is a collection
of sensors that have been put in place in the water body to collect real-time data. Four
separate sensors make up the Sensor Array: a temperature sensor, a pH sensor, a turbidity
sensor, and a TDS sensor.

Fig. 1. Block diagram of DCWQM

Thewater body’s temperature is gauged using the temperature sensor. And pH sensor
is used to detect pH level, which is a crucial factor in figuring out whether a water
body is acidic or alkaline. The TDS sensor measures the total quantity of dissolved
solids in the water body, whereas the turbidity sensor measures the water body’s clarity.
The ESP32 Microcontroller, which serves as the system’s primary control component,
receives the data collected from the Sensor Array. The data gathered from the Sensor
Array is processed and analysed by the ESP32 Microcontroller, which also generates
alerts if the data deviates from the expected range. The information is also stored on the
ESP32 Microcontroller and is accessible afterwards for analysis or decision-making.

The ESP32 Microcontroller is used by the Blynk Application, a mobile application,
to show the data gathered by the Sensor Array. The user can view real-time data and
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keep track of the variables affecting the water quality using the application. The user can
also set up alerts based on thresholds for different parameters, and receive notifications
in case of any deviations. The flow chart of the proposed model is depicted in Fig. 2.

Fig. 2. Flow chart depicting the process of DCWQM

The process starts with measurement of various aspects of water quality, including
temperature, pH, turbidity, and total dissolved solids (TDS). In order to send the data to
a mobile application for remote monitoring, it also has a Blynk integration. The code
defines variables and constants for the pins and sensors used and has a function to average
analogue readings. The TDS sensor is read, the temperature compensation formula is
applied, the value is converted to TDS, and it is then sent to the Blynk application in the
loop () function. Next it reads the pH sensor, transforms the value to pH, and transmits
it to Blynk. Temperature sensor is read, converted to Celsius, and sent to Blynk at the
end. There is also commented out code that checks if the values of pH, turbidity, and
TDS are within a certain range and turns on an LED if the water is drinkable.

4 Results

The proposed model for water quality monitoring has been physically designed and the
prototype is as shown in Fig. 3.

Prototype of DCWQM includes temperature sensor, pH sensor, TDS sensor, and
turbidity sensor and all are connected to ESP32 micro controller. Prototypes essentially
have the components that got interfaced with each other, making them ready to use in
the real-time scenario.

Figure 4 Depicts the immersion of the input parameters into the water to test its
quality. The parameters were submerged into tap water, salt water, and mud water. The
data that follows shows the water’s appropriate quality.
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Fig. 3. Prototype of DCWQM

Fig. 4. Checking quality of water

The prototype has been subjected to provide the results for three different types of
water as tap water, salt water and mud water. The observations with these three cases
have been discussed below.

Fig. 5. Checking tap Water.
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Figure 5 Shows the TDS and turbidity values obtained and stored in the Blynk app
provided by the respective sensors connected to ESP32 controller.

The findings above indicate that the turbidity is 2.2 where it should be less than
1.5, the pH is 4.3 when it should be between 6.0 and 8.0, and the TDS is above 250
which shouldn’t be used for drinking. The aforementioned graphic displays the turbidity
and pH value of tap water, which may be used to determine if the water is pure and free
of salt or dirt. Since the above image has shown the turbidity and pH values in the range
of tap water it has proven that our prototype is working perfectly (Fig. 6 and Fig. 7).

Fig. 6. Checking Salt Water

The aforementioned image was tested using salt water, in which we added NaCl
levels to measure the quality of the water and to see if our model could identify its
salinity in the water level because the quality difference is established.

Fig. 7. Checking mud water

According to the aforementioned findings, the pH value is 4.3, which is acidic but
should be between 6.0 and 8.0.and TDS is higher than 250 despite the fact that it should
be between 50 and 150 and Turbidity is less than 1.5 making the water unfit for drinking
(Table 1).
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Table 1. Determines measuring principles and ranges of the sensors used for water quality
monitoring.

Parameters Measurement principle unit Range Quality Range

Temperature Optical/infrared scattering Degree Celsius 0–100 —

turbidity RTD Resistance V 1.5–3.3 1.5–3.3

pH Glass electrode pH 0–14 6–8

TDS Conductivity Mg/l or ppm 50–1000 50–150

5 Conclusion

The system is used to monitor Temperature, pH, turbidity, and Total dissolved solids
in the water. The System is reliable and used to remotely monitor the parameters. The
system is adaptable and simple to understand and use. In this system various sensor
array like temperature, pH, Turbidity, and TDS sensors were connected. And sensors are
interfaced to the ESP32 micro controller and monitor the data in the Blynk application.
The monitoring system is cost effective and can remotely monitor the data. The system
finds its wide range of applications in various fields such as mining, ground water
management and storm water management etc. The future of water quality monitoring
system is promising, various other sensors like moisture sensors, conductivity sensors,
and dissolved oxygen sensors, can also be added so that thewater quality can bemeasured
more accurately. Historical data, machine learning algorithms can be used to forecast
water quality changes. This can assist spotting patterns and trends that conventional data
analysis techniques might overlook.
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Abstract. The Smart IV bag monitoring system is designed to address the need
for effective monitoring of patients undergoing intravenous (IV) treatment. Dur-
ing the course of medical care, patients often receive vital fluids, medications,
and nutrients through IV drips. However, the conventional manual monitoring of
IV bags is prone to errors and inefficiencies, particularly in busy healthcare envi-
ronments. To overcome these challenges, the proposed Smart IV bag monitoring
system employs sensor technology and interfacing units to provide real-timemon-
itoring and management of IV treatments. The system consists of smart sensors
attached to IV bags, a centralized monitoring unit, and a user interface for health-
care professionals. The smart sensors continuously track parameters such as fluid
level, flow rate, and temperature within the IV bag. The data collected by the
sensors is transmitted wirelessly to the centralized monitoring unit using GSM
module. The Smart IV Bag Monitoring System incorporates an automated mech-
anism to ensure timely replacement of empty IV bags and continuous patient care.
When the system detects that the IV bag is empty, it initiates a notification process
by sending a text message alarm to the patient. The purpose of this alarm is to
prompt the patient to acknowledge the empty IV bag and take necessary action.

Keywords: Arduino · Covid-19 · Glucose reservoir · Internet of things · Smart
IV bag

1 Introduction

A smart IV bag monitoring system is a technology that allows healthcare providers to
track and monitor IV (intravenous) fluid bags and their contents in real-time. It aims
to enhance patient safety, improve efficiency, and reduce errors in the administration
of intravenous fluids. In healthcare settings, the proper administration of intravenous
(IV) fluids is critical for patient care. However, manual monitoring and potential human
errors can pose risks to patient safety. To address these challenges, a smart IV bag
monitoring system has emerged as a technological solution. This system incorporates
advanced technologies such as barcode orRFID scanning, real-timemonitoring, and data
integration to revolutionize the way IV fluids are tracked and administered. By ensuring
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accurate medication delivery, optimizing workflow efficiency, and reducing errors, this
innovative system significantly enhances patient safety and improves overall healthcare
outcomes [1].

The key features and benefits of a smart IV bag monitoring system includes: fluid
identification (uses barcode or RFID technology to accurately identify the contents of
each IV bag, including the type of fluid, dosage, and expiration date [2]. This helps
prevent medication errors and ensures the right fluid is administered to the patient); drip
rate monitoring (measure and monitor the flow rate of the IV fluid, ensuring that the pre-
scribed infusion rate ismaintained. If there are any deviations from the set parameters, the
system can alert healthcare providers, helping prevent over-infusion or under-infusion);
real-time monitoring [3] (provides real-time data on the status of IV bags, allowing
healthcare providers to remotely monitor multiple patients simultaneously. This enables
better resource allocation and timely intervention if any issues arise); alerts [4] and noti-
fications [5] (can generate alerts and notifications for various events, such as low fluid
levels, nearing expiration dates, or potential errors in infusion rates. These alerts help
healthcare providers take prompt action and ensure patient safety); data integration [6]
and analytics [7] (can integrate with electronic health records (EHR) or hospital infor-
mation systems, allowing for seamless data exchange and documentation. It also enables
data analysis, trend identification, and quality improvement initiatives); inventory man-
agement (can track the inventory of IV bags, providing real-time visibility into stock
levels, expiration dates, and usage patterns. This helps optimize inventory management,
reduce waste, and streamline procurement processes); patient safety and workflow effi-
ciency [8] (helps reduce the potential for human errors, enhances patient safety, and
improves workflow efficiency for healthcare providers. It allows nurses and clinicians
to focus more on patient care rather than manual monitoring tasks.

The smart IV bag monitoring system represents a significant advancement in health-
care technology, revolutionizing the administration of IV fluids. By leveraging advanced
technologies and real-time monitoring, this system enhances patient safety, workflow
efficiency, and inventory management. Healthcare providers can rely on accurate med-
ication delivery, reducing the potential for human errors and improving overall health-
care outcomes. As technology continues to evolve, the smart IV bag monitoring system
holds great promise in revolutionizing the way intravenous therapy is administered and
monitored in healthcare settings.

2 Literature Review

This literature review aims to provide an overview of the existing research and develop-
ments in the field of smart IV bag monitoring systems, highlighting their key features,
benefits, and impact on healthcare outcomes. Numerous studies have explored the use
of barcode and RFID technologies in smart IV bag monitoring systems. The authors in
[9] emphasized the benefits of barcode scanning for accurate identification of IV fluids,
reducing medication errors, and enhancing patient safety. Similarly, in [10], the authors
have highlighted the potential of RFID-based systems in automating IV bag tracking
and ensuring efficient inventory management. Real-time monitoring of IV bag contents
and drip rates is a crucial feature of smart IV bag monitoring systems. The authors of
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[11] has proposed a wireless monitoring system that tracks the fluid levels and flow
rates, allowing healthcare providers to intervene promptly in case of deviations. The
integration of intelligent algorithms in monitoring systems, as discussed in [12] which
enables automated drip rate control and infusion rate adjustments to maintain accurate
medication delivery.

The generation of alerts and notifications is a vital component of smart IV bag moni-
toring systems. The authors of [13] has developed a system that sends alerts for low fluid
levels, nearing expiration dates, and potential errors in infusion rates, enabling proactive
intervention and reducing adverse events. In [14] emphasized the importance of timely
notifications in preventing under-infusion or over-infusion, leading to improved patient
safety and reduced medication errors. In [15], the authors have proposed an integrated
system that automatically updates EHRs with IV bag information, ensuring accurate
documentation and seamless data exchange. Furthermore, the analysis of IV bag usage
patterns and infusion data, as demonstrated in [16] which enables quality improvement
initiatives and optimization of workflow processes. Several studies have assessed the
impact of smart IV bag monitoring systems on patient safety and workflow efficiency. In
[17], the authors have reported a significant reduction in medication errors and adverse
events with the implementation of a smart monitoring system. In [18] highlighted the
improved workflow efficiency and time savings achieved through automation of IV bag
monitoring tasks, allowing healthcare providers to focus more on direct patient care.

3 Proposed Model

3.1 Block Diagram

A smart IV bag monitoring system has been proposed (see Fig. 1) based on ATMEGA
328 microcontroller which consist of glucose level sensor, temperature sensor for con-
tinuously monitoring patient health condition [19]. The intelligence of every action, as
seen in the block diagram, is the microcontroller unit, and the one utilized here is an
Atmega328 from the Arduino Platform. The Arduino IDE and an embedded C software
has been used to program the Arduino UNO. Thus, the Arduino Microcontroller Unit’s
general functioning is coded and integrated in the microcontroller unit for its operation.
A 16 × 2 LCD display has been utilized to show all project capabilities as well as a
step-by-step breakdown of the project’s progress. Alphanumeric LCD screens, like the
ones used in this instance, can show 32 characters at once. It is known as a 16× 2 LCD
display since it has two rows and each one can display 16 characters. The ultrasonic sen-
sors are employed to measure the glucose levels in the intravenous bags. The ultrasonic
sound waves are the basic basis on which the ultrasonic sensors operate [20].

It has a single ultrasonic transmitter and a single ultrasonic receiver; as a result,
the ultrasonic transmitter emits ultrasonic waves to the glucose level and the ultrasonic
receiver section receives the ultrasonic wave that is reflected from the glucose. One
can quickly determine the distance of the glucose from the top of the glucose level by
calculating the sending and receiving times of ultrasonic waves [21].
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Fig. 1. Proposed block diagram.

3.2 Circuit Implementation

A glucose reservoir and a glucose pump are among the monitoring devices that are
included in the prototype model. The circuit connections of the envisioned smart IV bag
monitoring system are shown in Fig. 2.

LCD Display

Arduino UNO

GSM

Fig. 2. Smart IV Bag Monitoring System Circuit Diagram [22].

3.3 Projected Hardware Model

Based on the circuit connections, the system (see Fig. 3) for IV infusion flow sensing,
signaling, and control was created.
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Fig. 3. Proposed hardware model.

Two capacitive sensors are used to detect the maximum and minimum liquid levels
in a plastic IV container; however, no information is provided regarding the volume of
liquid between these two sensors. Additionally, the flexible capacitive sensor enables
liquid detection regardless of the shape and composition of the IV container (glass or
plastic). This has a piezo buzzer, an ultrasonic sensor, a step-down transformer, a 16 ×
2 LCD display, a glucose pump, and an ATMEGA328 microcontroller.

4 Investigational Outcomes

The Arduino IDE (version R3, 5 W, 7–12 V) was used for programming, and the 16
× 2 LCD display served as the user interface. It can be shown from the experimental
findings shown in Fig. 4 that the modem is operational.

Fig. 4. Initial condition of booting modem on LCD display
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Fig. 5. LCD display of output demonstrating glucose and temperature levels

The Display shows (see Fig. 5) the room temperature where the patient is beingmon-
itored aswell as the proportion of glucose being poured into the IV bottle. It continuously
monitors the glucose level and displays the results on an LCD. Figure 6 demonstrates
the process of informing the nursing station about the glucose level in the IV bottle. The
alert will be received by registered mobile number through the server.

Fig. 6. LCD display of output for sending SMS alerts

This graphic (see Fig. 7) demonstrates theDCmotor pump beginningwhen the blood
glucose level dropped by less than 25%.



314 A. K. C. Varma et al.

Fig. 7. SMS alerts received on registered mobile number

Figure 8 and Fig. 9 indicates about theGlucose Level and also theRoomTemperature
that the patient beingMonitored on. It indicates the Information that we being send using
our server in a Graphical Representation at each instance of time.

Fig. 8. Glucose level indication on the server

Fig. 9. Temperature level indication on the server

5 Conclusion

This work focused on developing a prototype for easily track the glucose level of the
patient and automatically fills the glucose IV bagwhen it goes critically low and alerts the
doctor and nurse station regarding the status of the glucose refilling acknowledgement.
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The proposed IV bag monitoring and Auto-refill system uses ATMEGA328 microcon-
troller. The LCD is used to display the glucose level in the bottle, the room temperature
and also indicates the controlling operations ultrasonic sensor is used to monitor the
glucose level in the bottle. Temperature Sensor will keep track the room temperature.
GSMModem which works under the protocol of TCP/IP takes the data from ultrasonic
sensor. By using that data, if the glucose level in the bottle goes down to 50%. It will
send an alert to the nurse who assigned with patient.
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Abstract. Ensuring the well-being of workers, particularly at the production line
level, is a top priority for organizations across all industries. This concern is
crucial not only for the workers’ prosperity but also for the organization’s overall
success. In environments where working conditions are harsh, and employees
face significant risks while performing their tasks, accidents are unfortunately
common occurrences. To address this issue effectively, we propose implementing
a monitoring system in factories. This system will allow us to closely observe key
safety parameters in the workplace, providing valuable insights into the likelihood
of accidents. Our solution involves utilizing the ESP8266 Wi-Fi chip-enabled
microcontroller NodeMCU. The safety system design incorporates three essential
sensors: a DHT sensor to monitor temperature and humidity, an ultrasonic sensor
(HC-04), and a smoke sensor (MQ2). These sensors continuouslymonitor thework
environment’s conditions and transmit the data to the IoT platform, a powerful
cloud-based solution that facilitates real-time data monitoring from anywhere in
the world.

Keywords: Node MCU · HC-04MQ2 sensor · ESP 8266 · Ultrasonic sensor ·
Cloud

1 Introduction

In today’s climate, a security system must be supplied for any system or device. This
security system may be used to provide an alarm system or a signal that the system is
being used that can alert working men in real time. Home automation security systems
provide for the control of household appliances, the protection of valuables, and the
theft detection. Safety monitoring systems are one of the other categories of monitoring
system. India’s economy is now expanding, but the nation is also seeing an increase in
accidents rate resulting in losses of life’s, and property. One of the largest problems that
is challenging to eradicate is sudden blasts in coal mines, which is the primary concern.
In the event of an emergency, the traveler can be traced and safeguarded. However, safety
has also emerged as a crucial concern because accidents are happening more frequently
every day. With the fast modern turn of events, there has been increasing number of
plants all over India. With this turn of events, the eruption of manufacturing plants have
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tragically not been joined by the required and directed wellbeing principles set by the
Public Strategy on Security, There are a lot of issues that plague the specialists working
in production lines with unsafe conditions. The fundamental issues that influence the
laborers in a regular production line are the natural circumstances, specifically, tempera-
ture and mugginess, the presence of possibly hurting and risky gear utilized in the plant,
and chance of a fire itself in the production line. So for enhancing the security there is
the requirement for a framework which can consistently screen what is going on in the
manufacturing plant and send the information in an smart way to the concerned special-
ists so they can screen it and take necessary action when there is any incident away or
when there is the chance of a mishap and caution the concerned individuals to forestall
it. The Web of Things acts as a critical technology here with us having the option to
screen the climate with a few sensors furthermore, transfer the information. Temperature
and mugginess are two of the most essential parameters. The vast majority feel good in
the temperature range of 20 to 27 °C and a mugginess in the range of 35–60%. Com-
monly high degrees of temperature an mugginess make laborer’s suffocate and reduce
their efficiency. A portion of the issues caused incorporate muscle cramps, exhaustion,
bothering and migraine. So there is a need to continually screen these parameters. One
more primary driver for industrial facility mishaps is the way that workers will gener-
ally stroll into regions where there are mechanized apparatus. This prompts mishaps
where the laborers stray into high temperatures which can lead to fire and suffocation.
In the existing System the patrolling by individuals cannot precisely find the accident
site under the current technique. Often people choose to ignore such alarms, the alarm
siren may not always even get the attention of the majority of the public. The following
factors make the current security mechanism ineffective: The siren cannot be heard from
a great distance away. The majority of vehicles use the same siren sound and inability
to be heard inside buildings; Inability to pinpoint the precise site of an accident while it
is happening.

Lot of efforts were made in the past to design security module to safeguard peo-
ple working in extreme conditions like coal mines, under ocean for oil extraction and
exploration. People working in mines face many hazards which are life threatening. The
mining protection gadget guarantees that the walking environment is free of hazards.
More effort should be directed to prevent mining injuries and create suitable working
conditions. In many reports proposed in the past Arduino Uno is used for extended reli-
ability in the IOT-based totally mine safety gadget, which has more than one sensor for
several features. This machine is used inside the mining agency, and all sensors are con-
sidered as one unit sensors screen a spread of characteristics from the working location
at the side of temperature and humidity, light intensity, dangerous gasoline ranges within
the air, and flame hint [1, 2]. Safety is the most essential element of any industry. Safety
and protection are extremely essential within the mining business. To avoid mishaps,
the mining region takes several fundamental safeguards. Temperature increases, and
methane fuel leaks causes accidents in underground mines. It ensures employee protec-
tion here. Whilst a worker is in risk, it is able to use the panic button to alert safety. To
improve underground mine protection, a dependable verbal exchange device between
subterranean mine workers and the fixed ground mining system has been proposed. The
communication network cannot be disrupted at any time or underneath any events. Few
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research work proposes a Zigbee-based absolutely wi-fi mine surveillance device with
early-warning intelligence. The reputation of personnel can be tracked through IOT [2,
3]. Many coal miners are worried as poor ventilation in subterranean mines exposes
humans to toxics gases, heat, and dust, which could cause illness, harm, and even loss
of life. Few research work offers a concept for a web of factors wi-fi sensor network
that monitors temperature, humidity, and fuel in an underground mine with the use of
an ATmega controller. Tt is a powerful technology for underground environment, and
it’s far referred to as Zigbee. While it being an occasional pressure and being a easy
process, its significance is greater. Due to the wide range of programs, the expense is
trying to be reduced in recent times. The Zigbee module will pass information to the
microcontroller. The microcontroller will then check for any extreme values that have
extended beyond threshold value, to produce a caution by way of sounding the buzzer.
This information has been transmitted to the base station to the ZigBee module. The
base station department takes practical steps to guard all those who help supply coal
mining.

2 Proposed Security System Using ESP 8266 and Cloud Platform

The research proposal answers for these issues, and screens the different boundaries to
alert potential mishaps or accidents in the industrial facility and totals this information
for additional assessment and handling to arrive at savvy choices. The information is
transferred on one of the most remarkable andmost well-known cloud platform enabling
individuals to monitor security features at home or office. The sensors that are used in
proposed security device areDHT11,Gas sensor, LDRsensor, alongwithESP32camera.
Buzzer is used to alert officials for possible mishap. LCD provides display for various
sensor readings. The paper is organized as follows. Section 1 deals with introduction
and literature review, Sect. 2 provides brief description of proposed security system and
sensor used. Section 3 explains architecture and working of proposed security system.
Section 4 illustrates results and analysis and finally conclusion is provided in Sect. 5.

3 Basic Architecture and Working of Security System

The different sensors continuously send information to theNodeMCUwhich stores them
briefly. Then, at that point, it transfers all this information to the Losant IoT stage by
distributing the information through MQTT. The equipment arrangement comprises of
the fundamental microcontroller, the NodeMCU, to which every other sensor is con-
nected. The DHT sensor has a solitary computerized yield which can be associated with
any computerized GPIO of the NodeMCU. It can be installed in the production line
with no adjustment required, due to the presence of installed handling accessibility on
the DHT sensor. The ultrasonic sensor has two pins, the trigger pin (Trig) furthermore,
the reverberation pin (Reverberation) which is associated with two advanced GPIOs of
the NodeMCU. On Losant, we make a record and We can add another Application and
afterward set the characteristics which are only the sensor information being gathered
by the gadget through the different sensors associated with it. Then we make another
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Fig. 1. Block diagram of the implemented algorithm

Dashboard on the stage under the Application and redo it to suit our information assort-
ment necessities. This Dashboard is an ideal spot to observe all the information from
various sources on one display. The architecture of proposed security system is shown
in Fig. 1.

3.1 Arduino Uno (Atmega 328P Microcontroller)

A microcontroller board called the Arduino Uno utilizes the ATmega328. This board
has six essential ports, a 16 MHz mechanized oscilloscope, a USB association, a power
connector, an ICSP header, and a restart button notwithstanding 14 high level infor-
mation/yield pins, six of which may be utilized as PWM yields [4, 5]. It accompanies
all that you really want to make the microcontroller ready; essentially, interface it to
a PC by means of USB, power it with an air conditioner to-DC converter or utilize a
battery. Since it doesn’t utilize the Arduino ide USB-to-persistent driver chip seen in
before sheets, the Uno is one of a kind. No doubt, it involves an Atmega8U2 that has
been modified to work as a USB-to-ongoing connector. The Italian word “uno,” and
that signifies “one,” is the wellspring of the name “Uno.” It was chosen to recognize
Regulator 1.0’s inescapable appearance.

Arduino is an actual handling stage that is open-source and in view of a microcon-
troller board with an underlying improvement climate. Few information sources, such
switches or sensors, are gotten by Arduino, and it deals with few results, similar to lights,
engines, and different contraptions. The Arduino application can run onWindows, Mac,
and Linux working frameworks, not at all like most microcontroller systems (operating
system). Programming for Arduino is easy to learn and use for novices and fledglings.
Arduino is an instrument for building a PC that can perform more control, cooperation,
and detecting errands than a normalworkstation. An actual handling stage is open-source



Automatic Safety and Monitoring System Using ESP 8266 321

and based on a fundamental microcontroller board, alongside an improvement climate.
Arduino might be utilized to make intelligent gadgets that can work different lights,
motors, and other actual results utilizing input from a great many switches or sensors.
Exercises with an Arduino board can be finished freely or as a team with PC programs
(for example Glimmer, Handling and Maxmsp.) The open-source IDE is allowed to
download, and the board can be gathered the hard way or bought currently finished.
The Handling media programming climate fills in as the establishment for the Arduino
programming language, which is an execution of Wiring, a connected actual registering
stage.

3.2 LCD

Liquid Crystal Display (LCD) is a term used to describe a display that specifically
contains liquid. It is a sort of photoelectric display that can be found in a wide range
of devices, including mobile phones, calculators, calculating’s, and station sets [6, 7].
Liquid crystals are principally used in the operation of the LCD (Liquid Crystal Display)
kind of flat panel display. LEDs have a wide range of uses for both consumers and
businesses because they are frequently utilized in telephones, televisions, computers,
and instrument panels. In these displays, multisector light-diffusing diodes and seven
pieces are most frequently used. The primary advantages of using this item are the low
cost, simplicity of registration, animations, and the fact that there are no restrictions on
the use of unique figures, distinctive animations, and even animations by professional
users. LCDs offered a substantial improvement over the technologies they superseded,
such as light-emitting diode (LED) and gas-plasma displays. LCDs function on the
principle of blocking light rather than emitting it, which results in a significant reduction
in power usage compared to LED and gas display displays. Although other display
technologies are already catching up to LCDs, LCDs are still used today. OLEDs, or
organic light-emitting diodes, are steadily displacing LCDs. OLED screens, like plasma-
based displays, can experience burn-in but are typically more expensive. To interface
LCD with arduino we need to put LCD in our code so that relevant data can be sent to
LCD. On many occasions, LCD requirements can be omitted as output can be seen in
serial monitors also. However, for standalone projects without laptop or displays LCD
is suitable as it makes the overall project more compact.

The above function basically draws a rectangle in the image to point out the cor-
responding corner points. The rest of the parameters are to illustrate the colour and
thickness and type of lines in the rectangle and visualize the coordinates.

3.3 Gas Sensor

A fuel sensor is a tool that detects the presence or attention of gases within the sur-
roundings. Based totally on the eye of the gas the sensor produces corresponding capac-
ity difference through converting the resistance of the fabric in the sensor, which can
be measured as output voltage. Based totally in this voltage cost the sort and inter-
est of the fuel maybe predicted. The form of fuel the sensor may additionally want to hit
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upon is predicated upon on the sensing cloth gift within the sensor. Commonly those sen-
sors are to be had as modules with comparators as shown above. The ones compara-
tors may be set for a particular threshold charge of gas awareness. When the eye of
the gas exceeds this threshold the digital pin is going immoderate. The analog pin can
be used to measure the attention of the gasoline.

3.4 DHT 11 Sensor

DHT11 sensor is versatile compact and frequently used sensor formeasuring temperature
and humidity. DHT11 operates from voltage ranging from 3.5 V to 5 V. The humidity
range of this sensor ranges from20% to 90%. This sensor does not require any calibration
and therefore it is very simple to use. Sensor canmeasure temperature ranging from 20%
to 90%. Accuracy level of temperature measurement is 1degree Centigrade high or low.
There are inbuilt libraries available that user has to install before installing code in
arduino. This sensor is most commonly used sensor as it is robust and takes very less
time to give the output. The size of this sensor is less than 2 cm which makes it useful
for project which needs to be compact.

3.5 LDR Sensor

LDR sensor consist of LDR whose resistance decreases when light falls on resistor.
LDR is usually connected using very popular voltage divider circuit. LDR resembles as
variable resistance in voltage divider circuit. As resistance of LDR decreases, voltage
drops on other resistor increases. Arduino will sense voltage drop and when voltage drop
crosses a particular threshold, it will make LED either glow or off depending upon the
project. They are employed in several patron merchandises to gauge light depth. Other
names for an LDR, also known as a photoresistor, photocell, or photoconductor. The
resistance varies as mild moves the resistor. These resistors are often used to locate the
presence of mild. There are numerous uses and resistances for these resistors.

3.6 Buzzer

Abuzzer is a device which will send audio signal to alert user. It can be used in fire alarm,
water indicator. A buzzer can be mechanical or piezo electric. It has one positive and
negative terminal. Buzzer is basically a transducer that converts electrical signal to sound
signal. It usually requires DC voltage to operate. Positive terminal of buzzer is usually
kept longer as compared to negative terminal for identification. The negative terminal
of the buzzer is usually connected to ground. It is usually available in black colour with
operating temperature from – 20 °C to +60 °C [8, 9] and [10]. The supply current is
around 10mA. Piezo electric buzzer is most commonly used buzzer and is based on
piezoelectric effect. Pulse current causes metal plate to vibrate which generates sound.
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3.7 ESP 8266 WiFi Module

ESP8266 has Wifi interfacing capability and equipped with built-in TCP/IP networking
software. This chip is usually of low cost equipped with TCP/IP stack. The ESP8266
is able to both host software or offload all the networking functions from every
other application processor. Each ESP8266 module comes pre-programmed with an
AT command setwirelessrmware, the buzzer can be connected directly with Arduino.
Negative terminal of the buzzer is usually connected to ground. It is usually available in
black colour with operating temperature from – 20 °C to +60 °C [8, 9] and [10]. The
supply current is around 10mA. Piezo electric buzzer is most commonly used buzzer
and is based on piezoelectric effect. Pulse current causes metal plate to vibrate which
generates sound.

4 Result and Analysis

After the installation of code, output may be visible on serial reveal of Arduino IDE. It
shows various sensor This assists us with breaking down how the utility is working and
allows us to correctly regulate our cod.

Next, the output can be seen in Losant IoT Stage which has inbuilt feature to name
axes. In the dashboard user can see all data sent from different sensors on one stage as
shown in Fig. 2. So it is simple for us to assemble this information into one spot and
observe it. This coordinating of gadgets with theWeb of Things makes observing simple
andmore effective.As shown inFig. 2, temperature andhumidity can be observed clearly.
The bottom display represent gas reading. Gas sensor reading should not go beyond
65. In the Fig. 2, gas sensor reading is 32 showing ideal conditions. Gas sensor can
detect gases such as Liquefied petroleum gas (LPG), Methane, Carbon Monoxide (CO),
Alcohol, Carbon dioxide. LDR reading is shown in Fig. 3. Various parameters of ESP
32 can be controlled as shown in Fig. 4. These features are clock frequency, resolution,
contrast brightness etc. The photograph of the prototype of this project is shown in Fig. 5.
Temperature should not rise above 50° and humidity should be not go beyond 95%. If
the reading crosses threshold value, an alarm (buzzer) will ring indicating inappropriate
working conditions. Workers working in coal mines where security system is installed
can observe various reading on LCD which is incorporated with other sensors.
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Fig. 2. Block diagram of the implemented algorithm

Fig. 3. LDR Output Plot
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Fig. 4. ESP 32 Controller Interface

Fig. 5. ESP 32 Controller Interface

5 Conclusion and Future Scope

Carbon Monoxide (CO), Alcohol, Carbon dioxide. LDR reading is shown in Fig. 3.
Various parameters of ESP 32 can be controlled as shown in Fig. 4. These features are
clock frequency, resolution, contrast brightness etc. The photograph of the prototype of
this project is shown inFig. 5. Temperature should not rise above 50° andhumidity should
be not go beyond 95%. If the reading crosses threshold value, an alarm (buzzer) will
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ring indicating inappropriate working conditions. Workers working in coal mines where
security system is installed can observe various reading on LCD which is incorporated
with other sensors.
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Abstract. The primary objective of this study is to compare the acoustic channel
characteristics between direct and multipath models in shallow and deep-water
environments. Moreover, the study delves into the influence of temperature and
salinity on sound speed propagation and absorption. These factors are affected
by various chemical compositions present in the underwater medium. The assess-
ment of these effects is conducted for both shallow and deep-water scenarios.
Lastly, comprehensive scrutiny and comparison of transmission losses have been
conducted for both the direct and multipath models. The simulation results clearly
demonstrate that the transmission losses in deep water for the multipath model are
significantly higher than those in shallow water. This difference can be attributed
to the increased pressure and sound reflections experienced in the deep-water
environment. Each 1 °C decrease in temperature results in a 3.5 m/s increase in
acoustic velocity when sound travels from the water’s surface to the bottom. In
contrast, deep water maintains a constant acoustic velocity of 1545 m/s regardless
of changes in salinity. However, in shallowwater, there are significant variations in
acoustic velocity due to salinity changes. Comparing deep water to shallow water,
there is a considerable attenuation reduction of 20 dB in deep water. Specifically,
at lower frequencies (0–100 kHz), the transmission losses for direct paths in deep
water are almost negligible. In contrast, for multipath transmission, there is an
increase of 93%. In shallow water, the transmission loss increases by 66% for
direct path models and as much as 97% for multipath models.
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1 Introduction

Underwater Acoustic Sensor Networks (UASNs) are systems composed of intercon-
nected underwater sensor nodes that communicate using acoustic signals [1]. Sound
waves are used for communication in UASNs because underwater environments are
highly attenuative to electromagnetic waves. Acoustic waves travel through the water
medium as pressure variations, propagating in all directions from the source [2]. They
experience absorption, scattering, and refraction as they interact with the water, seabed,
and other objects in the underwater environment. Despite the advantages, acoustic com-
munication in UASNs also has some challenges, such as limited bandwidth, vulnerabil-
ity to noise, multipath propagation, and lower data rates compared to electromagnetic
communication [3].

Multiple reflections, refractions, and diffractions, resulting in multiple propagation
paths between the source and receiver among acoustic signals. This phenomenon is
known as multipath propagation and can cause interference and distortion of the trans-
mitted signals. In addition, the medium properties such as; temperature and salinity
also influence the sound speed in various underwater regions such as shallow and deep
water [4]. In shallow water environments, multipath propagation is attained through the
interaction of sound waves with the various boundaries and objects present [5]. Factors
that contribute to multipath propagation in shallow water includes: reflection (Sound
waves can bounce off the water surface, seafloor, and other reflecting objects, leading
to multiple paths for signal propagation); refraction(it occurs when sound waves pass
through regions with varying water properties, such as temperature or salinity gradients.
These gradients cause changes in the speed of sound [6], resulting in the bending of
sound waves. As sound waves bend and change direction, they can reach the receiver
along different paths, contributing to multipath propagation); and scattering [7].

Whereas, in deep water environments, multipath propagation is primarily achieved
through the phenomenon of sound wave scattering and refraction [8]. Unlike shallow
water, deep water lacks significant seafloor interaction, and the primary factors con-
tributing to multipath propagation are as follows: scattering(in deep water, sound waves
encounter various scatterers present in the water column, such as suspended particles
[9], microorganisms, and other small objects); surface reflections [10] (in deep water,
sound waves can reach the water surface, where they undergo reflection); and bound-
ary interactions [11]. Understanding and modeling the multipath propagation in both
shallow and deep-water environments are crucial for designing communication systems
and signal processing techniques that can effectively mitigate the effects of multipath
interference and enhance the reliability of communication.

2 Literature Review

Underwater Acoustic Sensor Networks (UASN) have gained significant attention in
recent years due to their potential applications in underwater monitoring, environmental
sensing, marine exploration, and military surveillance. Transmission losses in UASNs
are a crucial aspect to consider for reliable and efficient communication in underwa-
ter environments. Several research papers and studies have explored various factors
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affecting transmission losses in UASNs, including: path loss models; absorption and
scattering; multipath propagation; channel estimation and equalization; network topol-
ogy and routing. In [12], the authors have investigated the fundamental physics of wave
propagation, specifically focusing on acoustic, electromagnetic (EM), and optical com-
munication carriers. In [13], the authors have extensively studied the impact of propa-
gation characteristics on underwater communication. In [14], the authors have focused
on the relationship between propagation loss, ambient noise, and channel capacity in
underwater communication. To address inaccuracies in acoustic velocity estimation, a
mathematical model [15] has been proposed.

This model provides a conversion framework between atmospheric pressure and
depth, as well as depth and atmospheric pressure, aiding in sound speed determination.
In [16], the authors have presented an experimental setup that investigates the impact of
underwater medium parameters. A method [17] has been proposed to enhance localiza-
tion accuracy in underwater environments. To simulate underwater networks effectively,
a specifically developed acoustic channel model [18] is employed. In [19], researchers
have conducted real-time measurements of route loss in underwater acoustic channels.
In [20], a deep learning-based framework has been introduced to enhance accuracy
and throughput in channel modeling. The authors have provided a detailed account of
the statistical properties of the channel model in [21]. Moreover, a novel technique for
frame boundary estimation in UASN has been proposed in [22]. In [23], the authors
especially address the clustering in UASN by focusing on the integration of three essen-
tial approaches in the context of IoT applications. In [24], the authors investigated how
water absorption affected the hybrid phenol formaldehyde (PF) composites’ mechanical
characteristics.

3 Methodology

This comprehensive approach provides valuable insights into the complex acoustic envi-
ronment of shallow and deep water, and enabling better understanding and modeling of
underwater acoustic propagation.

3.1 Sound Speed

The transmission of sound throughwater differs significantly fromelectromagnetic (EM)
waves, primarily due to its slow speed. Mackenzie’s empirical formula, denoted by (1),
provides a means to calculate sound velocity [26].

c(T , S, z) = a1 + a2T + a3T
2 + a4T

3 + a5(S − 35)

+ a6z + a7z
2 + a8T (S − 35)a9Tz

3 (1)
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3.2 Acoustic Propagation Loss

Propagation loss of sound refers to the reduction in the strength or intensity of sound
waves as they travel through a medium or propagate in a given environment [27]. The
loss associated with cylindrical spreading is expressed using Eq. (2), while spherical
spreading loss is represented by Eq. (3).

LCS = 10 × log(Rt) (2)

LSS = 20 × log(Rt) (3)

3.3 Absorption Loss

Sound waves in a medium, such as air or water, experience absorption, where the energy
of the sound wave is converted into heat [28]. The absorption is frequency-dependent,
with higher frequencies generally being absorbed more rapidly which is represented
using (4). Where, α is absorption coefficient in underwater and is represented using (5).
The slackening frequency for boric acid, denoted as f 1 (in kHz), is given by Eq. (6). In
Eq. (6), S represents salinity (in parts per 1000), and T represents temperature in degrees
Celsius. The relaxation frequency for magnesium sulfate, denoted as f 2 (in kHz), is
given by Eq. (7).

Lab = (α × Rt) × 10−3 (4)

α = A1P1f1f 2

f 2 + f 21
+ A2P2f2f 2

f 2 + f 22
+ A3P3f

2 (5)

f1 = 2.8

(
S

35

)0.5

× 10[4−1245/(273+T )] (6)

f2 = 8.17 × 10[8−1990/(273+T )]

1 + 0.0018(S − 35)
(7)

3.4 Transmission Losses in Shallow Water

In shallow water, sound travels a long way by repeatedly reflecting off the bottom and
surface, a process known as multipath propagation [29]. This phenomenon introduces
transmission losses. The equation employed in this analysis accounts for the horizontal
separation distance (r) between the sound source and receiver, specifically when r is
within a range of up to 1 times H (skip distance). In this context, H represents the
average water depth of the acoustic study area, which serves as a conservative definition
for the purposes of this analysis (skip distance). The skip distance H can be defined by
using (8). The transmission losses due to multipath in shallow water is defined using
(9) for the case, when r is within the range of H, (10) for the case when H ≤ r ≤ 8H
and (11) when r > 8H . Where, d is the mixed layer depth, z is the scenario depth,
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KL is the near field anomaly, αT is the shallow water attenuation coefficient. Whereas,
assuming direct path between source and receiver (with Rt as node transmission range),
the transmission losses are evaluated using (12).

H =
√
1

3
(d + z) (8)

TLMultipath = 20 × log(r) + α × r + 60 − KL (9)

TLMultipath = 15 × log(r) + α × r + αT (r/H − 1) + 5 × log(H ) + 60 − KL (10)

TLMultipath = 10 × log(r) + α × r + αT (r/H − 1) + 10 × log(H ) + 60 − KL (11)

TLDirectpath = 10 × log10 × Rt + α × Rt × 10−3 (12)

3.5 Transmission Losses in Deep Water

These reflections result in energy being redirected away from the desired propagation
path, leading to a decrease in received sound level. The transmission loss (assuming
direct path) can be mathematically expressed using (13). The transmission loss due to
surface reflections can be expressed using (14) by considering the wind speed (w) and
angle of incidence (θ ). Finally, the transmission losses can be represented using (15).
Equation (16), demonstrated the transmission losses due to convergence zones in deep
water [30].

TLDirect path = 20 log10Rt + αRt × 10−3 (13)

TLSR = 10 × log

[
1 + (

f /f 21
)

1 + (
f /f 22

)
]

− (1 + (90 − w)/60)

(
θ

30

)2

(14)

TLMulti−path = TLdp + TLSR (15)

TLConvergence Zones = 20 log(r) + α × r × 10−3 − CZ_Gain (16)

4 Simulation Parameters

To simulate the transmission losses of an UASN, several parameters need to be con-
sidered for the simulation model which helps in accurately predicting the transmission
losses. Table 1 provides the detailed list of parameters used for simulation along with
their ranges.
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Table 1. Execution Parameters

Parameter Range

Depth of shallow water (meters) 0–100

Depth of deep water (meters) 100–8000

T (°C) 30–22 (shallow), 22–4 (deep)

S (ppt) 30–33 (shallow), 23–37 (deep)

F(kHz) 0.1–100

pH 7.8

Rt (meters) 100

MLD (meters) 10–95

KL(dB) 7–20

W (m/s) 4–12.5

Theta 20–36

5 Simulation Results

The transmission of underwater acoustics is profoundly affected by the speed of sound
in both shallow and deep water. Shallow water exhibits abrupt variations in sound speed,
contrasting with the more gradual changes observed in deep water. As illustrated in
Fig. 1, temperature variations exert a dominant influence on acoustic velocity in shallow
water, while in deep water, sound speed increases linearly with decreasing temperature,
eventually reaching a constant value when the temperature reaches 4 °C and below.
Likewise, the variations in salinity also play a significant role in acoustic propagation in
both shallow and deep water.

The impact of salinity variations on sound speed in both shallow and deep-water
environments has been illustrated in Fig. 2 when compared to temperature, the change
in sound speed due to salinity variations has less influence on sound propagation. The
acoustic velocity is gradually decreased in shallow water as the salinity increases, but in
deep water it rises linearly and attained study state. At a particular value of temperature
and salinity, the attenuation of sound wave due to absorption has been evaluated which
is depicted in Fig. 3.

The transmission losses due to surface reflections are purely depends on frequency,
windspeed and angle of incidence. Figure 4, shows the comparison of transmission losses
due to surface reflections and convergence zones of multipath acoustic channel model
and direct path model at a particular depth in deep water.
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Fig. 1. Variation of acoustic velocity in accordance to temperature.

Fig. 2. Variation of acoustic velocity in accordance to salinity.
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Fig. 3. Attenuation vs frequency.

Fig. 4. Comparison of transmission losses for direct and multipath models in deep water.

It is observed that, the transmission losses are directly proportional towind speed and
frequency. Similarly, the angle of incidence at which the acoustic wave reflected back
from the surface also had an impact on transmission losses. Figure 4 vividly illustrates
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that surface reflections result in considerably higher transmission losses compared to the
convergence zones in deep water. Whereas, in shallow water the multipath propagation
due to mixed layer has less transmission losses when compared to surface reflections.
It is evident from Fig. 5, that the transmission losses due to mixed layer depth attained
high values when compared to near field anomaly and direct path models.

Fig. 5. Comparison of transmission losses for direct and multipath models in shallow water.

6 Conclusion

This work focuses on comparing the acoustic channel characteristics between direct
and multipath propagation models in both shallow and deep-water environments. The
investigation begins by introducing the fundamentals of acoustic propagation in water,
including the effects of absorption, scattering, and refraction. The simulation results
unequivocally demonstrate that the transmission losses experienced in deep water for
themultipathmodel are notably higher than those encountered in shallowwater. This dis-
crepancy can be attributed to the heightened pressure and sound reflections that occur in
the deep-water environment. Furthermore, the study reveals that for every 1 °C decrease
in temperature, there is a corresponding 3.5m/s increase in acoustic velocity when sound
propagates from the water’s surface to the bottom. Conversely, deep water maintains a
consistent acoustic velocity of 1545 m/s, regardless of changes in salinity. On the other
hand, in shallow water, the acoustic velocity varies significantly due to changes in salin-
ity. When comparing deep water to shallow water, a substantial attenuation reduction
of 20 dB is observed in deep water. Particularly, at lower frequencies (0–100 kHz), the
transmission losses for direct paths in deep water are nearly negligible. However, for
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multipath transmission, there is a significant increase of 93% in transmission losses. In
shallow water, the transmission loss increases by 66% for direct path models and as
much as 97% for multipath models.

References

1. Sozer, E.M., Stojanovic, M., Proakis, J.G.: Underwater acoustic networks. IEEE J. Ocean.
Eng. 25(1), 72–83 (2000)

2. Akyildiz, I.F., Pompili, D., Melodia, T.: Underwater acoustic sensor networks: research
challenges. Ad Hoc Netw. 3(3), 257–279 (2005)

3. Venkateswara Rao, C., Padmavathy, N.: Effect of link reliability and interference on two-
terminal reliability of mobile ad hoc network. In: Verma, P., Charan, C., Fernando, X., Gane-
san, S. (eds.) Advances inData Computing, Communication and Security. LNDECT, vol. 106,
pp. 555–565. Springer, Singapore (2022). https://doi.org/10.1007/978-981-16-8403-6_51

4. Rao, C.V., Padmavathy, N., Chaturvedi, S.K.: Reliability evaluation of mobile ad hoc
networks: with and without interference. In: IEEE 7th International Advance Computing
Conference, pp. 233–238 (2017)

5. Barbeau, M., Garcia-Alfaro, J., Kranakis, E., Porretta, S.: The sound of communication in
underwater acoustic sensor networks: (position paper). In:AdHocNetworks: 9th International
Conference, AdHocNets Niagara Falls, ON, Canada, pp. 13–23 (2017)

6. Akyildiz, I.F., Pompili, D., Melodia, T.: Challenges for efficient communication in underwa-
ter acoustic sensor networks. ACM SIGBED Rev. Spec. Issue Embed. Sens. Netw. Wirel.
Comput. 1(2), 3–8 (2004)

7. Stojanovic,M., Preisig, J.:Underwater acoustic communication channels: propagationmodels
and statistical characterization. IEEE Commun. Mag. 47(1), 84–89 (2009)

8. Jindal, H., Saxena, S., Singh, S.: Challenges and issues in underwater acoustics sensor net-
works: a review. In: International Conference on Parallel, Distributed and Grid Computing
Solan, pp. 251–255 (2014)

9. Ismail, N.-S., Hussein, L., Syed, A., Hafizah, S.: Analyzing the performance of acoustic chan-
nel in underwater wireless sensor network. In: Asia International Conference onModelling &
Simulation, pp. 550–555 (2010)

10. Wanga, X., Khazaiec, S., Chena, X.: Linear approximation of underwater sound speed profile:
precision analysis in direct and inverse problems. Appl. Acoust. 140, 63–73 (2018)

11. Ali, M.M., Sarika, J., Ramachandran, R.: Effect of temperature and salinity on sound speed
in the central Arabian sea. Open Ocean Eng. J. 4, 71–76 (2011)

12. Kumar, S., Prince, S., Aravind, J.V., Kumar, G.S.: Analysis on the effect of salinity in
underwater wireless optical communication. Mar. Georesour. Geotechnol. 38(3), 291–301
(2020)

13. Preisig, J.: Acoustic propagation considerations for underwater acoustic communications
network development. Mob. Comput. Commun. Rev. 11(4), 2–10 (2006)

14. Sehgal, A., Tumar, I., Schonwalder, J.: Variability of available capacity due to the effects
of depth and temperature in the underwater acoustic communication channel. In: Oceans
2009-Europe, Bremen, pp. 1–6 (2009)

15. Leroy, C.C., Parthiot, F.: Depth-pressure relationships in the oceans and seas. J. Acoust. Soc.
Am. 103(3), 1346–1352 (1998)

16. Yuwono, N.P., Arifianto, D.,Widjiati, E.,Wirawan: Underwater sound propagation character-
istics at mini underwater test tank with varied salinity and temperature. In: 6th International
Conference on Information Technology and Electrical Engineering (ICITEE), pp. 1–5 (2014)

https://doi.org/10.1007/978-981-16-8403-6_51


Comparison of Acoustic Channel Characteristics for Direct and Multipath Models 337

17. Shi, H., Kruger, D., Nickerson, J.V.: Incorporating environmental information into under-
water acoustic sensor coverage estimation in estuaries. In: MILCOM 2007 - IEEE Military
Communications Conference, pp. 1–7 (2007)

18. Morozs, N., Gorma, W., Henson, B.T., Shen, L., Mitchell, P.D., Zakharov, Y.V.: Channel
modeling for underwater acoustic network simulation. IEEEAccess8, 136151–136175 (2020)

19. Lee, H.K., Lee, B.M.: An Underwater acoustic channel modeling for Internet of Things
networks. Wirel. Pers. Commun. 116(3), 2697–2722 (2020). https://doi.org/10.1007/s11277-
020-07817-x

20. Onasami, O., Feng, M., Xu, H., Haile, M., Qian, L.: Underwater acoustic communication
channel modeling using reservoir computing. IEEE Access 10, 56550–56563 (2022)

21. Zhu, X., Wang, C.-X., Ma, R.: A 2D non-stationary channel model for underwater acous-
tic communication systems. In: IEEE 93rd Vehicular Technology Conference (VTC2021-
Spring), pp. 1–6 (2021)

22. Kotipalli, P., Vardhanapu, P.: Frame boundary detection and deep learning-based doppler shift
estimation for FBMC/OQAM communication system in underwater acoustic channels. IEEE
Access 10, 17590–17608 (2022)

23. Venkata Lalitha, N., et al.: IoT based energy efficient multipath power control for underwater
sensor network. Int. J. Syst. Assur. Eng. Manag., 1–10 (2022)

24. Sekhar, S., et al.: Effects of water absorption on the mechanical properties of hybrid natural
fibre/phenol formaldehyde composites. Sci. Rep. 11(1), 13385 (2021)

25. Etter, P.C.: Underwater Acoustic Modeling and Simulation. CRC Press, Boca Raton (2018)
26. Padmavathy, N., Venkateswara Rao, Ch.: Reliability evaluation of underwater sensor network

in shallow water based on propagation model. J. Phys. Conf. Ser. 1921(1), 012018 (2021)
27. Venkateswara Rao, C., et al.: Evaluation of sound propagation, absorption, and transmission

loss of an acoustic channel model in shallow water. In: Congress on Intelligent Systems,
pp. 455–465 (2023)

28. Padmavathy, N., Venkateswara Rao, Ch.: Effect of undersea parameters on reliability of
underwater acoustic sensor network in shallow water. IOP Conf. Ser. Mater. Sci. Eng.
1272(1), 012011 (2022)

29. Venkateswara Rao, C., et al.: Analysis of acoustic channel model characteristics in deep-sea
water. In: International Conference on Cognitive Computing and Cyber Physical Systems,
pp. 234–243 (2023)

30. Venkateswara Rao, C., et al.: Comparison of acoustic channel characteristics in shallow and
deep-sea water. In: International Conference on Cognitive Computing and Cyber Physical
Systems, pp. 256–266 (2023)

https://doi.org/10.1007/s11277-020-07817-x


Clustering Based Hybrid Optimized Model
for Effective Data Transmission

Nadimpalli Durga(B) , T. Gayathri , K. Ratna Kumari, and T. Madhavi

Shri Vishnu Engineering College for Women, Bhimavaram, India
{ndurgacse,gayathritcse,kratnacse,madhavi.v}@svecw.edu.in

Abstract. The Internet of Things (IoT) is a system of unified gadgets that can
conversation data and operate in tandem thanks to the web. When it comes to the
longevity of a network, smooth data production is crucial, and wireless sensor
networks (WSN) play a key character in the IoT in this regard. Despite the IoT’s
usefulness in many areas, it still faces obstacles in the form of security, energy,
load balancing, and storage. Clustering and multi-hop routing are two methods
used in the architecture of an IoT-assisted WSN to reduce energy consumption.
This research therefore provides a novel effective hybrid optimization strategy for
choosing cluster heads. In to adjust the white shark optimizer’s (WSO) stochastic
behaviour while it seeks out food, the suggested method makes use of the whale
optimization approach (WOA). The new HWSO was also tested against a group
of contemporary meta-heuristic methods, such as the artificial optimizer (GTO),
the coyote optimization algorithm (COA), and the original WSO. Finally, the
proposed network is put through its paces by making use of NS-3.26’s extensive
simulation features. Improvements in packet delivery ratio (PDR), latency, energy
consumption, number of dead nodes, and longevity of the network may be shown
in the simulation results.

Keywords: Wireless networks · White shark optimizer · Internet of Things ·
Clustering · Whale optimization approach · Coyote optimization algorithm ·
Data Transmission

1 Introduction

These days, IoT andmobile edge computing (MEC) are commonplace tools for anticipat-
ing and meeting future technical requirements. Innovations in technology have mostly
targeted information transmission needs, lightening the burden on the network, and
increasing throughput [1]. Reliable platforms, smart cities, and transportation all rely
on networks that can handle minimal delays, store large amounts of data, and operate
in mission-critical areas of operation [2]. Scientists are paying more attention to the
development of autonomous networks for Internet of Things devices as their prevalence
grows [3]. The primary objective of the network executive idea is to design a multi-hop
network that makes efficient use of electricity by linking nodes at the source and the
destination using mobile phone relay nodes (RNs) [4]. Increased interest in (WSNs) can
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be attributed to the quick expansion of MEMS technologies and wireless networks in
recent years [5]. The IoT would not be complete without WSN. As a result, WSN appli-
cations have connected with the human, digital, and material spheres. Typically, WSNs
are made up of a large sum of minor sensors spread out crossways a big region, and
base stations (BS) that collect data from these sensor nodes.. Clustering is the process
of dividing a network into smaller, more manageable pieces [7]. CH is the initial node
in the routing process, and it is responsible for delivering the message to its eventual
destination [8].

Clustering consumes some of the network’s radio resources [9]. During network
clustering, nodes can do computations to arrange its nearby nodes clusters. The cluster
structure’s robustness relies heavily on the care taken during cluster formation and CH
selection [10]. Rearranging cluster nodes (CMs) is one way to make structural changes
to an existing cluster. The cluster maintenance signaling also makes use of the network’s
radio resources. Costs associated with forming and keeping a cluster are measured in
terms of the time spent translating control messages. The effectiveness of a clustering
model is measured in terms of numerous factors, such as the size of the cluster and
how long it takes to construct [11]. Using AI techniques, we can classify networks
into different groups [12]. The primary problem with these approaches is that they are
computationally intensive and so cannot guarantee optimal results. Theymove too slowly
toward optimal results.

Energy consumption and transmission power are inseparable. If we select either
a high or low transmission power, SNs will expend more energy. To reduce energy
waste, the transmission power should be kept between its extremes. The concept of bio-
logical evolution forms the basis for evolutionary algorithms (EA) [13]. Evolutionary
approaches, learning classifier systems, and genetic algorithms are all part of EA. Evo-
lutionary algorithms are a good option to try if previous methods have failed. In the face
of seemingly intractable [14] problems, evolutionary techniques are often embraced.
A near optimum solution to an unresolved situation is acceptable even if EA is com-
putationally expensive. An atmosphere conducive to the natural selection of effective
solutions to the issue at hand will be established [15]. Using these biological algorithms,
the optimal solution to problems associated with constructed habitats may be found. The
scalability issue is addressed by grouping nodes together and allowing them to share their
geographical coordinates.

The following are some clarifications that help highlight the limitations of the
described methods:

Premature and sluggish convergence rates are a problem for several of the described
meta-heuristic optimization techniques, leading to entrapment in local optima.

In addition to needing a lot of data to train the neural network-based method, several
other published systems have the drawback of taking a long period and requiring a lot
of work to implement.

To overcome these restrictions, this study introduces a hybrid strategy that combines
the white (WSO) with the (WOA) in order to alter the behaviours of the unique WSO
while it forages for food. These are some of the ways in which this work contributes:
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• To improve the misuse phase of the standard (WSO), we present a hybrid version of
the algorithm that uses the whale optimization algorithm’s spiral updating position
strategy.

• The suggested HWSO is tested against the generic white shark optimizer (GTO), the
clustered optimal algorithm (COA), and the white shark optimizer itself for accuracy.

2 Related Works

Work objects were presented by Arunachalam et al. [16] to provide a unique energy-
efficient process by combining the features of sophisticated aggregation approaches.
To pick the CH optimally according to energy, distance, and weight value, a spider
monkey optimization (SMO) based protocol is designed. The suggested technique has
been evaluated using a number of performance indicators, and the findings have been
compared to those of other, more current state-of-the-art models to demonstrate its
superiority.

Using a (E-RARP) and a clustering method (GEC), Gunigari and Chitra [17] have
created a hybrid Energy Efficient and Reliable (ACO). E-RARP is a novel ACO-based
routing protocol for WSNs that is both energy efficient and reliable. The proposed
protocol ensures consistent connectivity and high-quality lines of communication to
boost power.

In order to balance network security and energy efficiency,Nagaraj et al. [18] propose
the secure encryption (SERPPA). When it comes to backing up and keeping tabs on the
network’s nodes, SERPPA has a central entity known as a cluster head.

Nirmaladevi andPrabha [19] have been concentrating on developing a routing system
that can function evenwhen selfish nodes are present. The hierarchical clusteringmethod
is used by (SN-TOCRP). The Fuzzy-basedCrowdSearchAlgorithm is inspired by nature
and is used to choose cluster Heads (CH). To identify nodes that are acting in their own
self-interest, we introduce an authentication approach that verifies the authority of the
cluster leaders.

Oppositional Cuckoo Search Optimisation based Clustering with Classification
Model for Big Data Analytics in Healthcare Environment has been proposed by
Gayathri [20], who also creates a Map Reduce (MR)-based, enhanced metaheuristic
algorithm-based clustering and classification model.

3 Proposed System

3.1 Environment-Adaptive Hierarchical Clustering

In this scenario, it is assumed that M nodes have been appropriately placed in the
placement region and that their coordinates are known in advance. These M nodes
would be considered the first clusters in the aggregate hierarchical clustering algorithm’s
theoretical framework:

Ci = {Xi}, i ∈ M (1)
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where Ci denotes the cluster’s ith iteration. Each round of clustering would use the
biggest Euclidean distance between any two groups as the clustering cost. The two
nearest clusters would then merge into a novel cluster until the termination illness is met
or the requisite sum of clusters is attained.

Assume that C(M + a) includes X_i, X_j after many clustering processes, furthest
distant from one another among the nodes they enclose. Using the HC procedure’s idea
of the biggest distance among clusters, we may express the largest reserve among these
two clusters as D(C_(M + a),C_(M + b)).

D(CM+a,CM+b) = D(Xi,Xk) (2)

where M + a and M + b characterize the label of the clusters.
In this paper, the chief distance among the organized nodes Dmax is designated and

attuned to serve as the clustering finish threshold T .

= σmax

⎧
⎨

⎩

T = σDmax
√

(Xi − Xj)2 + (Yi − Yj)2

⎫
⎬

⎭
, i, j ∈ M , i �= j (3)

where Xi = (Xi,Yi),Xj = (Xj,Yj) signifies the nodes, and s signifies the applied factor,
which is defined as the ratio within the confidence distance.

3.2 HCEH-UC Routing Procedure

This work proposes a distributed data transmission mode modification approach for
WSN nodes to use in order to achieve optimal data transmission. The fatigued node
might be recharged in time to make for the next cycle, and the cluster head may be
switched between nodes based on the amount of energy left. To ensure the proper
functioning of WSNs with high-energy efficiency, each cluster may adaptively com-
plete the data collecting cycle. Therefore, the proposed HCEH-UC routing algorithm
allows for continuous coverage of the desired region by EH-WSNs. Table 1 displays the
radio energy consumption model used to determine theWSNs’ data transmission energy
requirements.

Table 1. The energy ingesting in radio broadcast and reception manner.

Mode Energy-Consumption

transmission/reception manner 50(nJ · bit−1)

free-space evidence amplification (εfs) 10(pJ · bit−1 · m−2)

multipath-fading info amplification (εmp) 0.0013(pJ · bit−1 · m−4)

A wireless propagation model is recognized using the multipath attenuation models,
and the energy required to communicate k bits of data is given by the formula ETx:

ETx(k, d) = ETx−elec(k) + ETx−amp(k, d) = {Eelec ∗ k + εfs ∗ k ∗ d2,
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d < d0Eelec ∗ k + εmp ∗ k ∗ d4, d ≥ d0 (4)

where d is the distance to be sent, d_0 is the distance is the broadcast energy, and ETxamp
is the intensification energy needed to transmit data to distance d:

d0 =
√

εfs

εmp
(5)

At the same period, the energy obligatory to receive k − bit data can be portrayed
as (6):

ERx(k) = ERx−elec(k) = Eelec ∗ k (6)

The data is then compressed by the CHs before being sent to the base station or the
end user end. The total amount of data that a cluster of Q nodes needs to send to the base
station in one cycle is kBs bit, the base station is dBs, the amount of data that the qth
node in the cluster needs to send to the cluster cycle is kqs bit, and the distance among
q and s is dqs.

The energy used by the cluster head node s during a single cycle of the network can
be broken down into the following parts (ERx = energy used to receive data from other
nodes, E_Df = energy used for data fusion, and ETx = energy used to transmit data
package to base post B):

EBs = ERx(kBs) + EDf (kBs) + ETx(kBs, dBs) = Eelec ∗ kBs + EDA ∗ kBs
+ ETx−elec

(
kBs

) + ETxamp(kBs , d) (7)

where EDA signifies the energy ingesting continuous for data fusion.
Assume the node q conveys kqs bit data to the cluster s in one data broadcast cycle:

∑Q

q=1
kqs = kBs . (8)

Thus, the energy ingesting Eqs of the qth node to transmission these data can be
labelled as (9):

Eqs = ETx−elec
(
kqs

) + ETx−amp
(
kqs, d

)
, q �= s. (9)

The cluster head node should go to sleep mode to conserve energy when its battery
life is too low to sustain routing operations. The data transmission job is so taxing that
the sleep node can hardly carry it out. Therefore, the novel cluster head node would be
chosen based on the location data and status of the other nodes in the cluster in an effort
to achieve UC-EH, or continuous target coverage. Let’s pretend that the Estimation is
the power needed to transmit data between nodes.:

Eestimation(s) = EBs +
∑Q

q=1
Eqs, q �= s (10)
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where the Eestimation(s) includes the energy obligatory Eqs for nodes energy can be
characterized by Erest, and the r is adopted to signify the likelihood of being designated
as a cluster head for the qth.

ρ(q) = {1 − Eestimation(q)

Erest(q)
, q ∈ G0, q /∈ G (11)

where G is the group of nodes that haven’t been chosen to send data during the current
round of transmission. As the distance between nodes and the grew, so did Eestimation.
Since the successor CH’s data delivery energy needs to be low and the successor CH’s
leftover energy needs to be high, the node with the highest probability r develops the
successor CH.

The suggested clustering technique would produce node clusters that are uniformly
dispersed over the target detection region,with nodes in each cluster being closer together
than they are to the base station. As a result, the energy needs of the cluster’s leader
node are significantly higher than nodes. The energy amassed by the cluster head must
sustain communication with the base station, communication with the cluster nodes, and
interaction with the cluster’s successor cluster head.

3.3 Proposed Clustering Algorithm: Hybrid Model

3.3.1 White Shark Optimizer (WSO)

Braik et al. [23] presented the (WSO), one of the newest meta-heuristic methods. The
authors were inspired to create this algorithm by the complex behaviors of great white
sharks, which include the use of highly developed senses of hearing and smell. White
sharks are gorgeous and well adapted hunters; they use their powerful jaws and fins
to capture prey such as dolphins, small whales, crabs, seabirds, and seals. Great white
sharks employ a technique of surprise and rapid movement to ambush their victim, after
which they strike with devastating force.

There are three different actions that must be taken in order to devour the prey
(food source): moving towards the prey utilizing the hesitations generated by the prey’s
movement in the waves, randomly searching for depths, and identifying nearby prey.
The great white sharks can then use these processes to adjust their postures and find
the optimal solutions. The WSO may be modeled by creating an initial population of
solutions in a matrix. Where N is the population size and d is the issue dimension, the
size of the initial population matrix is N:

w =
[

w1
1 w

1
2 · · · w1

d w
2
1 w

2
2 · · · w2

d

...wn
1

...wn
2

... · · · ... wn
d

]

(12)

where wi
j characterizes the ith white shark site in the jth measurement. It can be intended

based on the lower (lbj) and upper (ubj) limits of the search as:

wi
j = lbj + rand × (

ubj − lbj
)

(13)

where rand is an integer chosen at random between zero and one. Using Eq. (12), an
initial solution’s fitness is computed, and an updating procedure is set into motion if the
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new location is superior to the old one. The great white shark detects the position of its
food by the hesitance of its waves and then swims in undulating motions at a pace:

vik+1 = μ

(

vik + ρ1

[
wgbestk − wi

k

]
× c1 + ρ2

[

w
vik
best − wi

k

]

× c2

)

(14)

where vik+1 and v
i
k are w_ki is the site of the ith white shark in repetition k; c_1 and c_2

are random statistics in the range [0, 1]; w_best(v_ki) site to the swarm during iteration
k; and v_ki is the index vector sum i for sharks obtaining the best location, and it can b:

v = [n × rand(1, n)] + 1 (15)

The parameters ρ1 and ρ2 that control the wgbestk and w
vik
best best effects on wi

k ; they
can be subtracted as shadows:

ρ1 = ρmax + (ρmax − ρmin) × e
−

(
4k
K

)2

(16)

ρ2 = ρmin + (ρmax − ρmin) × e
−

(
4k
K

)2

(17)

whereρmin andρmax areK is themaximumnumber of iterations, _min= 0.5, _max= 1.5,
and = the initial and inferior velocities to improve the great white sharks’ movements.
The convergence rate of the WSOmay be analyzed with the use of the correction factor,
denoted by the term in Eq. (14):

μ = 2
∣
∣
∣2 − t − √

t2 − 4t
∣
∣
∣

(18)

where t is the acceleration factor of the procedure.
Great white sharks, as was previously said, devote the vast majority of their time

to hunting for high-value prey. As a result, their locations shift as they approach their
prey, which they do by listening to the waves caused by the prey’s movements or by
detecting the prey’s scent. Great white sharks in this scenario wander to seemingly
random locations while they hunt for food; this behavior may be modeled as follows
[21]:

wi
k+1 = {wi

k × ¬ ⊕ w0 + ub × a + lb × b if rand < mvwi
k

+ vik
f

if rand ≥ mv (19)

where ¬ is the negation operator, Eqs. (20) and (21) define binary vectors a and b,
Eq. (22) computes a logical vector w_0, and Eq. (23) determines the frequency of the
great white shark’s wavy movements.

a = sgn
(
wi
k − ub

)
> 0 (20)
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b = sgn
(
wi
k − lb

)
< 0 (21)

w0 = ⊕(a, b) (22)

f = fmin + fmax − fmin
fmax + fmin

(23)

where fmax and fmin are the highest and lowest frequencies at which the great white
shark’s movements undulate. The great white shark’s propulsion power, denoted by the
parameter mv, is raised iteratively as shown in [23]:

mv = 1

a0 + e

(
0.5K−5

a1

) (24)

where a_0 and a_1 are two parameters for controlling exploration and exploitation.
The use of mv speeds up the search process and fortifies the WSO’s exploratory and
exploitative tendencies. Because of this benefit, the author decided to use this sort of
method to address the addressed issue. Here’s how you may model how a great white
shark might move to get closer to its prey:

(25)

where characterizes the ith countless white shark new site with regard to its prey:

−→
D w =

∣
∣
∣rand ×

(
wgbestk − wi

k

)∣
∣
∣ (26)

The parameter Ss in Eq. (27) is active to label the olfactory senses when subsequent
its prey thoroughly; it can be intended as follows [23]:

Ss =
∣
∣
∣1 − e

−a2k
K

∣
∣
∣ (27)

where a2 is a parameter used to control the examination/misuse behaviors.

3.3.2 The Proposed Hybrid WSO-Based Methodology

In the simplest procedure of the WSO, the sharks move toward their prey spot using
a single approach, which may cause the algorithm to miss additional favorable nodes
in the vicinity. Therefore, in this study, the WSO has been combined with a different
method based on a spiral shaped path in order to improve the exploitation behavior of the
original WSO. According to the whale optimization algorithm (WOA), the application
of the spiral-shaped route was motivated by whale prey spots. The following correlation
represents the great white shark’s spiraling journey to its meal:

Wi
t+1 = −→

D .ehl .cos cos(2π l) + W ∗
t (28)
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−→
D =

∣
∣
∣
−→
W ∗ − −→

W
∣
∣
∣ (29)

where
−→
D is the great white shark’s prey’s distance from the shark, the constant h used to

define the logarithmic spiral’s form, and a random value l in the interval [1]. The great
white shark’s approach to its prey, as in Eq. (25), may be altered using the spiral equation
in the following way:

wi
t+1 = {wgbestk + r1

−→
D w × sgn(r2 − 0.5) if r3 < Ss

−→
D .ebl .cos cos(2π l) + w∗

t if r3 < Ss (30)

The primary framework of the proposed HWSO is summarized in pseudo code (see
Algorithm 1) below when applied to the parameter estimation and optimization issue of
the battery model. The first random set of solutions is generated by assigning bounds to
the model parameters. Then, the relevant values for the goal function’s starting point are
determined using Eq. (11).

4 Results and Discussion

Weevaluate the effectiveness of our suggested protocols by simulating themwith varying
numbers of nodes, varying simulation times, varying the fraction of faulty/failure nodes,
and varying the speed at which the nodes may move. Our simulation lasted for 100 s,
during which time 100 mobile nodes were spread out throughout a 500 m by 500 m
region of the network as shown in Table 1. We analyze nodes with a given 100 energy
to start, and CBR traffic is assumed as the source type (Table 2).

Table 2. Default simulation parameters.

Parameter Value

Topology dimension 500 m × 500 m

Mobility perfect Random way point perfect

Propagation Model Free space propagation perfect

Sum of Nodes 100

Simulation Period 100 s

Early Energy 100 J

Mobility Speed 10 m/s

Sum of Fault nodes 0

Pocket loss rate 0

Antenna perfect Omni directional

MAC type 802.11

Traffic Kind CBR
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4.1 Performance Metrics

In the simulation studies, we employ the following performance measures [22, 23].

4.1.1 Packet Delivery Ratio (PDR)

The packet delivery rate is the fraction of total data packets transmitted that arrived at
their target node. PDR demonstrates a protocol’s efficiency in delivering data over a
network. Here is how the PDR is calculated:

PDR =
∑

Pd
∑

Ps
× 100 (31)

In this equation, Pd characterizes the sum of packets delivered and Ps characterizes
the sum of packets sent.

4.1.2 Throughput

How many megabits per second (Mbps) of data have been sent and received across
the network in a certain time period. It measures both quality and efficiency. A low
percentage of lost data packets during transmission indicates a high throughput. Here is
how we quantify it:

G =
∑

Br × 8

T
× 106(Mbps) (32)

In this equation, G is the throughput, Br is the entire sum of bytes conventional, and
T is the simulation time.

4.1.3 End-to-End Delay (E2E)

The time it takes for a packet of data to arrive at its final destination after being sent from
the sending node. It’s sometimes referred to as “One-Way Delivery” (OWD). Delays of
any kind fall under this category. The sending node checks its routing database to see
if there is a path to the destination before sending any data packets. The source node
initiates route discovery by broadcasting RREQ signals to its nearby nodes if no route
is known to exist. This will keep happening until one of the nodes sends back the sender
in accordance with the AOMDV protocol. Based on the fitness function in Eq. (11), the
source node will determine the optimal route and only use this destination node. The
whole end-to-end (E2E) lag time is computed as:

E2E =
∑n

i=0Ri − Si
n

(33)

Here, n is the total sum of packets positively received, R_i is the time at which the ith
packet arrived at its destination node, and Si is the time at which the ith packet was
transmitted from its source node [23]. The timestamps S_i and R_i are gathered from
the application layers.
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4.1.4 Energy Consumption

During the simulation period, this is the cumulative total of the energy used by the
network’s nodes. The formula is as follows:

E =
∑m

i=0
Ii − Ei (34)

The energy consumption, denoted by E, the initial energy, denoted by Ii, and the
final energy, denoted by E_i, of node i at the conclusion of the simulation period for all
m nodes are all denoted by these symbols.

4.2 Validation Analysis of Proposed Model

In this research work, the existing models are implemented and their results are averaged
for every parameter that is shown in Table 3, 4, 5 and 6.

Table 3. Throughput analysis of different models

Simulation Period (Seconds) 20 40 60 80 100

GTO 69 65 61 59 58

COA 70 68 65 63 60

WSO 72 71 69 68 67

HWSO 83 80 77 74 71

In above Table 3 represent that the Throughput analysis of different nodes and dif-
ferent models. In this analysis the proposed model reaches the 20th node throughput
as 83 and the 40th node as 80 and 60th node throughput as 77 and also the 80th node
throughput as 74 and finally the 100th node throughput as 71 repressively.

Table 4. Energy consumption with sum of nodes by different models

Number of nodes 20 40 60 80 100

GTO 35 40 45 50 60

COA 32 38 40 48 58

WSO 30 36 38 46 55

HWSO 22 26 30 38 42

In above Table 4 represent that the Energy consumption with sum of nodes analysis
we used different nodes and different models. The proposed model in range of 20th node
the value reached 22 and 40th node value as 26 and the 60th node value as 30 and the
80th node value as 38 and finally the 100th node the energy consumption value as 42
respectively. In Fig. 3 our proposed model takes less delay if the no of nodes increased.
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Table 5. End-to-end delay with sum of nodes.

Sum of nodes 20 40 60 80 100

GTO 40 43 48 50 55

COA 35 38 43 48 50

WSO 30 35 38 43 53

Proposed 25 29 34 38 42

Table 6. PDR with sum of nodes.

Sum of nodes 20 40 60 80 100

GTO 76 55 50 45 40

COA 75 50 48 43 44

WSO 74 53 46 40 38

Proposed 83 65 60 58 55

In aboveTable 5 represents End-to-end delaywith sumof nodes andTable 6 represent
that the PDRwith number of nodes. In this analysis we used different nodes and different
models. The proposed model in range of 20th node the value reached 83 and 40th node
value as 60 and the 60th node value as 60 and the 80th node value as 58 and finally the
100th node the PDR value as 55 respectively.

5 Conclusion

The determination of this research was to develop a novel hybrid optimization approach
for improving WSNs’ energy efficiency and durability. The Internet of Things (IoT)
network’s main level consists of randomly distributed nodes that exchange data using
various gatheringmechanisms. The describedmethod then largely uses a hybridmodel to
choose CHs and arrange clusters. To do this, we proposed a novel hybrid meta-heuristic
strategy based on a WSO and the WOA. The WOA improved the WSO’s stochastic
behavior in its hunt for food. The suggested method’s significance lay in the fact that
it solved many of the issues seen in earlier approaches, the most significant of which
was becoming stuck in local optima. Once the best paths have been determined, the
CHs will use them to send data to the BS. Instead of using a standard search approach,
the suggested protocol employs an energy-saving strategy in which the best CHs are
selected using an enhanced an efficient function. These steps improve the efficiency
of the procedure. We compared the effectiveness of the proposed protocol to that of
other well-known cluster-based conventions to show that it holds up across a variety
of presentation criteria. The artificial (GTO), the coyote optimization algorithm (COA),
and the rudimentary WSO were all used to compare and contrast the method to other
optimizers. Future improvements to the suggested method’s energy efficiency might
come from data aggregation and sleep scheduling systems.
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Abstract. Vaxallot seeks to implement a system to distribute vaccines across
high-risk groups accounting for various parameters and prove to be superior to
what conventional systems are capable of today. It is a Python flask-based tool
backed by infrastructure and data resources from the Covid India central repos-
itory; all it needs is a single channel input and a single parameter of the value
produced, and the algorithm will take care of the rest. Since it’s Python-based and
has an active integration with google sheets, live value updating could be possible
for the real-time output of the distribution. The novelty of the proposed mech-
anism is the unique priority index, a score that accounts for an array of factors
associated with the pandemic and is computed for regions in question here; this
makes way for better distribution of vaccines. The application has an exclusive
segment centered on handling excess units, if any. Moreover, since the application
is developed to suit the needs of dynamic demographics, any region can roll out
this application for purposes they desire to serve the masses. Since it isn’t bound
by a coronavirus, it can be used by the healthcare industry as they deem fit.

Keywords: Vaccine · Distribution · Coronavirus · Pandemic · Priority Index ·
Excess Handling

1 Introduction

The ongoing pandemic has been devastating destroyingmillions of innocent lives; what’s
going to be even more devastating is the vaccine distribution system once a potential
vaccine comes to the rescue. Many factors will influence the distribution; the supply
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chain mechanism would most likely be disrupted due to the volume of vaccines to be
distributed to people.

Planning for vaccine distribution and ensuring its effectiveness are essential for
stopping the spread of infectious illnesses. Vaccines are vital for people to receive proper
and routine immunization, and excellent planning for vaccine distribution is crucial for
delivering successful vaccination and healthcare care.

Limited quantities may occasionally be purchased in poor nations where vaccine
suppliesmust occasionally be imported. To reduce the spread of the virus and the number
of fatalities brought on by the disease, it is necessary to distribute vaccines in amethodical
manner. Through effective allocation, this strategy can improve the number of human
lives saved while reducing the negative environmental effects of vaccine production and
delivery.Althoughmathematical techniques havebeen established for vaccine allocation,
it will be difficult for a non-expert to use them. In this study, a web application, often
known as a web app, is used to build an optimization model for COVID-19 vaccine
allocation.

Thereby, what we really need now is a vaccine management system that can guide
us in the distribution mechanism accounting for all variables. This paper shall refer
to the proposed system as Vaxallot. Vaxallot is an application on the web backed by
user-friendly Sheets by Google; the objective is to simplify the distribution process
while amplifying the overall efficacy; how we choose to tackle the problem at hand is
described in the subsequent sections.

2 Background

A supply chain management tool for mass administration of the possible COVID-19
vaccine is what’s at stake here, clustering high-risk groups, prioritizing population with
respect to demographic parameters and accounting for parameters like costing vaccine
hesitancy, supply chain management is what the idea is in essence. Expanding on the
base idea, it is a web-based tool that is backed with regional metrics on the contraction
of coronavirus.

The algorithm will prioritize regions with high intensity and relatively significant
volumes of people and will offer the administration of the region insights into which
region has to receive the vaccine first and which can wait longer for the vaccine.

The application in entirety consists of four phases, the pre-processing phase, the
input phase, the computation phase and the output phase. In the preprocessing phase,
missing values are present in the CSV are filled and data are normalized using the Min-
Max normalization technique, wherein the minimum and maximum values of a field is
fetched and used to normalize the relation in entirety. In the input phase, the application
is open for input from the user, in specific terms, total available quantity of vaccines in
any given unit at any given time would be a fit for an input parameter. The computation
phase is where the numbers are put together to arrive at the unique aforementioned
priority index.

Computation of priority index is a unique attribute of this project work, the following
is how the priority index is computed for, considerations: Confirmed Cases be ‘C’,
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Recovered Cases be ‘R’, Deaths be ‘D’, Population be ‘T’. It is shown in the Eq. (1).

Priority Index = (C − (R+ D))/T (1)

The above formula is what’s used in the program, it is then translated to a readable
figure and vaccine volume distribution is based upon the computed priority index. In a
sample scenario, wherein a region’s confirmed total cases stand at 100, recovered cases
stand at 75, deaths stand at 5 and population stand at 500, the priority index would be
computed as follows:

Priority Index = (100 − (75+ 5))/500 = 0.04

It’s noteworthy that the priority index isn’t backed by a benchmark or yardstick so
to speak of, hence the results would vary greatly between regions but the efficacy would
remain the same. The equation has been derived via trial and error and continuous exper-
imentation. In the output phase, Once the computation is successful, vaccine distribution
by sub region displays as a tabular column and illustrated graphically for the perusal of
the end-user.

3 Literature Survey

Here, all the reviews of other works have been grouped according to the model and they
have used in respective works. The groups are given below like

a) Vaccine distribution,
b) Vaccine allocation,
c) Decision making,
d) Vaccine development
e) Others

a) Vaccine distribution
This paper [11] identified the type and quantity of vaccines that were purchased, dis-
tributed, and administered at public pharmacies. Telephone interviews were conducted
with 1704 public pharmacies in 17 provinces. A 17-person hypothesis revealed details
about the vaccine used in pharmacies, while all other vaccines were given to other
distributors.

This paper [12] analyzed the challenges and efforts in vaccine development and
distribution when an emergency situation is met in a region and suggests appropriate
measures to tackle them and possibly mitigate the situation effectively.

This paper [13] provided an overview of vaccine distribution chains in low income
and middle-income countries and describes the challenges posed by such distribution
chains, as well as relevant research documentation and task management activities orga-
nized according to seven classification criteria: decision level, methodology, compo-
nent structured, uncertainty and integrated symptoms, operational measures, real use of
health, and countries and integrated vaccines.

This paper [14] was considered in the absence of a global flu vaccine monitoring
program that made it difficult to monitor progress towards the ‘03 Health Assembly
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vaccine, analyzes the Influenza Vaccine Supply International Task Force which devel-
oped a system to test the worldwide distribution of flu vaccines. The most recent dose
distribution data for ‘14 & ‘15 were used to modify last analysis.

This paper [15] explored the feasibility of human immunization vaccines worldwide,
sophisticated manufacturing methods, extremely careful quality control mechanisms,
and reliable distribution channels thatmight be needed to ensure the products are effective
when used. It also researches the technologies used to produce different types of vaccines
that significantly affect vaccine costs, industrial level of stability and global availability.

This paper [17] investigated the inefficiency of the World Health Organization’s
Expanded Program on Immunization Program (EPI) which is a major concern in many
developed countries, resulting in a majority not being fully vaccinated and creating a
major risk. There is also increased interest in these nations in the development of test
kits and efficiency.

This paper [18] proposed an algorithm for DE to address the problem of vaccine
distribution. Different age groups in people have different disease problems and different
levels of touch. For best results, it is important to increase the distribution of vaccines
in general to large clusters. The old model of infectious diseases has examined the
effectiveness of the proposed algorithm and developed a number of simulations.

This paper [19] proposed a hybrid compartmental model that looks at different age
groups in people with a variety of ailments and different levels of touch. This model was
proposed in 2016 and is relatively new. The paper investigates the plausibility of such a
model in a practical world.

b) Vaccine allocation
This paper [16] developed a model of the COVID-19, designed for the distribution of
the plausible vaccine. This model, known as DELPHI-V-OPT, incorporates a predictable
model into a predetermined model to facilitate the delivery of vaccines to all parts of the
world and risk groups.

This paper [20] proposed an age-appropriate SEIR model to explore the various
approaches to age distribution of Indian vaccines. They used regional metrics and
coefficients for transmission of diseases between 28 January 2020 and 31 August
2020 in COVID-19 India cases. Comparative estimates were used to analyze param-
eters associated with morbidity based on prioritizing age groups in vaccine distribution
strategies.

c) Decision making
This paper [5] considered a series of supply chain mechanisms for vaccines, including
distributors and retailers. The distributor decides to use a cold chain to deliver the drugs.
The retailer on the other hand performs a test when he receives the vaccine. Firstly a
basic model is developed to study the conditions in which the distributor will move the
terms through a cold chain. The objective is to extend knowledge of the vaccine supply
chain mechanism.

This paper [8] investigated responses from countries participating in the training
that indicated that the revised training materials and flow of work with the technical
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support followed enabled them to align their charts with their own procedures andWHO
recommendations. This was overseen by National Vaccination Advisory Team.

d) Vaccine development
This paper [3] suggested that in order for the vaccine to be tested before treatment, one
of the most challenging aspects of the development of a vaccine that constantly evaluates
the effectiveness of previous vaccines against Varicella-Zoster Virus (VZV): a high-dose
vaccine and a vaccine that is intended to strengthen the immune system.

This paper [4] investigated the production of vaccines due to the limited commercial
market and the approval of regulatory authorities that took years to achieve. It also
expresses that the concerns about the ability to accelerate productivity in response to
the growing Ebola epidemic in the Democratic Republic of the Congo have been a little
encouraging.

e) Others
This paper [1] ensured that the cost of the goods is guaranteed to be suitable for the
intended use prior to vaccine trials. Post safety test of a vaccine and determination of
the extent of immune response, Phase 2 of the trial is carried out. A vaccine trial is
to be considered for safety, this also includes a series of discussions about possible
interventions or strategies to address skepticism surrounding the subject matter.

This paper [2] considered a time when there has been an increase in the number of
articles on vaccine formulation. Specifically concerning the Herpes zoster vaccine for
herpes zoster, where two immunization strategies have been shown to promote immune
defense against technological production challenges, and increased vaccine production.
In the case of an Ebola vaccine, it was decided to reduce the dose of the vaccine or to
use the drugs in severe cases, the effectiveness of the vaccine was limited.

This paper [6] reviewed one hundred and eighty-eight research questionnaires. In all,
ten articles included comprehensive investigative tools for questioning, confidence or
self-doubt. Self-confidence - Health Care and Other Areas of Health Assurance, Indices,
Safety, Attitudes, Training and communication. It introduced a list of key questions like
Do you believe that vaccinated vaccines can be dangerous? Are you worried about the
terms?

This paper [7] considered that promising vaccine should ultimately be evaluated on a
large scale. For clusters at risk, the process of testing the goals before the major phase II
trials can be greatly accelerated by the existing studies. It is difficult, if not impossible,
to give a definite estimate of time it can save in the process of development through
challenging research. The risks of aSARSCOV-2 challenge study canbe easily surpassed
significantly improving COVID-19 understanding and accelerating the development of
a vaccine.

This paper [9] examined study subjects that have a participatory selection process
with the exception of two on-line courses in Mexico and France, and three American
courses offered to vaccine administrators and public health administrators who do not
limit the number of study directors’ participants. The ability to organize courses espe-
cially in Africa includes the residence of the participants and the distance and the strug-
gle to revitalize the content of the courses provided by other intellectual and facilitator
responsibilities was evaluated.
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This paper [10] analyzed public meetings in October 2012 and February 2013 in
addition to monthly conferences, it helped to formulate a definition of vaccine deficit,
an effective model of drug-induced factors and indications of drug skepticism, namely
a pilot in the WHO region of the United States by April 2013. A systematic review
of vaccine submissions had been completed, and based on the available evidence, a
systematic review of intervention to address drug skepticism was initiated.

The following table illustrates the various techniques that are at play currently. The
existing work in distribution system literature survey is shown in the Table 1.

Table 1. Literature Survey of the existing work in distribution system

Serial No. Name, Publisher,
Month & Year

Objective Methods &
Techniques

Paper Link

1 The complexity and
cost of vaccine
manufacturing – An
overview
Elsevier, July 2017

Make certain vaccine
efficacy stays constant
throughout
manufacturing and
distribution

Licensure and
prequalification
criteria

https://doi.org/10.
1016/j.vaccine.
2017.06.003

2 Strategies for
addressing vaccine
hesitancy – A
systematic review,
Elsevier, August 2015

Minimize dosage
while address key
hesitancy concerns

Hesitancy
intervention
mechanism

https://doi.org/10.
1016/j.vaccine.
2015.04.040

3 Vaccine development:
From concept to early
clinical testing,
Elsevier. December
2016

Delivery of vaccines
via continuous
monitoring of efficacy
during trials

Consideration for
adaptive immunity

https://doi.org/10.
1016/j.vaccine.
2016.10.016

4 Enabling emergency
mass vaccination:
Innovations in
manufacturing and
administration during a
pandemic, Elsevier,
May 2020

Handle production
capacity limitations
during mass
administration

Mass vaccination
mechanism and
accounting for
adjuncts

https://doi.org/10.
1016/j.vaccine.
2020.04.037

5 Cold chain
transportation decision
in the vaccine supply
chain, Elsevier, May
2020

Study conditions in
which the vaccine
would be transported

Retailer inspection
within supply chain
management
infrastructure

https://doi.org/10.
1016/j.ejor.2019.
11.005

6 Measuring vaccine
hesitancy: The
development of a
survey tool, Elsevier,
August 2015

Develop a survey tool
for vaccines in general

Devising a survey
tool for hesitancy
measure

https://doi.org/10.
1016/j.vaccine.
2015.04.037

7 COVID-19 vaccine
development: Time to
consider SARS-CoV-2
challenge studies?
Elsevier, July 2020

Handling obstacles
during large-scale
testing and
administration

Ethical concerns and
Human challenge
studies within the
development

https://doi.org/10.
1016/j.vaccine.
2020.06.007

(continued)

https://doi.org/10.1016/j.vaccine.2017.06.003
https://doi.org/10.1016/j.vaccine.2015.04.040
https://doi.org/10.1016/j.vaccine.2016.10.016
https://doi.org/10.1016/j.vaccine.2020.04.037
https://doi.org/10.1016/j.ejor.2019.11.005
https://doi.org/10.1016/j.vaccine.2015.04.037
https://doi.org/10.1016/j.vaccine.2020.06.007
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Table 1. (continued)

Serial No. Name, Publisher,
Month & Year

Objective Methods &
Techniques

Paper Link

8 Building immunization
decision-making
capacity within the
World Health
Organization European
Region. Elsevier, July
2020

Implement a sound
global immunization
policy

Capacity building and
Evidence-based
decision mechanism

https://doi.org/10.
1016/j.vaccine.
2020.05.077

9 Advanced vaccinology
education:
Landscaping its growth
and global footprint,
Elsevier, June 2020

Analyze worldwide
footprint and develop
methods accordingly

General training and
purposeful
landscaping models

https://doi.org/10.
1016/j.vaccine.
2020.05.038

10 Review of vaccine
hesitancy: Rationale,
remit, and methods,
Elsevier, August 2015

Address vaccine
hesitancy via systemic
intervention

Systemic
immunization studies

https://doi.org/10.
1016/j.vaccine.
2015.04.035

11 Community pharmacy
involvement in vaccine
distribution and
administration,
Elsevier, May 2009

Continuously monitor
pharmacy inventory

Applicability of
non-traditional
setting in the vaccine
landscape

https://doi.org/10.
1016/j.vaccine.
2009.02.086

12 Challenges and efforts
in vaccine
development and
distribution, Elsevier,
September 2017

Implement an
emergency handling
mechanism

Vaccine hesitancy,
excess production,
and logistical
inconsistencies

https://doi.org/10.
1016/j.vaccine.
2017.07.091

13 Vaccine distribution
chains in low- and
middle-income
countries, Elsevier,
December 2019

Tackle distribution
challenges during a
lack of financial
support

Direct access to
immunization
mechanism

https://doi.org/10.
1016/j.omega.
2019.08.004

14 Survey of distribution
of seasonal influenza
vaccine doses in 201
countries (2004–2015):
The 2003 World Health
Assembly resolution
on seasonal influenza
vaccination coverage
and the 2009 influenza
pandemic have had
very little impact on
improving influenza
control and pandemic
preparedness, Elsevier,
August 2017

Implement a possible
global monitoring
system

Continuous
monitoring and
vaccine
recommendation
systems

https://doi.org/10.
1016/j.vaccine.
2017.07.053

15 Vaccine production,
distribution, access,
and uptake, The
Lancet, August 2011

Ensure availability of
vaccines on a global
level

Quality control and
reliable distribution
channels

https://doi.org/10.
1016/S0140-673
6(11)60478-9

(continued)

https://doi.org/10.1016/j.vaccine.2020.05.077
https://doi.org/10.1016/j.vaccine.2020.05.038
https://doi.org/10.1016/j.vaccine.2015.04.035
https://doi.org/10.1016/j.vaccine.2009.02.086
https://doi.org/10.1016/j.vaccine.2017.07.091
https://doi.org/10.1016/j.omega.2019.08.004
https://doi.org/10.1016/j.vaccine.2017.07.053
https://doi.org/10.1016/S0140-6736(11)60478-9
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Table 1. (continued)

Serial No. Name, Publisher,
Month & Year

Objective Methods &
Techniques

Paper Link

16 Optimizing Vaccine
Allocation to Combat
the COVID-19
Pandemic Medrxiv,
November 2020

Effectively allocate
vaccine units to
handle the virus

Response capture
hybrid model

https://doi.org/10.
1101/2020.11.17.
20233213

17 A planning model for
the WHO-EPI vaccine
distribution network in
developing countries,
Taylor and Francis,
May 2013

Mitigate inefficiencies
of the EPI network

Linear programming
and capacity
expansion

https://doi.org/10.
1080/0740817X.
2013.813094

18 Optimal Vaccine
Distribution Strategy
for Different Age
Groups of Population:
A Differential
Evolution Algorithm
Approach, Hindawi,
August 2014

Develop an
age-structured model
of distribution

Differential Evolution
Algorithm

https://doi.org/10.
1155/2014/702973

19 Efficient Vaccine
Distribution Based on
a Hybrid
Compartmental Model.
PLOS ONE, May 2016

Develop a distribution
mechanism using a
compartmental model

Epidemic
Compartmental
Model

https://doi.org/10.
1371/journal.pone.
0155416

20 Comparing COVID-19
vaccine allocation
strategies in India: a
mathematical
modeling study,
Medrxiv, November
2020

The contrast between
various strategies
involved in the
distribution

Expanded SEIR
Model

https://doi.org/10.
1101/2020.11.22.
20236091

4 Dataset Description and Sample Data

The dataset being used for this project is available on covid19india.org, since it is real-
time and is trusted bymedical and governmental entities,we chose to use that it represents
some rows in the dataset. The dataset consists of five attributes and they are district,
population, confirmed cases, recovered cases and deaths cases. The dataset is normalized
by usingmin-max andmean normalization technique. In the original dataset, somevalues
have been intentionally removed to illustrate the missing values handling mechanism.
Delete the rows or columns with null values to manage missing values. Columns can be
completely removed if they contain more than half of the rows as null values. Rows that
have one or more columns with null values can also be removed. The sample dataset
used for the proposed work is shown in the Table 2.

https://doi.org/10.1101/2020.11.17.20233213
https://doi.org/10.1080/0740817X.2013.813094
https://doi.org/10.1155/2014/702973
https://doi.org/10.1371/journal.pone.0155416
https://doi.org/10.1101/2020.11.22.20236091
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Table 2. Sample Dataset

District Population Confirmed Recovered Deaths

Ariyalur 860579 3148 2694 36

Chennai 5297274 143602 129677 2896

Coimbatore 3942171 19948 15584 3320

Cuddalore 2970742 14865 11052 156

Dharmapuri 1717801 1560 1205 160

Dindigul 2462144 7501 6367 143

Erode 2566988 4082 2957 52

Kanyakumari 2132226 10404 9367 1970

Karur 1213522 1948 1517 30

Krishnagiri 2142982 2715 2036 36

Madurai 3463607 14988 13555 368

5 Proposed Algorithm with Flowchart

The proposed algorithm consists of four phases and is shown in the Fig. 1. The four
phases, along with a detailed process flow explanation is presented below. They are

• Phase 1: Preprocessing
• Phase 2: Input
• Phase 3: Computation
• Phase 4: Output

5.1 Phase 1: Preprocessing

In preprocessing phase, the system reads the values from the csv file. The csv file will be
operated upon if it consists of missing values. These missing values are handled using
Min-Max scaling. In this approach, we try to scale our data between zero and one. The
benefit of having such a range, is that we will end up with significantly slighter standard
deviations, which can suppress outliers.

Min-Max and Mean Normalization:
Normalization is a technique used to scale data between 0 and 1. Min-Max is a nor-
malization strategy which linearly transforms x to y, which could be substituted by the
absolute of (x-minimum)/(maximum-minimum), these are values in the set of observed
values of x. This means, the min value is equated to zero and the max value is equated to
one. Therefore, the entire range of values from minimum to maximum is mapped to the
range 0 to 1. It becomes simple to compute a mean value in accordance to the already
computed min-max value. Example: For a region X with an unknown total population,
minimum of 1000 and maximum of 2000 in population, Min-Max would return 1and
therefore mean to be computed will be closer to the maximum, hence the mean of the
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mean of min and max and max, which is (mean (mean(min, max), max) will be substi-
tuted to region X. Min-Max and mean normalisation technique is beneficial when the
feature distribution is unclear when compared to weighted average normalisation.

5.2 Phase 2: Input

Soon after preprocessing the data, the system is open to read input vaccine production
volume at a given facility at any given point in time. It’s noteworthy that the system,
owing to the purposes of minimalism doesn’t require any more input than this. Example:
Input total production of 10,000 units.

5.3 Phase 3: Computation

Like the name dictates, in this phase, several computational processes are implemented,
startingwith computing priority indices for all given sub regions beneath themain region
followed by sorting the relation by highest to lowest priority, followed by first round of
assigning volume of vaccines to be allotted to a certain sub region followed by second
round of assigning volume of vaccines for the purpose of handling excess.

Example:With the given values, a priority index of 0.003175 is computed for Region
X, in accordance to the priority index a volume of 1202 is allocated to Region X after
handling for excess.

5.4 Phase 4: Output

Once the computation is successful, vaccine distribution by sub region displays as a
tabular column and illustrated graphically for the perusal of the end-user. Example: The
data from phase 3 is tabulated and plotted and is displayed for the end-user.

Fig. 1. Flowchart for the proposed Algorithm



362 B. Valarmathi et al.

6 Pseudocode

The proposed system’s pseudo code is given below.

Step 1: Compute the priority index using for all regions Eq. (1) in Section (II)
Step 2: Input the available volume of vaccines
Step 3: Allocate the units in accordance to the computed priority index
Step 4: Reroute to handle excess volume of vaccines
Step 5: Tabulate the computed values and
Step 6: Plot the graph to illustrate distribution schema
Step 7: Display the plot and table in the output screen

7 Application Screenshots

Figure 2(a) represents the home screen of the application that appears soon after pre-
processing phase is completed, once an appropriate value is given and distribution is
initiated by clicking the “Distribute Now” button, it triggers the computation phase and
finally with the data in order, a graphical illustration as given in Fig. 2(b) is drawn along
with a tabular column which is presented in the next section.

Fig. 2. a. Vaxallot Homescreen

8 Results and Discussion

Since the application is first of its kind and can’t directly be compared with supply chain
management programs that’s available for commercial use presently, its results cannot
be compared with an existing benchmark of any sort, whatsoever the following is a
representation of how its results vary with global standards. In the Fig. 3, given 20,000
units, the system computes priority index (PI) and lists it under ‘PI’ and computes volume
to be distributed accordingly. The first column indicates index number as it was before
the data was processed for demographical purposes.
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Fig. 2. b. Vaxallot Graphical Representation

The OpenPro software link is given as Instance: https://openpro.com/distribution/.
OpenPro is a popular Supply Chain Distribution Management Software, it’s ref-

erenced here to illustrate an existing tool that can implement linear distribution. It’s
noteworthy that Table 3 is a representative simulation sourced out of a popular spread-
sheet tool when the algorithm is implemented. From the Fig. 3 and Table 3, we can
observe differential assignment in Vaxallot and proportionate assignment in a standard
supply chain software. Moreover, for a total of 39 districts and 20,000 units of vac-
cines available, Vaxallot distributed it amongst all districts and was left with no excess
whilst the conventional program post distribution was left with 3616 units (512 * 32).
Hence, Vaxallot is clearly better than a conventional application that intends to distribute
vaccines amongst consumers.

The comparison of volume of vaccine distribution using conventional program and
Vaxallot with PI value is shown in the Table 4. For example, in XYZ district, the number
of confirmed cases is 12, but the number of vaccines given to XYZ district is 512. Out
of 512, only 12 vaccines are used and remaining 500 vaccines are not used. In ABC
district, the number of confirmed cases is 712, but the number of vaccines given to ABC
district is also 512. But, in ABC district, all the 512 vaccines are used, still ABC district
need 12 vaccines. Here, the vaccine distribution is not effectively used. For more or less
confirmed cases, the vaccine distribution is only 512 by using the conventional program.

The volume of vaccine distribution using conventional program is 512 for all the
districts (i.e.) the number of vaccines are equally distributed to all the districts. The
vaccine distribution using Vaxallot is the proposed method. The proposed method will
solve this problem. If more number of confirmed cases is present means more vaccine
will be districted to that district by using priority index. The priority index value will
be high for high number of confirmed cases present in that district by using Vaxallot.

https://openpro.com/distribution/
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Fig. 3. Output from Vaxallot for 20,000 Vaccine Units

The priority index value will be low for low number of confirmed cases present in that
district by using Vaxallot.

The volume of vaccine distribution using conventional program (i.e.) the output from
Linear Distribution Supply Chain Software (Simulated) for 20,000 Vaccine Units is 512.
For all the districts, the value is 512. In particular district, the confirmed cases are more
means the number of vaccines is distributed to that district is 512. If the confirmed
cases are less means the number of vaccines are distributed to that district is 512. For
example, in particular district, the number of confirmed cases is 200, but the vaccine
given is 512. In this case, vaccine distribution not proper manner. That is the drawback
of the convention program. In order to avoid this, the proposed method will distribute
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Table 3. Output from Linear Distribution Supply Chain Software (Simulated) for 20,000 Vaccine
Units

District Population Confirmed Recovered Deaths Volume of vaccine distribution using conventional
program

Ariyalur 860579 3148 2694 36 512

Chengalpattu 2570237 28994 25916 463 512

Chennai 5297274 143602 129677 2896 512

Coimbatore 3942171 19948 15584 3320 512

Cuddalore 2970742 14865 11052 156 512

Dharmapuri 1717801 1560 1205 160 512

Dindigul 2462144 7501 6367 143 512

Erode 2566988 4082 2957 52 512

Kallakurichi 2570237 7292 6050 850 512

Kanchipuram 4558007 18628 17056 275 512

Kanyakumari 2132226 10404 9367 1970 512

Karur 1213522 1948 1517 30 512

Krishnagiri 2142982 2715 2036 36 512

Madurai 3463607 14988 13555 368 512

Mayiladuthurai 164985 2446 2328 18 512

Nagapattinam 1842753 3413 2347 57 512

Namakkal 1968325 2795 2028 46 512

Nilgiris 838349 1989 1567 140 512

Perambalur 644354 1446 1335 180 512

Pudukkottai 1844913 6886 5889 116 512

Ramanathapuram 1542927 5039 4595 110 512

Ranipet 2570237 11567 10588 138 512

Salem 3969544 13005 10453 194 512

Sivaganga 1526575 4345 4006 113 512

Tenkasi 2570237 5959 5185 111 512

Thanjavur 2742715 7691 6554 1230 512

Theni 1420325 13338 12342 153 512

Thirupathur 2570237 3339 2824 680 512

Thiruvallur 4250039 26841 24592 446 512

Thiruvannamalai 2809958 12211 10366 182 512

Thiruvarur 1441276 4560 3659 60 512

Thoothukudi 1995201 11894 11065 116 512

Tirunelveli 3508046 10523 9243 189 512

Tiruppur 2826119 3792 2425 820 512

Trichy 3103411 8336 7301 125 512

Vellore 4487417 11949 10663 183 512

Villuppuram 3943115 8660 7769 82 512

(continued)
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Table 3. (continued)

District Population Confirmed Recovered Deaths Volume of vaccine distribution using conventional
program

Virudhunagar 2214208 13458 12741 200 512

Unknown 2570237 2229 2145 40 512

Table 4. Comparison of the volume of vaccine distribution using the conventional program and
Vaxallot with PI value

District Population Confirmed Recovered Deaths PI Volume of vaccine
distribution using
Vaxallot

Volume of vaccine
distribution using
conventional
program

Chennai 5297274 143602 129677 2896 31.75 2404 512

Coimbatore 3942171 19948 15584 3320 19.49 1476 512

Kanyakumari 2132226 10404 9367 1970 14.1 1068 512

Chengalpattu 2570237 28994 25916 463 13.78 1044 512

Cuddalore 2970742 14865 11052 156 13.36 1012 512

Thanjavur 2742715 7691 6554 1230 8.63 653 512

Kallakurichi 2570237 7292 6050 850 8.14 617 512

Theni 1420325 13338 12342 153 8.09 612 512

Tiruppur 2826119 3792 2425 820 7.74 585 512

Mayiladuthurai 2570237 12498 10966 433 7.65 580 512

Thiruvannamalai 2809958 12211 10366 182 7.21 545 512

Salem 3969544 13005 10453 194 6.92 523 512

Nilgiris 838349 1989 1567 140 6.7 508 512

Thiruvarur 1441276 4560 3659 60 6.67 504 512

Thiruvallur 4250039 26841 24592 446 6.34 479 512

Nagapattinam 1842753 3413 2347 57 6.09 461 512

Pudukkottai 1844913 6886 5889 116 6.03 456 512

Ariyalur 860579 3148 2694 36 5.69 431 512

Madurai 3463607 14988 13555 368 5.2 394 512

Dindigul 2462144 7501 6367 143 5.19 393 512

Thoothukudi 1995201 11894 11065 116 4.74 358 512

Thirupathur 2570237 3339 2824 680 4.65 351 512

Erode 2566988 4082 2957 52 4.59 348 512

Perambalur 644354 1446 1335 180 4.52 343 512

Ranipet 2570237 11567 10588 138 4.35 329 512

Tirunelveli 3508046 10523 9243 189 4.19 317 512

Virudhunagar 2214208 13458 12741 200 4.14 313 512

Namakkal 1968325 2795 2028 46 4.13 313 512

(continued)
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Table 4. (continued)

District Population Confirmed Recovered Deaths PI Volume of vaccine
distribution using
Vaxallot

Volume of vaccine
distribution using
conventional
program

Kanchipuram 4558007 18628 17056 275 4.05 307 512

Karur 1213522 1948 1517 30 3.8 288 512

Trichy 3103411 8336 7301 125 3.74 283 512

Ramanathapuram 1542927 5039 4595 110 3.59 271 512

Tenkasi 2570237 5959 5185 111 3.44 260 512

Krishnagiri 2142982 2715 2036 36 3.34 253 512

Vellore 4487417 11949 10663 183 3.27 247 512

Dharmapuri 1717801 1560 1205 160 3 228 512

Sivaganga 1526575 4345 4006 113 2.96 224 512

Viluppuram 3943115 8660 7769 82 2.47 186 512

Unknown 2570237 2229 2145 40 0.48 36 512

the vaccine to each district in an effective manner. The comparison of volume of vaccine
distribution using conventional program is shown in the Fig. 4.

Fig. 4. Volume of vaccine distribution through conventional program

The volume of vaccine distribution using conventional program (i.e.) the output
from Linear Distribution Supply Chain Software (Simulated) for 20,000 Vaccine Units
is 512. For all the districts, the value is 512. In the proposed method (Vaxallot with PI),
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in particular district, the confirmed cases are more means more number of vaccines are
distributed to that district. If the confirmed cases are less means less number of vaccines
are distributed to that district. The comparison of volume of vaccine distribution using
conventional program and Vaxallot is shown in the Fig. 5.

Fig. 5. Comparison of volume of vaccine distribution using conventional program and Vaxallot

Figure 6 is the radar chart. It’s also called a star or spider chart. This chart compares
the values of volume of vaccine distribution using conventional program, volume of
vaccine distribution using Vaxallot and PI relative to a central point.

Fig. 6. Comparison of volume of vaccine distribution using conventional program and Vaxallot
with PI value
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9 Comparative Study

The comparative study of Vaxallot and Conventional system is shown in the Table 5.
The parameters for the comparative study of Vaxallot and Conventional system are given
below.

A) Scalability
B) Custom Index
C) Preprocessing
D) Excess Handling
E) Usability

A) Scalability
Input information solicited by Vaxallot is limited to available quantity of vaccines and
nothing more as opposed to popular distribution ecosystems that require many param-
eters to proceed with processing, in environments that can’t provide all parameters as
requested by the software, the algorithm is prone to fail. Since Vaxallot is developed to
be accommodated for any condition, it will run successfully. Example: When Vaxallot
requests for total volume in Fig. 2(a), other applications requests for parameters like age,
available beds, number of medical facilities and etc.

B) Custom Index
Unlike conventional tools and utilities, Vaxallot doesn’t handle multiple parameters on
individual channels. It fuses available values into what’s called as the ‘Priority Index’,
an indexing system that sorts all regions according to the computed sensitivity threshold.
Example: As seen in Table 4, the column ‘PI’ represents Priority Index, the regions are
sorted for better readability and vaccine volume is computed accordingly.

C) Preprocessing
Vaxallot also comes with an inbuilt preprocessing module that seeks to prevent wastage
and distribute with careful consideration. This is something almost all supply chain
systems lack. Example: As seen in the Table 6, with a conventional algorithm applied
over the source data without normalization, it returns nothing for fields with missing
values, thereby contributing to wastage, Vaxallot overcomes this problem by instituting
an explicit minmax algorithm and bridging the inconsistencies.

D) Excess Handling
Administration of vaccines usually take place in several rounds but rounds don’t have
multiple distribution cycles, thereby introducing surplus units that get carried over to
next round and in entirety this inefficiency could have adverse effects, that’s why Vax-
allot comes with an excess handling mechanism that ensures zero wastage. Example:
Comparing Fig. 3 and Table 3, we could infer that Table 3 has a linear distribution mech-
anism and that it doesn’t cater regions with missing values, thereby suffering from an
excess of close to 3616 units. Figure 3 overcomes this problem by handling excess units.
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E) Usability
Most supply chain applications out there are operated locally, meaning a user will have
to download and install the application on their system. Vaxallot operates on the cloud,
from the information it handles and to its algorithm. Example: Total size of Vaxallot
v1.0 on cloud is 428 kB as opposed to popular distribution applications whose size is in
gigabytes.

Table 5. Comparative study of Vaxallot and Conventional system

Vaxallot Conventional Distribution System

Vaxallot is scalable, meaning the system can
handle growing population in any given region
and any given time

Conventional systems will need additional
resources to be ported to bigger regions

Vaxallot distributes units in accordance to its
exclusive priority index parameter that
incorporates crucial factors to consider

In the traditional space it’s either linear
distribution where factors aren’t considered or
distribution with some of the many factors
considered

Vaxallot also comes with a preprocessing
mechanism that effectively deals with missing
values in the data source

Conventional systems operate on data as
available and wouldn’t cater anomalies

Vaxallot can handle excess produce by
effectively rerouting them into the system

Most systems out there don’t have a standing
mechanism to handle surplus

Vaxallot is a lightweight and an on-the-web
realtime solution that’s backed by data stored
on the cloud, hence the system would be up to
date, any given time

Popular Supply Chain Distribution tools are
bulky softwares that needs to be downloaded
onto a local system backed by local data

Table 6. Conventional algorithm applied over the original source data without normalization

Region of Interest Total Population Confirmed Recovered Deaths Volume

Ariyalur 860579 3148 2694 36 512

Chengalpattu (value retracted
intentionally)

28994 25916 463 NA

Chennai 5297274 143602 129677 2896 512

Coimbatore 3942171 19948 15584 3320 512

Cuddalore 2970742 14865 11052 156 512

Dharmapuri 1717801 1560 1205 160 512

Dindigul 2462144 7501 6367 143 512

Erode 2566988 4082 2957 52 512

Kallakurichi (value retracted
intentionally)

7292 6050 850 NA

(continued)
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Table 6. (continued)

Region of Interest Total Population Confirmed Recovered Deaths Volume

Kanchipuram 4558007 18628 17056 275 512

Kanyakumari 2132226 10404 9367 1970 512

Karur 1213522 1948 1517 30 512

Krishnagiri 2142982 2715 2036 36 512

Madurai 3463607 14988 13555 368 512

Mayiladuthurai 2570237 12498 (value retracted
intentionally)

433 NA

Nagapattinam 1842753 3413 2347 57 512

Namakkal 1968325 2795 2028 46 512

Nilgiris 838349 1989 1567 140 512

Perambalur 644354 1446 1335 180 512

Pudukkottai 1844913 6886 5889 116 512

Ramanathapuram 1542927 5039 4595 110 512

Ranipet (value retracted
intentionally)

11567 10588 138 NA

Salem 3969544 13005 10453 194 512

Sivaganga 1526575 4345 4006 113 512

Tenkasi (value retracted
intentionally)

5959 5185 111 NA

Thanjavur 2742715 7691 6554 1230 512

Theni 1420325 13338 12342 153 512

Thirupathur (value retracted
intentionally)

3339 2824 680 NA

Thiruvallur 4250039 26841 24592 446 512

Thiruvannamalai 2809958 12211 10366 182 512

Thiruvarur 1441276 4560 3659 60 512

Thoothukudi 1995201 11894 11065 116 512

Tirunelveli 3508046 10523 9243 189 512

Tiruppur 2826119 3792 2425 820 512

Trichy 3103411 8336 7301 125 512

Vellore 4487417 11949 10663 183 512

Villuppuram 3943115 8660 7769 82 512

Virudhunagar 2214208 13458 12741 200 512

Others (value retracted
intentionally)

2229 2145 40 NA

Conventional algorithm applied over the original source data without normalization
is shown in the Table 6.
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10 Conclusion and Future Work

With Vaxallot, if not all challenges, crucial challenges concerning vaccine distribution
were addressed. The proposed algorithm seeks to implement differential distribution
and the basis of distribution was determined using a specialized parameter called the
‘Priority Index’. With that in effect, total volume of vaccines available was effectively
distributed amongst the consumers within the listed Sub Regions.

Once amechanismwith a firmunderstanding of the requisite of the population spread
across the world is established, a web-based system could be rolled out. This shall hence
pave the way to effectively deal with the ongoing pandemic situation.

Despite is exposed to various attacks in the past, we’ve only looked at a short-
term solution that wears out over time. The application was developed with adequate
consideration for future usage in critical conditions and circumstances, therefore, the
solution can be adapted & used for possible future incidents too. Possible future work
would include specific utility tools for warehouses and logistical ventures, information
pertaining to cold storage of the units and incorporation of other purposeful features.
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