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Preface

We are delighted to introduce the proceedings of the fourth edition of the European
Alliance for Innovation (EAI) International Conference on Cognitive Computing and
Cyber Physical Systems (EAI IC4S 2023), hosted by Vishnu Institute of Technology,
Bhimavaram, Andhra Pradesh, India during 4–6 August 2023 in hybrid mode. This con-
ference has together researchers, developers and practitioners around the world who are
leveraging and developing intelligent computing systems and cyber physical systems
so that communication becomes smarter, quicker, less expensive and accessible in bun-
dles. The theme of EAI IC4S 2023 was “Cognitive computing approaches with machine
learning techniques and advanced communications”.

The technical program of EAI IC4S 2023 consisted of 70 full papers, which were
presented in online mode, i.e. on a web platform, and also in offline mode. The above
papers were presented by the registered authors in fourteen technical sessions under
five different tracks. The conference tracks were: Track 1 – Machine Learning and
its Applications; Track 2 – Cyber Security and Signal Processing; Track 3 – Image
Processing; Track 4 – Smart Power Systems; and Track 5 – Smart City Eco-system
and Communications. Apart from the high-quality technical paper presentations, the
technical program also featured two keynote speeches and one plenary talk. The two
keynote speakers were NishuGupta from the Department of Electronic Systems, Faculty
of InformationTechnology andElectrical Engineering,NorwegianUniversity of Science
and Technology (NTNU) in Gjøvik, Norway and Manuel J. Cabral S. Reis from UTAD
University Engineering Department, Portugal. The plenary talk was presented by Anil
Gupta, Associate Director, C-DAC, Pune, India on the role of cyber physical systems in
assistive technology.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. Manuel
J. Cabral S. Reis successfully served as general chair for this edition and helped the
conference to proceed smoothly. It was also a great pleasure to work with such an
excellent organizing committee team for their hard work in organizing and supporting
the conference. In particular, the Organizing Committee chaired byNishuGupta, and the
Technical Program Committee, chaired by Prakash Pareek coordinated and completed
the peer-review process of technical papers and made a high-quality technical program.
We are also grateful to Conference Managers Sara Csicsayova and Kristina Havlickova
for their support and to all the authors who submitted their papers to the EAI IC4S 2023
conference.

We sincerely appreciate the management and administration of Vishnu Institute of
Technology, Bhimavaram (VITB), Andhra Pradesh, India and especially Chairman of
Sri Vishnu Educational Society (SVES), Shri K. V. Vishnu Raju, Vice Chairman of
SVES, Sri Ravichandran Rajagopal, Secretary of SVES, Shri K. Aditya Vissam and D.
Suryanarayana, Director and Principal of VITB, K. Srinivas, Vice Principal, VITB and
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N. Padmavathy, Dean R&D,VITB for giving their support to us as themain host Institute
of EAI IC4S 2023.

We strongly believe that EAI IC4S 2023 conference provided a good forum for
all researchers, developers and practitioners to discuss scientific and technological
aspects relevant to cognitive computing and cyber physical systems. We also expect
that future EAI IC4S conferences will be as successful and stimulating as indicated by
the contributions presented in this volume.

December 2023 Prakash Pareek
Nishu Gupta

M. J. C. S. Reis
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Abstract. Schizophrenia (SZ) is one of the mental disorder due to which many
people are suffering around the world. People suffering with this disorder experi-
ence hallucinations, delusions, confusing speech and thinking patterns, etc. In
a clinical environment, doctors judge Schizophrenia directly using electroen-
cephalogram (EEG). Automatic detection of SZ is achieved in earlier works by
using the time domain and frequency domain features extracted from the given
EEG signals. These features are used to train various Machine Learning and Deep
Learning approaches for the classification of SZ from the given EEG signal. The
proposedwork uses Short-TimeFourier Transform (STFT) for converting 1DEEG
data into 2D spectrogram image data. This work proposes a simple Convolutional
Neural Network (CNN) model for the efficient detection of SZ from the given
spectrograms. Performance of the proposed CNN model is compared with vari-
ous existing CNNs such as Alex net, VGG16, Resnet. Performance of these CNNs
is evaluated in terms of accuracy, precision, recall and F1 Score. It is observed
from the results that the proposed CNN performed better showing its potential for
efficient detection of SZ.

Keywords: Schizophrenia · Electroencephalogram · Spectrogram · Short-time
Fourier Transform · Convolutional Neural Networks · Deep Learning
Approaches

1 Introduction

There are many mental disorders for human beings in which SZ is one of the important
mental disorder due to which many people are suffering [1, 2]. It changes the way a
person thinks and behaves. People sufferingwith this disorder experience hallucinations,
delusions, their speech and thinking patterns are confusing, they want to disconnect

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
P. Pareek et al. (Eds.): IC4S 2023, LNICST 536, pp. 3–11, 2024.
https://doi.org/10.1007/978-3-031-48888-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48888-7_1&domain=pdf
http://orcid.org/0000-0001-9525-8706
http://orcid.org/0000-0002-0604-9038
http://orcid.org/0000-0002-0089-1734
https://doi.org/10.1007/978-3-031-48888-7_1


4 A. Prabhakara Rao et al.

from people around them including their dear ones, not even care about their personal
hygiene, etc. [3]. In a clinical environment, doctors judge Schizophrenia directly using
electroencephalogram (EEG). EEG is the most commonly used signal to analyze the
mental condition of human beings. EEG signals record various mental conditions of the
brain such as mental stress and other disorders. EEGs are becoming popular in recent
years in research and diagnosis of various neurological disorders such as Epilepsy,
Schizophrenia, etc. These signals contain significant amount of information of higher
dimensions and they show complex functioning of the brain and they are very difficult
to analyze directly [1]. EEGs provide more detailed information over other existing
methods as far as Schizophrenia is concerned [4]. Researchers have proposed both time
features [5] and frequency features [6] extracted from EEG signals to detect the state
changes in the brain and detect Schizophrenia.

In the past few years, computer aided diagnosis supported bymachine learning (ML)
algorithms have revolutionized the study of complex EEG signals using various time-
domain and frequency domain features to identify the schizophrenia. Several researchers
have used ML based framework in the diagnosis of various diseases such as epileptic
Seizures, Schizophrenia, etc. [7]. Many DL approaches are invented today for classi-
fication and segmentation in today’s world, because DL gives the better performance
compared to ML techniques. This work mainly focuses on DL approaches and proposes
a simple CNN model for efficient detection of SZ.

First part of this paper is an Introduction section which gives an insight into the
global burden of Schizophrenia and how it can be detected at an early stage by using
EEG signals which can be analyzed efficiently with various computer aided diagnostic
tools involving various ML and DL frameworks. Second part of the paper gives a brief
review of the earlier works done in this domain. Next section – materials and methods
present the details of data used to train the deep learning models and details of proposed
deep learning model. In the next section, results are presented and a summary of these
results are discussed in this section. In the last section conclusions are presented.

2 Literature Review

In this section, a summary of the research work done by the researches in detecting
Schizophrenia using EEG signals analyzed by various traditional ML algorithms as well
as trending DL models. In a recent study Miras et al. [8] have performed various linear
and non-linearmeasures to extract seventeen features from the resting stage EEG signals.
These selected features were used as inputs to five traditional ML based algorithms to
analyze SZ. This study includes 31 patients out of which 20 were healthy controls and
11 were SZ patients. In another study, Ranjan et al. [9] applied Kruskal Wallis test to
select 8 significant features out of the 24 features extracted from 16 channel EEG signals
of 84 subjects. These features were applied to various classical ML algorithms and they
have reported that ensemble bagging tree classifier performed better with an accuracy
of 92.3%.

A hybrid framework combining brain-effective connectivity analysis [10] and deep
learning is proposed for schizophrenia detection using EEG signals. Transfer Entropy
measures causalities betweenEEGchannels, forming connectivity images. These images
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are inputted into pre-trained CNN models (VGG-16, ResNet50V2, InceptionV3, Effi-
cientNetB0, DenseNet121), and their deep features are processed by an LSTM model.
The hybrid CNN-LSTM models achieve exceptional accuracy, with EfficientNetB0-
LSTM reaching 99.90% average accuracy and 99.93% F1-score using 10-fold cross-
validation. The method shows strong capability in detecting schizophrenia patients from
healthy controls.

Researchers developed an interpretablemachine learningmethod [11] for diagnosing
schizophrenia based on DSM-5 criteria. The method integrates smoothly into existing
clinical processes, providing clinicians with trust and understanding. By combining two
attention mechanisms, attribute importance and interactivity are determined. The model
demonstrates the robustness and real-world applicability through experiments with aug-
mented test data. It achieves a high accuracy of 98% with 10-fold cross-validation,
highlighting its effectiveness in assisting clinicians with schizophrenia diagnosis.

A study byZulfikarAslan [12] introduces a highly accuratemethod for automatically
detecting schizophrenia fromEEG records. It utilizes the ContinuousWavelet Transform
to extract time-frequency features from the signals, achieving the highest accuracy in
the literature. The VGG16 deep learning architecture is employed for feature extraction,
resulting in classification accuracies of 98% for SZ patients and 99.5% for healthy indi-
viduals. Visualizations of the CNN network highlight frequency component differences
between SZ patients and healthy individuals, facilitating easy interpretation. The per-
formance of the model was evaluated in terms of accuracy, sensitivity, specificity, and
F1 score. The results demonstrated that the deep learning approach achieved high accu-
racy and reliable classification performance, outperforming traditional machine learning
methods and indicating the potential of CNN-based models in the accurate identification
of schizophrenia using EEG signals.

ML based works trained with various algorithms of SVM, KNN and RF. These
works achieved maximum accuracy of 92.5 [13]. The researchers extracted various
features from the EEG data and applied a SVM classifier to differentiate between SZ
patients and Normal people. The proposed framework achieved an accuracy of 90.3%
in the classification task. In [14] several ML algorithms, including SVM, KNN, RF, and
ANN,were trained and evaluated. The SVMalgorithm achieved the accuracy, sensitivity
and specificity of 86.5%, 85.7% and 87.2% respectively and an AUC-ROC of 0.907,
indicating its effectiveness in distinguishing individuals with schizophrenia from healthy
controls based on EEG signals.

The literature shows the work progress of EEG classification using ML and DL
methods. TheDLmethods are superior than theMLmethods. This workmainly focusses
on DL method in detection of SZ using spectrogram-based EEGs.

This paper is organized as follows, Sect. 1 presents introduction and motivation of
work, Sect. 2 describes the literature of the proposed work and some important findings
in the existing work, Sect. 3 gives the detailed description on methodology, dataset used
and the proposed CNN architecture. Results and comparisons are briefly described in
Sect. 4 and Sect. 5 gives the conclusions and future scope of the work.
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3 Proposed Methodology

The proposedmethodologymainly has three important stages that is collecting EEGdata
set for Norm and SZ, converting the EEG 1D data into 2D image data using STFT which
is called as spectrogram and customized CNN for classification. Details of proposed
work is illustrated in a block diagram as shown in Fig. 1. The EEG data acquired from
source has three conditions, condition-1: hitting a button causes an audible sound to be
generated immediately, condition-2: Listening the same audible sound passively, and
condition-3: hitting a button does not cause a sound to be generated.

Fig. 1. Block Diagram of the proposed method

The next important phase of the work is converting 1D signal to 2D image. The EEG
signals acquired from the patients and normal persons are converted into spectrogram
using STFT. The STFT is a Fourier transform extension that offers information on
the components of a signal in the frequency domain. Main idea behind the STFT is
to divide a signal into short segments or windows and apply the Fourier transform to
each window individually. By doing so, we can examine the frequency content of the
signal with a small duration of time. Resulting STFT representation displays how the
signal’s frequency components evolve over different time intervals. It provides valuable
information about the spectral content of a signal at different points in time, which is
essential for understanding and manipulating signals with time-varying characteristics.
The mathematical expression for STFT with an input x[n] is given below in Eq. (1).

STFT (x[n]) = X
[
m, f

] =
∑∞

n=−∞ x[n]w[n − m]e−jfn (1)

where w[n] is the window function with a small duration and sliding along the time
axis until the last point of the signal. This mechanism gives the time and frequency
representation of a signal. The STFT of EEG signals under Norm and SZ is shown in
Fig. 1.

Customized CNN
The proposed CNN is a customized CNN, which consists of input layer, hidden and
fully connected layers. CNN mainly consists of convolution layers, which is the core
component of CNN. Convolution layer is a fundamental building block in CNNs, which
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are a type of DL architecture commonly used for image and video processing tasks. The
convolutional layer performs a convolution operation on the input data to extract local
features and learn hierarchical representations.

There are filters or kernels in CNN, which are small-sized matrices. The output of
each convolution layer is convolution sum of input with filter weights. This involves
element-wise multiplication of the filter with a local receptive field of the input data,
followed by summation of the multiplied values. Equation (2) shows the mathematical
expression for convolution in discrete domain.

y[m, n] =
∑∞

k=−∞
∑∞

r=−∞ x[k, r]h[m − k, n − r] (2)

where h[m,n] is the filter weights of the convolution layer. During the convolution oper-
ation, the filter is slid over the input data in a sliding window manner, computing the
element-wise products and summing them up to generate a single value in the corre-
sponding location of the featuremap. This process is repeated for every possible receptive
field in the input, resulting in feature maps.

Max Pooling Layer
This layer is to extract themost salient features from each local neighborhood of the input
feature map. It divides the feature map into non-overlapping rectangular parts known as
pooling window or pooling regions, and then substitutes the highest number inside each
region.

Fig. 2. Customized CNN for training and testing

The customized CNN is shown in Fig. 2, it consists of input layer of size 227× 227×
3, followed by convolution layers and Relu activation function and for pooling max
pooling is used. At the middle e network dropout layer in order to avoid the overfitting
problem finally fully connected layers and classification layer of size 02 for binary
classification.

The training and testing can be done by using ten-fold cross validation. The process
of tenfold validation can be summarized as follows. Data Splitting: Initially the dataset
portioned into ten subsets, or folds of roughly equal size. Each fold should ideally contain
a representative sample of the data.
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Model Training and Evaluation: The main module model training, here in 9th fold
model is trained and reaming for validation. Ten times doing the same process validate
the set once. In each iteration, the model is trained on a different combination of folds.
Performance Measurement: After each training iteration, the model’s performance is
evaluated using a chosen performance metric on the validation set.

Average Performance: The performance results from the ten iterations are usually
averaged to obtain a single performance metric that represents the model’s performance
across the entire dataset. This average performance metric is used to compare and assess
the model’s generalization ability. By utilizing ten-fold cross-validation, the potential
bias in model evaluation caused by the specific partitioning of the data is reduced. It
provides a more robust estimate, as it evaluates the model on multiple diverse subsets of
the data.

4 Results

The proposed method uses a customized CNN for training and testing. The EEG data of
734 normal samples and 874 SZ effected samples are used for classification. The data
split for training and validation is 0.9 and 0.1 respectively. The optimizer used in the
proposed work is SGDM, RMS Prop and Adams optimizer. The number of Epochs is 6
with a BS of 50 is used as training parameters. The validations accuracy obtained after
training process under various optimizers is tabulated in Table 4, Table 5 and Table 6. It
shows that validation accuracy of adams optimizer achieves best results than other two,
which is for Alex net 82.1, VGG16 83.1, Resnet 83.6 and for proposed customized net
it is 86.3. This indicates that the proposed customized net under Adams optimizer gives
higher validation accuracy compared to standard existing methods.

Table 1, Table 2 and Table 3 shows the testing results, which is confusion matrix
comparison of proposed method with existing methods under different optimizers. In
which 0 represents normal data and 1 represents SZ effected data. It shows that proposed
net has higher prediction accuracy compared to existing nets.

Table 1. Confusion matrix comparison with SGDM optimizer

Alex net VGG16 Resnet Proposed 
CNN

0 1 0 1 0 1 0 1

0 128 21 126 23 125 24 130 19

1 68 91 67 92 64 95 62 97
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Table 2. Confusion matrix comparison with RMSprop optimizer

Alex net VGG16 Resnet Proposed 
CNN

0 1 0 1 0 1 0 1

0 142 7 143 6 146 3 149 0

1 78 81 77 82 2 87 68 91

Table 3. Confusion matrix comparison with Adams optimizer

Alex net VGG16 Resnet Proposed 
CNN

0 1 0 1 0 1 0 1

0 143 6 144 5 145 4 148 1

1 2 157 1 158 2 157 1 158

The performance metrics for comparing proposed CNNwith existing CNN is by the
following metrics. These parameters are calculated from confusion matrix. These are
formulated in Eqs. (3–6) as follows:

Accuracy = TP + TN

TP + TN + FP + FN
(3)

Precision = TP

TP + FP
(4)

Recall = TP

TP + FN
(5)

F1 Score = 2(Precision ∗Recall)
Precision + Recall

(6)

The performance metric comparison is tabulated in Table 4, Table 5 and Table 6.
The following are observations made from results. The proposed customized CNN has
higher validation accuracy, test accuracy, precision, Recall and F1 score compared to
existing CNNs.
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Table 4. Performance metric comparison with SGDM optimizer

Validation Accuracy Test Accuracy Precision Recall F1 score

Alexnet 65.75 71.11 85.91 65.30 74.20

VGG16 67.32 70.77 84.56 65.28 73.67

ResNet50 66.28 71.42 83.86 66.13 73.94

CNN 72.50 73.71 87.24 67.71 76.24

Table 5. Performance metric comparison with RMS prop optimizer

Validation Accuracy Test Accuracy Precision Recall F1 score

Alexnet 66.84 72.40 95.31 64.54 76.96

VGG16 68.43 73.03 95.97 65.28 77.70

ResNet50 72.21 75.64 97.78 66.97 79.49

CNN 80.52 77.92 100 67.71 80.74

Table 6. Performance metric comparison with Adams optimizer

Validation Accuracy Test Accuracy Precision Recall F1 score

Alexnet 82.1 97.41 95.73 98.62 96.54

VGG16 83.3 98.05 96.64 99.31 97.95

ResNet50 83.6 98.13 97.2 98.82 98.34

Proposed CNN 86.3 99.35 99.32 99.31 99.31

The following are the advantages of the proposed method compared to existing
networks

1. Achieves higher validation accuracy of 86.3.
2. Achieves higher testing accuracy of 99.35 with a three-convolution layer network
3. The proposed model is very simple and training time is also low
4. The proposed method has a potential to replace traditional machine learning frame

work.

5 Conclusions

This work mainly focuses on identification of SZ at early stages using deep learning
models. The EEG signals of Normal and SZ samples are collected from an open-source
data set and these EEG signals are converted into image spectrogram using STFT. The
spectrogram of the Normal and SZ samples is trained by using standard CNNs such as
Alexnet, VGG16 and Resnet. This paper proposes a simple customized CNN with three



Schizophrenia Identification Through Deep Learning 11

convolution layers for training,which is less complex and high speed. The proposedCNN
gives better validation accuracy in training and testing as compared to the existing CNN
models. The results exhibited the potential of the proposed CNN model in detecting SZ
efficiently. In future, this work can be extended in two ways: (i) By taking scalogram of
EEG data for training the proposed CNN and (ii) By classifying multiple SZ conditions
using Spectrogram and scalogram.
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Abstract. Date fruits are widely consumed and valued for their nutritional prop-
erties and economic importance. Accurate classification of date fruits is crucial
for quality control, sorting, and grading processes in the food industry. How-
ever, the classification of date fruits poses several challenges due to variations in
their external visible physical attributes and the presence of multiple cultivars. To
address the issue of high-dimensional feature space, the authors, in this research
study propose an optimized ensemblemachine learning framework for multi-class
classification of date fruits by integrating feature selection techniques. The objec-
tive is to develop a reliable and efficient system that can accurately classify date
fruits into different classes based on their physical attributes. Initially, the frame-
work applies various feature selection techniques to identify the most relevant and
discriminative features for classification. Next, it employs variants of ensemble
machine learning techniques to performmulti-class classification. We utilize pop-
ular ensemble methods such as Boosted Trees, Bagged Trees, RUSBoosted Trees
and Optimized Ensemble to improve the accuracy and optimization of the classifi-
cation model. By integrating feature selection techniques, the proposed optimized
ensemble classifier effectively handles the challenges of high-dimensional feature
space and variations in date fruit characteristics. The results confirm the superior-
ity of the proposed framework, highlighting its potential for practical applications
in the food industry.

Keywords: Date Fruit Classification ·Machine Learning · Feature Selection ·
Ensemble Classifier · Neural Networks

1 Introduction and Related Work

Date fruits are widely consumed and recognized for their nutritional value and health
benefits. The accurate classification of date fruits [1–4] into different categories is crucial
for quality control, marketability, and efficient supply chain management. However,
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the process of manually classifying date fruits can be labor-intensive, time-consuming,
and prone to human errors. Therefore, there is a need for automated systems that can
effectively classify date fruits into multiple classes.

In recent years, machine learning techniques [5–12] have shown great potential in
solving complex classification problems [13–22]. These techniques enable computers
to learn from data and make accurate predictions or decisions. In the context of date
fruit classification, machine learning algorithms can analyze various features of date
fruits, such as size, color, texture, and shape, to differentiate between different classes.
This research paper presents a robust ensemble machine learning framework specifi-
cally designed for the multi-class classification of date fruits. The framework integrates
feature selection techniques to enhance the classification performance by reducing the
dimensionality of the data and focusing on the most informative features.

Feature selection [23–27] is a critical step in the classification process as it helps
identify the most relevant features that contribute to accurate classification. By elimi-
nating irrelevant or redundant features, the framework can improve computational effi-
ciency and mitigate the curse of dimensionality of the classification models. Various
feature selection techniques, including filter methods, wrapper methods, and embedded
methods, are explored and integrated into the framework.

The ensemble learning approach [28, 29] is adopted to further enhance the classifi-
cation accuracy and robustness of the framework. Ensemble learning combines multiple
base classifiers to make collective predictions, leveraging the diversity of classifiers to
achieve better overall performance. Different ensemble techniques are investigated and
integrated into the framework.

To evaluate the effectiveness of the proposed framework, a comprehensive dataset of
date fruit images is collected, encompassing different varieties, ripeness stages, lighting
conditions, and imaging angles. The dataset is carefully labelled and pre-processed to
ensure high-quality data for training and testing the classification models. The exper-
imental results demonstrate the superiority of the proposed framework in accurately
classifying date fruits into multiple classes. The integration of feature selection tech-
niques significantly improves the efficiency and effectiveness of the classification pro-
cess by selecting the most informative features. The ensemble learning approach further
enhances the performance by leveraging the collective intelligence of multiple clas-
sifiers. The framework’s robustness is also evaluated by conducting experiments with
different base classifiers and ensemble techniques.

The application of this research extends beyond date fruit classification. The pro-
posed framework can be adapted and applied to other multi-class classification problems
in various domains. By providing an automated and accurate solution for date fruit clas-
sification, the framework contributes to improving quality control and management in
the date fruit industry.

The remaining portion is organized as follows. Section 2 describes the proposed
optimized date fruit multi-class classification framework. Section 3 discusses the exper-
imental results and evaluation of our suggested framework. Finally, Sect. 4 finishes the
work with concluding observations.
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2 Proposed ML Based Optimized Ensemble Date Fruit Classifier
(ML-OEDFS)

The primary focus of this research paper is the introduction of a novel Machine Learning
basedOptimizedEnsembleDateFruitClassifier (ML-OEDFC) for accurately classifying
date fruits into different categories.

Fig. 1. Architecture of Proposed ML-RVR Model

The proposed system presented in Fig. 1, integrates feature selection techniques to
enhance the classification performance by reducing data dimensionality and emphasiz-
ing the most informative features. The overarching goal of this work is to develop an
automated system that effectively categorizes date fruits, leading to improved quality
control, marketability within the date fruit industry.

2.1 ML-OEDFC: Data Collection and Exploration of Dataset

The proposed ML-RDFC leverages the Muratkoklu Date Fruit dataset repository [1]
for research purposes to gain insights into the characteristics and relationships between
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different dry fruits. The dataset consists of 34 attributes that can be classified into seven
distinct classes. In the research investigations, data collection is conducted to analyze
the attributes associated with dry fruit category identification systems.

The model created visual representations, including Pie chart and correlation matrix
to explore the data further. It is observed a normal distribution and most date fruits had
a similar size range as presented in Fig. 2.

Fig. 2. Distribution of Data across all varieties of Date Fruits

Figure 3 displays the correlation matrix of the morphological attributes employed
in this study. The matrix effectively visualizes the interconnectedness and interdepen-
dencies among the different morphological attributes utilized for identifying Date fruit

Fig. 3. Correlation Matrix of Morphological Attributes
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varieties. Upon careful analysis of this matrix, it becomes evident that there exists a
substantial and consistent association between the various qualities.

2.2 ML-OEDFC: Data Pre-processing

The collected dataset has already undergone stages of date fruits images collection,
rotation, flipping and scaling to enhance the quality of dataset. In addition, the researchers
performed resizing, normalization, noisy reduction, and edge detection to extract relevant
features. For the proposed study, the processed dataset is taken as input and split the
dataset into training, validation, and testing sets to evaluate the classifier’s performance.

2.3 ML-OEDFC: Feature Selection Techniques

Feature selection plays a crucial role in optimizing the performance of a Date fruit
classifier. In this study, various feature selection techniques were explored to identify
the most relevant and informative attributes for accurate classification.

One commonly used technique is the Filter approach, which relies on statistical
measures to assess the relevance of each feature independently of the classifier. These
techniques evaluate the relationship between the attributes and the target class, allowing
the selection of features that contribute the most to classification accuracy. Another
approach is the Wrapper method, which utilizes the classifier’s performance as the
criterion for feature selection. This method involves creating subsets of features and
evaluating their impact on the classifier’s accuracy. Embedded methods integrate fea-
ture selection within the learning algorithm itself. They select features during the model
training process based on their importance in improving the model’s performance. Addi-
tionally, hybrid approaches that combine multiple feature selection techniques have
been proposed. These approaches leverage the strengths of different methods to over-
come their individual limitations, resulting in improved feature subsets and classification
performance.

By applying these feature selection techniques to a Date fruit classifier, the proposed
study aim to identify the most discriminative attributes that contribute significantly for
accurate classification. An algorithm for performing feature selection usingML-OEDFC
framework and ranking the features based on different feature selection methods. The
algorithm also identifies the best feature selection method for a given classifier.

Algorithm: ML-OEDFC Feature Selection and Classifier Evaluation.

Input: Selected Date Fruits Dataset.
Classifiers - Boosted Trees(BT), Bagged Trees(BGT), RUSBoosted Trees (RUSBT),

Optimized Ensemble (OE)
Output: Ranked Features by Feature Selection Methods and Best suitable Feature

Selection Method for each classifier.

Step 1. Load the Selected Date Fruits Dataset into memory.
Step 2. Preprocess the dataset (e.g., handle missing values, discretization, normaliza-

tion, encode categorical variables, outliers detection etc.).
Step 3. Split the dataset into input features (X) and target class(C).
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Step 4. Initialize an empty dictionary to store the feature scores for each feature
selection method.

Step 5. For each feature selection method in the list of feature selection methods
(MRMR, Chi2, ReliefF, ANOVA, Kruskal Wallis), do the following steps:
a. Apply the specific feature selection method to the input Date Fruits features

X and target class C.
b. Retrieve the feature scores or rankings obtained from the fea-ture selection

method.
c. Store the feature scores or rankings in the dictionary with the feature

selection method as the key.
Step 6. Rank the features based on their scores obtained from each feature selection

method.
Step 7. For each feature, calculate the average rank across all feature selec-tion

methods.
Step 8. Sort the features based on their average rank in ascending order.
Step 9. Initialize an empty list to store the best feature selection methods for each

classifier.
Step 10. For each classifier in the list of classifiers (BT, BGT, RUSBT, OE), do the

following steps:
a. Train the classifier using the Date Fruits input features selected based on the

top-ranked features.
b. Evaluate the classifier’s performance using appropriate evalua-tion met-

rics (e.g., validation accuracy test accuracy, precision, recall, F1-score,
AUC/ROC curve etc.).

c. Store the classifier’s performance metrics.
Step 11. Identify the best suitable feature selection method for each classifier based on

their performance metrics.
Step 12. Return the ranked features and the best suitable feature selection method for

each classifier as the output.

The algorithmbegins by importing the dataset and, if necessary, preprocessing it. The
system then applies each feature selection method to the dataset and stores the feature
scores or rankings that result. The features are then ranked according to their average
position across all selection methodologies. For each classifier, the algorithm trains the
model with the most highly ranked features and evaluates its performance using the
most pertinent metrics. Based on each classifier’s respective performance metrics, the
algorithm then determines the optimal feature selection method for each classifier.

2.4 ML-OEDFC: Training Ensemble Machine Learning Models

In ML-OEDFC, the training process involves utilizing variants of ensemble machine
learning models. Ensemble models are renowned for their ability to enhance predictive
performance by combining the predictions of multiple base models. ML-OEDFC takes
advantage of ensemble techniques to create a robust and accurate ensemble.
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ML-OEDFC employs multiple ensemble machine learning model variants to
improve its performance. Bagging independently trains multiple models on distinct sub-
sets of the training data, and then combines their predictions to produce the final ensem-
ble out-put. Boosting trains models sequentially, with an emphasis on correcting prior
errors. Combining random under-sampling with boosting, RUSBoosted Tree addresses
class imbalance. It enhances classification performance and balances the dataset. Using
techniques such as genetic algorithms, Optimized Ensemble optimizes the combina-
tion of base classifiers to improve overall accuracy and generalization. These variants
enhance the capabilities of ML-OEDFC by minimizing overfitting, compensating for
class imbalance, and optimizing ensemble performance.

The inclusion of all variants of ensemble learningmodels inML-OEDFCexpands the
ensemble model repertoire, enabling the classifier to tackle specific challenges related
to class imbalance and ensemble optimization. These variants provide additional flexi-
bility and adaptability, allowing ML-OEDFC to deliver superior performance in diverse
datasets and classification scenarios.

2.5 ML-OEDFC: K-Fold Cross Validation of Proposed Model

After training the ML-OEDFC model for classifying the date fruits with the chosen
ensemble variants and feature selection techniques, it is necessary to assess its per-
formance and generalization capabilities. One common strategy used for this purpose
is k-fold cross-validation, where the dataset is divided into k subsets. In the case of
ML-OEDFC, k is set to 5 and the percentage of training data is 80.

The k-fold cross-validation procedure begins with the dataset being divided into k
folds of equal size. The model is then trained and evaluated k times, with a different
fold serving as the validation set and the remaining folds serving as the training set each
time. This enables a comprehensive evaluation of the performance of the model across
various subsets of the data.

For each iteration of k-fold cross-validation, theML-OEDFCmodel is trained on the
training set and the corresponding validation set is used to calculate the performancemet-
rics. Depending on the classification assignment, the metrics typically include accuracy,
precision, recall, F1-score, or any other pertinent evaluation measures. At the conclusion
of k-fold cross-validation, the performance metrics from each iteration are averaged to
produce a more accurate estimation of the model’s performance. This mitigates any bias
imposed by a single validation set. It provides insight into the model’s ability to general-
ize to new data and aids in choosing the opti-mal ensemble variant and feature selection
method combination.

2.6 ML-OEDFC: Testing with Final Model

After completing the ML-OEDFC validation procedure using k-fold cross-validation,
the model is evaluated using an independent test dataset. This dataset is distinct from the
training and validation sets and is used to evaluate the efficacy of the model. The remain-
ing 20% of the dataset is utilized to assess theML-OEDFCmodel, and its predictions are
compared against the actual or reference labels. Various evaluation metrics, including
accuracy, precision, recall, and F1-score, are calculated to quantify the performance of
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the model on the test set. These metrics provide an objective evaluation of the model’s
classification accuracy for date fruits.

The ML-OEDFC model has effectively learned the underlying patterns and char-
acteristics of the data if it achieves satisfactory results on the test dataset. The model
benefits from the combined predictive potential of multiple base models and the ability
to zero in on the most informative features by utilizing ensemble learners and feature
selection techniques. This ultimately leads to a final model that can classify date fruits
with high accuracy.

3 Experimental Results and Analysis

In order to evaluate the performance of the proposedML-OEDFC in accurately classify-
ing date fruits, a comprehensive series of experiments was conducted, and the significant
results are presented in this section. The dataset utilized in this study consists of 34 dis-
tinct features derived from three primary categories: morphological, shape, and color
characteristics. These characteristics were meticulously chosen to capture useful details
about date fruits and to provide an exhaustive representation of their characteristics.

Four variants of ensemble machine learning models were devised in order to facili-
tate the classification process. These variants were created with the intent of enhancing
the functionality of the ML-OEDFC algorithm. The objective of creating multiple vari-
ants was to compare their efficacy and identify the most effective model for accurately
classifying date fruits.

K-fold cross-validation was utilized to ensure robustness and evaluate the gener-
alization capabilities of the ML-OEDFC models. This method divides the dataset into
K subsets or folds, where K is the number of subsets. This division is responsible for
training and validating ML models using various combinations of training and testing
data. By performing cross-validation, we hope to evaluate the consistency and reliability
of the proposed ML-OEDFC models across diverse data subsets.

To assess the classification performance of the proposed ML-OEDFC variants on
date fruits, a confusion matrix was developed as a fundamental tool for evaluating the
classification models’ accuracy. The confusion matrix shown in Table 1 provides an
exhaustive examination of the predictions made by the models, allowing for a thorough
analysis of the classification outcomes. Overall, the data show that different algorithms
perform differently for each rice varieties, and themethod used has a considerable impact
on classification accuracy. The “BT” method produces good results for most date fruit
varieties, and the “OE” algorithm performs very well across numerous date fruit types.
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Table 1. Confusion Matrix for Classifying Date Fruit Types using ML-OEDFC Classifiers.

Date
Fruit

Algorithm BERHI DEGLET DOKOL IRAQI ROTANA SAFARI SOGAY

BERHI BT 41 0 0 10 2 0 2

BGT 41 0 0 8 1 0 1

RUSBT 37 0 0 7 2 0 2

OE 38 0 0 9 0 0 0

DEGLET BT 0 51 9 0 2 0 8

BGT 0 55 10 0 1 1 13

RUSBT 0 55 13 0 1 0 10

OE 0 54 8 0 1 0 9

DOKOL BT 0 11 153 0 0 0 1

BGT 0 9 153 0 0 0 0

RUSBT 0 8 148 0 0 0 0

OE 0 8 155 0 0 0 0

IRAQI BT 9 1 0 44 1 0 2

BGT 9 0 0 48 1 0 1

RUSBT 12 0 0 49 1 0 2

OE 11 0 0 48 0 0 0

ROTANA BT 1 1 0 3 124 0 3

BGT 1 1 0 1 125 0 3

RUSBT 1 1 0 2 123 0 2

OE 0 1 0 1 128 0 2

SAFARI BT 0 0 2 1 0 156 1

BGT 0 0 0 1 0 157 1

RUSBT 0 0 1 0 0 156 1

OE 0 0 0 0 0 158 1

SOGAY BT 1 14 0 0 4 3 58

BGT 1 13 1 0 5 1 56

RUSBT 2 14 2 0 6 3 58

OE 3 15 1 0 4 1 63

A number of tests were carried out in order to assess the efficacy of different ensem-
ble machine learning approaches in categorizing date fruits. The findings, which are
summarized in Table 2, reveal that the “OE” approach outperforms alternative ensemble
ML techniques. It exhibits greater validation and test accuracy shown in Fig. 4, indicating
that it is useful in properly classifying date fruits.
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Fig. 4. Validation and Test Accuracy of various ensemble ML Techniques

Table 2. Performance of Ensemble ML Techniques

Ensemble ML technique Training time (Sec) Validation accuracy
(Sec)

Test accuracy (Sec)

BT 6.72 s 87.2 84.4

BGT 3.64 s 88.3 84.9

RUSBT 2.76 s 87.1 83.8

OE 11.82 s 89.6 87.2

The ML-OEDFC algorithm performed an experiment using test data and generated
ROC curve shown in Fig. 5. By plotting the true positive rate against the false positive
rate, the ML-OEDFC algorithm provides a visual representation of its classification
performance in distinguishing between different classes in the test data.

To leverage the advantages of feature selection methods for outperformed OE clas-
sification model, the proposed approach incorporates MRMR, Chi2, ReliefF, ANOVA,
and Kruskal methods. Through experimentation, the rank of each feature is determined
using these algorithms, and the results are tabulated in Table 3. This analysis enables the
assessment of the significance and relevance of each feature, facilitating the optimization
of classification performance.
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Fig. 5. ROC Curve on Test Data

With the employed feature selection methods, no. of experiments is conducted to
find the impact on performance of classifiers mainly in terms of accuracy. The results
are tabled in Table 4 and graph representation given in Fig. 6.

According to the observed results in the table, the MRMR feature selection method
consistently performs well regardless of the size of the feature subset. It obtains a high
degree of accuracy, ranging from 84.4% to 87.2%, demonstrating its effectiveness in
selecting pertinent features. The Chi2 method, on the other hand, demonstrates variable
efficacy, with 87.2% accuracy for 30 features and 77.7% accuracy for 10 features. With
accuracies ranging from 82.1% to 86.6%, the ReliefF method exhibits a relatively stable
performance. ANOVA also yields promising outcomes, with 89.0% accuracy for 30
features. The efficacy of the Kruskal method is comparable, ranging from 78.2 to 86.6%.
Across a variety of feature subset sizes, the MRMR and ANOVA methods stand out as
effective feature selection strategies.
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Table 3. Ranking of Attributes by Feature Selection Algorithms

S. no Feature MRMR Chi2 ReliefF ANOVA Kruskal

1 AREA R28 R04 R02 R04 R04

2 PERIMETER R17 R06 R05 R06 R07

3 MAJOR_AXIS R11 R10 R08 R07 R08

4 MINOR_AXIS R25 R01 R03 R02 R01

5 ECCENTRICITY R33 R19 R24 R23 R22

6 EQDIASQ R20 R05 R04 R01 R03

7 SOLIDITY R15 R27 R33 R33 R30

8 CONVEX_AREA R07 R03 R01 R03 R05

9 EXTENT R08 R34 R32 R32 R34

10 ASPECT_RATIO R23 R18 R21 R25 R21

11 ROUNDNESS R05 R17 R26 R26 R26

12 COMPACTNESS R12 R21 R20 R22 R24

13 SHAPEFACTOR_1 R01 R02 R09 R05 R02

14 SHAPEFACTOR_2 R34 R11 R16 R12 R09

15 SHAPEFACTOR_3 R30 R20 R19 R21 R23

16 SHAPEFACTOR_4 R03 R33 R34 R34 R33

17 MeanRR R29 R08 R06 R09 R15

18 MeanRG R32 R13 R10 R14 R18

19 MeanRB R31 R23 R15 R16 R13

20 StdDevRR R26 R30 R27 R29 R29

21 StdDevRG R02 R32 R30 R31 R32

22 StdDevRB R21 R31 R31 R30 R31

23 SkewRR R19 R25 R23 R20 R20

24 SkewRG R27 R15 R17 R10 R11

25 SkewRB R06 R26 R25 R24 R25

26 KurtosisRR R24 R29 R28 R28 R28

27 KurtosisRG R10 R22 R18 R17 R19

28 KurtosisRB R16 R28 R29 R27 R27

29 EntropyRR R18 R07 R12 R11 R06

30 EntropyRG R09 R12 R13 R18 R10

31 EntropyRB R14 R16 R22 R19 R16

32 ALLdaub4RR R13 R09 R07 R08 R14

(continued)
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Table 3. (continued)

S. no Feature MRMR Chi2 ReliefF ANOVA Kruskal

33 ALLdaub4RG R22 R14 R11 R13 R17

34 ALLdaub4RB R04 R24 R14 R15 R12

Table 4. Results of Classifiers on all Attributes

Feature
selection
method

All features 30 Features 25 Features 20 Features 15 Features 10 Features

MRMR 86.6 86.0 87.2 86.6 84.4 87.2

Chi2 86.0 87.2 84.4 86.0 84.4 77.7

ReliefF 86.0 86.6 85.5 82.7 83.8 82.1

ANOVA 88.3 89.0 86.0 82.1 81.6 81.0

Kruskal 86.0 85.5 86.6 83.8 83.8 78.2

Fig. 6. Accuracy of Classifiers

The results indicate that a combination of the OEwithMRMR and OEwith ANOVA
methods, can accurately classify date fruits. The MRMR method consistently achieves
high performance across a variety of subset sizes, demonstrating its capacity to select
pertinent features. In the meantime, ANOVA yields optimistic results, with an accuracy
of 89.0% for 30 features. Moreover, the incorporation of feature selection methods can
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improve classification accuracy and also potentially reduce processing time by focus-
ing on the most informative features, thereby enhancing the efficacy of the date fruit
classification process.

4 Conclusion

In this study, a machine learning-based framework was proposed with the aim of auto-
matically classifying date fruits with high accuracy. Specifically, variants of ensemble
machine learning techniques were used, integrating feature selection techniques. The
results indicated that the optimized ensemble variant performed better when incorpo-
rating the MRMR and ANOVA feature selection methods. These findings highlight the
effectiveness of integrating these feature selection techniques into the ensemble frame-
work. The proposed framework offers a promising solution for accurate and efficient
classification of date fruits, with potential applications in the food industry and beyond.
This resulted in the development of a software application that allowed users to catego-
rize and obtain information about date fruits. The ML based framework could improve
the success rates of classifying a variety of objects, such as date fruits, vegetables, fruits,
and grains. This research endeavor not only contributes to the advancement of date fruit
classification but also holds potential for broader applications in other domains requiring
multi-class classification systems.
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Abstract. This research paper analysis Spotify data using Python to investigate
the characteristics contributing to song popularity. The objectives are to assess the
popularity index, identify key attributes of popular songs, and develop a model for
predicting song popularity based on current characteristics. The analysis involves
data cleaning, exploratory data analysis, and visualization using Python libraries.
With over 381 million monthly active users, Spotify provides a rich dataset for
understanding music listening habits. Previous studies have explored Spotify’s
technologies and popularity, enhancing understanding of its protocols and user
behavior. This research paper aims to uncover patterns and relationships within
the data by applying statistical andmachine-learning techniques. The findings will
inform actionable recommendations and contribute to a better understanding of
music consumption patterns and preferences.

Keywords: Analysis · exploratory data analysis · machine-learning techniques ·
spotify

1 Introduction

Data analysis has become essential for gaining valuable insights and understanding user
behavior in various industries. In the realm of music streaming, Spotify stands out as one
of the leading platforms with a vast amount of user data [1]. By leveraging data analysis
techniques, we can delve into Spotify’s rich dataset to uncover patterns, identify popular
song attributes, and gain a deeper understanding of listener preferences [2– 5]. Python,
a versatile programming language, provides a powerful ecosystem of libraries and tools
for data analysis. With its robust capabilities, Python has become a popular choice for
conducting data analysis on platforms like Spotify [6–8]. By utilizing Python’s data
manipulation, visualization, and machine learning libraries, we can efficiently clean,
explore, and analyze Spotify data to extract meaningful insights [9].

The objective of data analysis on Spotify using Python is to explore the relationships
between various song characteristics and their popularity, predict song popularity based
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on specific attributes, and provide actionable recommendations for music professionals
and enthusiasts [10–13].By applying statistical techniques,machine learning algorithms,
and data visualization, we can uncover trends, patterns, and correlations that contribute
to a better understanding of music consumption habits [14]. Overall, data analysis on
Spotify using Python opens up a world of possibilities to uncover hidden trends and
patterns within the vast music library. It empowers us to make informed decisions,
optimize user experiences, and enhance the overall music streaming ecosystem [15].
Data analysis on Spotify using Python has gained significant attention in the field of
music analysis, enabling researchers and analysts to explore the vast amount of data
generated by the platform [16].

In recent times, music streaming platforms like Wynk Music, Apple Music, and
Spotify have witnessed an overwhelming influx of users and artists. These platforms
serve as a hub for artists to upload their audio tracks [17], while also allowing users to
discover and listen to their favorite songs [18]. In light of this scenario, the development
of a predictive system capable of gauging the popularity of artists becomes crucial
[19–22]. The application of Multiple-Input Multiple-Output (MIMO) technology in the
context of music streaming services, particularly for Spotify, has been an area of interest
in recent research. MIMO, a well-established technique in wireless communications,
involves using multiple antennas at both the transmitter and receiver to improve data
throughput and link reliability [23–26].

Fig. 1. Illustrating the Efficacy of Popularity Estimation: Demonstrating the Value in Assessing
Artist Popularity
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In the context of Spotify’s music streaming platform, researchers and experts have
explored how MIMO can enhance the user experience, optimize network performance,
and address the challenges related to audio streaming [27, 28]. One of the primary
focuses of MIMO for Spotify is to improve audio quality during music playback. By
leveraging multiple antennas, MIMO can mitigate channel fading and reduce the impact
of signal degradation, resulting in more stable and consistent audio streaming [29]. This
enhancement is crucial for providing listeners with a seamless and immersive music
experience without disruptions or audio artifacts [30]. Such a system can greatly benefit
artists in planning strategies to enhance their visibility and reach. By leveraging the
predictive capabilities of this system (as depicted in Fig. 1), artists can gain insights
into the potential impact of uploading their audio tracks or tweaking elements like the
content of their biographies [31]. They can simulate the potential popularity achieved
through the predicted system, enabling them to make informed decisions regarding
their promotional efforts. This growing demand for artist popularity prediction in music
streaming services emphasizes the need for effective predictive models to cater to these
requirements [32–36].

1.1 Online Music Services

According toHall (2018), one of themost popular on-demandmusic serviceswith a large
user base is Spotify, which allows listeners to stream full-length content over the Internet
without the need for purchasing or downloading. As of July 2017, Spotify had 60million
subscribers, and by January 2018, the number increased to 70 million (Hall 2018) [5].
The extensive repertoire of Spotify includes over 30 million songs, contributing to its
widespread adoption and popularity (Hall, 2018). Previous studies conducted by Kreitz
(2010), Loiacono (2014), and Verkoelen have examined various aspects of Spotify’s
technologies and its user base.

In a separate study, researchers focused on investigating the protocols and peer-to-
peer architecture of Spotify to gain insights into its functioning and user interactions.
They also explored the impact of the peer-to-peer network on user access patterns,
properly referencing the specific report or publication where this study is mentioned
will ensure accurate attribution.

1.2 Melody in the Machine: Harnessing Machine Learning to Forecast
Chart-Topping Hits

The availability of a vast amount of digital music online and advancements in technology
have significantly influenced music consumption habits. Kaminskas and Ricci (2012)
suggest that users now search for specificmusic collections and rely on automatic playlist
recommendations. In the field of Music Information Retrieval, researchers have been
studying these concepts (Kaminskas & Ricci 2012).
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This research aims to investigate the potential of utilizing 13 audio factors to predict
the success of songs. The study employs four distinct machine learning techniques,
namely logistic regression, K-nearest neighbors, Gaussian Naïve Bayes, and Support
VectorMachine. The objective is to analyze how these techniques can effectively predict
the success or popularity of a given song based on its audio characteristics. The researcher
compared the results obtained from these models using the available data (Table 1).

Table 1. Model comparisons result.

S. no Model Accuracy

1 K-nearest Neighbours 52.00%

2 Logistic Regression 58.27%

3 Support Vector Machine 51.98%

4 Gaussian Naïve Bayes 60.50%

In this research paper, we aim to collect and clean Spotify data, perform exploratory
data analysis, develop models to predict song popularity and create visualizations to
effectively communicate our findings. Through this analysis, we can gain valuable
insights into listener preferences, identify key factors driving song popularity, and
make data-driven decisions for music curation, recommendation systems, andmarketing
strategies.

2 System Model

To build a system model for data analysis on Spotify using Python, you can follow these
general steps:

2.1 Data Collection

The datasets used in this research are obtained from Kaggle. Kaggle is a popular online
platform that hosts a wide range of datasets contributed by the data science community.
It serves as a repository for diverse datasets across various domains, including music,
finance, healthcare, and more. Researchers often rely on Kaggle to access high-quality
datasets that are readily available for analysis and experimentation. In this particular
study, the researchers downloaded the necessary datasets from Kaggle to conduct their
analysis on predicting song success using machine learning techniques.

The Fig. 2 represents a visual depiction of the valuable insights obtained from ana-
lyzing the datasets provided by Spotify. These datasets contain a wealth of information
related to the music available on the Spotify platform, including details about tracks,
artists, genres, popularity, audio features, and more. The figure showcases the process
of extracting meaningful insights from the Spotify datasets through data analysis and
exploration techniques. It signifies the exploration of patterns, trends, and relationships
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within the music data, leading to a deeper understanding of the soundscape offered by
Spotify. By studying the Spotify datasets, researchers, analysts, and music enthusiasts
can gain valuable insights into various aspects of music consumption, artist popularity,
genre preferences, and user behavior. These insights can be used for diverse purposes,
such as improving recommendation algorithms, understanding audience preferences,
identifying emerging trends, and supporting decision-making in the music industry.

Fig. 2. Sounds of Spotify: Insights from the Spotify Datasets

Fig. 3. Harmonizing the Spotify Soundscape: Unveiling Insights from the Spotify Tracks
Database
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The Fig. 3 represents a database specifically dedicated to storing and organizing
information about tracks from the music streaming platform, Spotify. This database
contains a comprehensive collection of data related to various songs available on Spotify,
including details such as track titles, artist names, album information, release dates,
genres, audio features, and other relevant attributes. The Spotify Tracks DB serves as
a valuable resource for researchers, analysts, and music enthusiasts who are interested
in exploring and studying the vast musical landscape found on Spotify. It provides
a structured and organized repository of track-related information, enabling users to
query and analyze the data for various purposes. Researchers can leverage this database
to investigate trends, patterns, and relationships within the music catalog, while analysts
can derive insights to support decision-making in areas such as playlist curation, artist
promotion, and user recommendation systems. Overall, the “Spotify Tracks DB” figure
symbolizes the wealth of data available within the database, serving as a foundation for
in-depth exploration and analysis of Spotify’s vast music collection.

2.2 Data Pre-Processing

(A) To identify null values in the dataset
We have used the ‘isnull()’ function provided by the Pandas library. This function allows
you to check for the existence of missing values within the dataset. In Fig. 4, the data
frame is passed as an argument to the ‘isnull()’ function, which identifies the null values.
By using the ‘sum ()’ function,we can calculate the total number of columns in the dataset
that contain null values.

Fig. 4. Null value in data frame

By examining all the columns in the dataset, it was observed that the “song name”
column contains a total of 71 null values.

(B) to determine the total number of rows and columns in the dataset, as well as
inspect the data types and memory usage, the “Info ()” method can be employed
This method provides a concise summary of the dataset, displaying the column names,
number of non-null values, data types, and approximate memory usage. By using the
“info()” method, you can obtain this information efficiently (Fig. 5).
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Fig. 5. Total number of rows and columns in dataset, as well as inspect the data types andmemory
usage.

(C) To retrieve a list of the ten least popular songs from the Spotify dataset
We have employed the “sort_values ()” function to arrange the data in ascending order
based on the popularity column. This will allow you to identify the songs with the lowest
popularity scores (Fig. 6).

Fig. 6. Total number of rows and columns in dataset, as well as inspect the data types andmemory
usage.
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2.3 Data Exploration

To obtain descriptive statistics for numerical variables within the dataset, you can use the
“describe ()” function. Additionally, applying the “transpose ()” function will provide a
more convenient format for the summary statistics. By using these functions, you can
gain insights into the central tendency, dispersion, and distribution of the numerical
variables in the dataset (Figs. 7 and 8).

Fig. 7. Descriptive Statistics on the dataset.

(A) To find the top ten popular songs with a popularity score greater than 90.

Fig. 8. Shows the top ten popular songs with a popularity score greater than 90
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(B) To set the release date column as the index column in the dataset.
We have used the “set_index()” function. By applying this function, you can designate
the release date column as the new index for the dataset in Fig. 9.

Fig. 9. Shows the release date as the new index.

(C) To obtain the name of the artist present in the 18th row of the dataset.
We can utilize the “iloc[]” method. This method allows you to filter and retrieve specific
information from the dataset based on its index location. By specifying the index location
as 18, you can extract the artist’s name from the corresponding row.

Fig. 10. Shows the Victor Boucher information.

By using the “iloc[]”method and referencing the 18th row in the dataset,we identified
that the artist’s name associated with that particular row is Victor Boucher shown in
Fig. 10.

(D) To convert the duration of songs from milliseconds to seconds.
We can perform the necessary calculation and update the duration column in the dataset.
Afterward, you can print the column headers to confirm that the duration has been
successfully converted to seconds shown in Fig. 11.
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Fig. 11. Shows that songs are present in seconds

(E) Correlation Map.
Let’s create a correlation map as our first visualization. To begin, we will remove three
unnecessary columns, namely “mode,” “explicit,” and an unnamed column. We will cal-
culate the Pearson correlation coefficient for the remaining variables. For the correlation
map, we will set the figure size to (14,6) and utilize the “heatmap()” function from the
seaborn (sns) library. Additionally, we will enable annotations by setting “annotation=
True”. To format the data values in each cell, we will use “fmt = “.1g"”. Lastly, we can
choose a color map (cmap) from the seaborn documentation to customize the appearance
of the correlation map.

Fig. 12. Shows correlation map.

Upon executing the provided code, the correlation map was generated shown in
Fig. 12. The color-coded scale on the right side represents the range from –1 to +1.
Negative values near –1 indicate variables with minimal or negative correlation, while
positive values greater than 0.0 indicate variables with a positive correlation.
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2.4 Model Building

Model building refers to the process of constructing and developing a representation of a
system or phenomenon using various techniques andmethodologies. It involves creating
a simplified version or a conceptual framework that captures the essential characteristics
and relationships of the subject under study.

In the context of machine learning and data analysis, model building specifically
refers to the construction ofmathematical or statistical models that canmake predictions,
classify data, or uncover patterns and insights from available data. These models are
trained on existing data, and their purpose is to generalize and make accurate predictions
on new, unseen data.

The process of model building typically involves several steps. First, the problem
at hand is defined, and the data relevant to the problem is collected and prepared for
analysis. Then, an appropriate modeling technique is selected, considering the nature of
the problem and the available data.

Next, the model structure and parameters are defined, and the training data is used
to estimate these parameters. This involves using optimization algorithms to find the
best fit between the model and the training data, minimizing the error or maximizing the
likelihood of the observed data.

Once the model is trained, it is evaluated using validation data to assess its per-
formance and generalization capabilities. This step helps in detecting and addressing
potential issues such as overfitting or underfitting, which can occur when the model
either memorizes the training data too closely or fails to capture its underlying patterns.

After evaluation, if the model performs well, it can be deployed to make predictions
or generate insights on new, unseen data. If the model’s performance is not satisfac-
tory, further iterations and refinements may be required, such as adjusting the model’s
structure, exploring different algorithms, or collecting additional data.

(A) To create a Regression Plot Between Loudness and Energy.
We have utilize the “regplot()” function from the seaborn library. This function enables
us to generate a scatter plot with a regression line representing the relationship between
the two variables.

The regression plot has been generated shown in Fig. 13, illustrating a significant
positive correlation between “Loudness” and “Energy.” It is evident from the plot that
all the data points or songs are oriented in the same direction. When the energy of a song
increases, its loudness also tends to increase. Conversely, if the loudness decreases, the
energy of the track also decreases.
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Fig. 13. Shows the regression plot between loudness and energy.

(B) To create the relationship between “Popularity” and “Acousticness”.
We can generate a regression plot that displays a regression line. This plot will provide
insights into the correlation between the two variables.

Fig. 14. Shows the relationship between Popularity and Acousticness.

In the regression plot, the downward-sloping blue regression line indicates an inverse
relationship between “Acousticness” and “Popularity” shown in Fig. 14. This means that
as the acousticness of a song increases, its popularity tends to decrease. Conversely, if
the popularity of a song increases, the acousticness tends to decrease.
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(C) To visualize the duration of songs for each year.
We can employ the seaborn library and utilize the “lineplot()” function. This line graph
will provide a visual representation of how the song durations have varied over different
years.

Fig. 15. Shows the duration of songs for each year.

After generating the line plot shown in Fig. 15, we can observe the duration of songs
over time. The X-axis represents the years, while the Y-axis represents the duration of
songs. Notably, songs from the 1920s to the 1960s were generally shorter in duration.
Subsequently, there was a steady increase in song duration until around 2010. However,
from 2010 onwards, there was a decline in song duration once again.

3 Simulation Results

These simulations involve creating mathematical or statistical models that capture the
key dynamics and variables at play within the Spotify ecosystem. These variables can
include user preferences, listening habits, music attributes, social interactions, andmore.
By incorporating these factors into themodel, researchers and data scientists can simulate
and study different scenarios to gain insights into how the platform operates and how
users interact with it.

(A) To visualize the duration of songs with respect to different genres.
We have utilized the seaborn library and employ the “barplot()” function. This function
allows you to create a horizontal bar plot, where each genre is represented on the y-axis,
and the duration of the songs is depicted on the x-axis.

The horizontal bar plot displays the genres on the Y-axis and the song durations in
milliseconds on the X-axis. Upon analyzing the data shown in Fig. 15, we can observe
that the classical and world genres tend to have longer song durations, while children’s
music exhibits shorter song durations. Find top five genres by Popularity and pot a bar
plot for the same.
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Fig. 16. Shows the duration of the songs in different genres.

(B) Units To find top five genres by Popularity and pot a barplot for the same.

Fig. 17. Shows the top five genres.

According to the level of popularity, we have determined the most popular music genres
to be Dance, Pop, Rap, Hip-Hop, and Reggaeton, as depicted in Fig. 16. This indicates
that these genres have garnered significant attention and a large fan base among listeners.
The term “popularity” here refers to the measure of how widely these genres are appre-
ciated and enjoyed by the audience. It takes into account factors such as radio airplay,
streaming numbers, sales, concert attendance, and overall cultural impact. Based on
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these indicators, the mentioned genres have emerged as the most prominent and influ-
ential in the current music landscape. Figure 17 visually represents this information,
possibly through a graph or chart, highlighting the relative positions or proportions of
each genre in terms of their popularity. It provides a clear visual representation of the
data, allowing viewers to quickly grasp the dominance and significance of these specific
genres. By identifying these top genres, it becomes easier for industry professionals,
music enthusiasts, and researchers to understand the trends and preferences of music
listeners. This information can be valuable for various purposes, such as marketing and
promotion strategies, radio programming, playlist curation, and even predicting future
music trends.

4 Conclusion

Data analysis on Spotify using Python offers valuable insights into user preferences,
music trends, and song popularity. Python’s libraries enable effective data collection,
pre-processing, analysis, and visualization. Data visualization provides intuitive repre-
sentations, aiding the communication of insights to stakeholders. Integration of Spotify’s
API or public datasets ensures access to reliable and diverse data sources. Data analysis
on Spotify using Python empowers analysts to understand user preferences, identify
popular song attributes, and make informed decisions. It enables personalized recom-
mendations, targetedmarketing strategies, and improved user experiences. By leveraging
data analysis on Spotify, organizations can gain a competitive edge in themusic industry.
They can tailor their offerings tomatch user preferences, optimizemarketing campaigns,
and enhance the overall user experience.
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Abstract. Time series forecasting has seen many methods attempted over the
past few decades, including traditional technical analysis, algorithmic statistical
models, and more recent machine learning and artificial intelligence approaches.
Recently, neural networks have been incorporated into the forecasting scenario,
such as the LSTM and conventional RNN approaches, which utilize short-term
and long-term dependencies. This study evaluates traditional forecasting meth-
ods, such as ARIMA, SARIMA, and SARIMAX, and newer neural network
approaches, such as DF-RNN, DSSM, and Deep AR, built using RNNs. The
standard NIFTY-50 dataset from Kaggle is used to assess these models using met-
rics such as MSE, RMSE, MAPE, POCID, and Theil’s U. Results show that Deep
AR outperformed all other conventional deep learning and traditional approaches,
with the lowestMAPE of 0.01 andRMSEof 189. Additionally, the performance of
Deep AR andGRU did not degrade when the amount of training data was reduced,
suggesting that these models may not require a large amount of data to achieve
consistent and reliable performance. The study demonstrates that incorporating
deep learning approaches in a forecasting scenario significantly outperforms con-
ventional approaches and can handle complex datasets, with potential applications
in various domains, such as weather predictions and other time series applications
in a real-world scenario.

Keywords: ARIMA · SARIMA · SARIMAX · RNN · CNN · LSTM · GRU ·
DeepAR · DSSM · DF-RNN · Deep Renewal · POCID · Thiels’U

Time series forecasting has been implemented traditionally using standardmethods such
as ARIMA, SARIMA, and SARIMAX [1]. A significant drawback of these methods has
been their inability to handle multivariate datasets where exogenous variables signifi-
cantly affect the forecasting predictions [2]. Furthermore, their accuracies of predictions
have not been satisfying enough in many complex real-world scenarios [2]. The advent
of Deep Learning has helped bridge this gap. Neural networks and their ability to achieve
universal approximation is a well-established theory, as seen in scenarios such as regres-
sion and classification [3]. In the last two decades, models based on recurrent neural
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networks (RNNs) and LSTMs (Long-short-term memory) have been widely used in
the forecasting scenario with promising results, and their ability to process sequential
data has been exploited to solve complex time series scenarios [4]. However, in the
last decade, newer architectures such as Deep Factor RNN(DF-RNN) [5], DSSM [6],
Deep AR [7], and Deep Renewal [8] have been shown to outperform classical RNN
and LSTM-based deep learning models in various scenarios. Very little experimentation
has been done using these approaches on the Stock Market data. Hence, a comparative
study of these models on a widely established dataset such as the NIFTY 50 index would
help establish the superiority of deep learning models over traditional approaches and
evaluate the effectiveness of recent deep learning models. The research objectives are
as follows.

– To evaluate the superiority of neural networks over traditional approaches in
forecasting augmentation.

– To evaluate the performance of the models, varying levels of train data (50% and
25%), keeping the test data the same to assess the effect of lesser data on model’s
performance.

– To evaluate if the better models are performing consistently on all metrics (MSE,
RMSE, POCID, Thelis’U, MAPE.

1 Literature Review

Various research has been done in the recent past to increase the efficiency of time series
forecasting by incorporating deep learning methodologies. While traditional approaches
have been used to solve time series problems in a univariate scenario, deep learning
approaches have been used to approximatemultivariate datasets with significantly higher
efficiency.

1.1 Traditional Approaches

Time series forecasting has been an important research field since humans started to
predict values associatedwith a time component. According toDeGooijer andHyndman
[9], the earliest statistical models for time series analysis, namely the Auto Regressive
(AR) and Moving Average (MA) models, were developed in the 1940s.

These models aimed to describe time series autocorrelation and were limited to lin-
ear forecasting problems. As researchers delved deeper into the subject, they factored
in parametric influences. In the early 1970s, Box et al. [10] developed the Box-Jenkins
method, a three-step iterative process for determining time series, which became a pop-
ular approach for time-series modeling. With the advent of computers and increasing
processing power, Autoregressive integrated Moving Average (ARIMA) models were
used empirically for univariate andmultivariate time series forecasting [11]. In the 1980s
and 1990s, researchers started incorporating seasonality in time seriesmodeling. Various
methods, including X-11, X-12-ARIMA, etc., used decomposition to obtain seasonality
and apply it in time-series forecasting [12].

In the past few decades, many methods have been implemented to forecast various
domains. These methods include simple traditional technical analysis (also known as
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“charting”) of price charts [13], algorithmic statistical models [14], and more recent
Machine Learning and Artificial Intelligent approaches [15]. Computational time series
forecasting has applications in various fields, from weather and sales forecasting to
finance-related forecasting (budget analysis, stock market price forecasting). It is an
indispensable tool for all fields that rely on time factors. Methods including Autore-
gression, Box Jenkins, and Holt-Winters were used to yield generally acceptable
results.

1.2 Deep Learning Approaches

Recently, novel techniques and models have emerged utilizing deep learning method-
ologies. For instance, the Long- and Short-Term Time-Series Network (LSTNet) incor-
porates Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) to
capture both short-term and long-term dependencies in time-series data [16]. Another
approach proposes using the Gaussian Copula process (GP-Copula) in conjunction with
RNN [17]. The Neural Basis Expansion Analysis for Interpretable Time Series fore-
casting (NBEATS) achieved state-of-the-art performance in the recent M4 time-series
prediction competition [18]. It has been observed that deep learning methods possess
an edge over traditional techniques with regard to overfitting, as evidenced in previous
research by [19].

Many studies have shown that classical deep learning and machine learning models
outperformARIMAmodels in time-series forecasting. Various complex models, includ-
ing Multi-Layer Perceptron, CNN, and LSTM, have been implemented and analyzed
for time-series forecasting. These models can handle multiple input features, leading
to higher accuracy than conventional methods. Feature extraction is a critical step in
improving the performance of predictive models, even when simple features are used.
Some studies have used modified deep networks to extract frequency-related features
from time-series data using EMD and Complete Ensemble Empirical Mode Decom-
position with Adaptive Noise (CEEDMAN). The extracted features were then fed to
LSTM to predict one-step-ahead forecasting [20, 21]. Other studies have used image
data features by decomposing raw time-series data into IMFs using IF and providing
CNN to learn features automatically [22]. Data augmentation approaches such as adding
external text-based sentiment data to the model-generated features, were also used [23].

Additionally, auto-regressive models have been proposed, such as DeepAR, which
uses high-dimensional related time-series features to train Autoregressive Recurrent
Neural Networks and has demonstrated superior performance compared to other com-
petitive models [7]. Another study proposed a Multi-Step Time-Series Forecaster that
uses various related time-series features to forecast demand on Amazon.com [24]. Fur-
thermore, several state-of-the-art methods have been developed and proven to be highly
promising in generalized competitions like M4 [25]. Finally, it has been shown that an
ensemble of models consistently performs better than any single model [26].
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2 Research Methodology

A novel python-based library, GluonTS, has been introduced to provide models, tools,
and components for time-series forecasting [27]. Techniques such as DF-RNN, DSSM,
DeepAR, andLSTNet have been implemented using relevant libraries from theGluonTS
framework. The models used as baselines are ARIMA, SARIMA, SARIMAX, and
Facebook’s Prophet. Facebook’s Prophet API is used for implementing the Prophet
model.

2.1 Dataset Exploration

The dataset used in this research consists of the NIFTY 50 index consisting of the closing
value of the stock indices from Jan 2011 till Feb 2022 (Fig. 1) [28]. A rolling window
of length ten has been taken with context and prediction length of five each. Mean, and
Standard deviation is calculated for ten window period to test for the stationarity of
the time series. As seen in Fig. 2, where there is a variation in the mean and Standard
deviation across the ten-window time frame, it is evident that the time series is not
stationary. This is further confirmed by the ADF test, as seen in Table 1. Indices from
Jan 2011 to 2020 have been used as Train, and the subsequent series have been used as
Test data, as seen in Fig. 1.

Fig. 1. Test-Train Split – NIFTY-50 Index.

Fig. 2. Ten period Rolling Window – Non-uniform mean & STD – Non-stationary series.
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2.2 Forecasting Models

Various models used in the experiments have been elaborated in the succeeding sections.
Baseline forecasting models have been built using machine learning models such as
ARIMA, SARIMA, and SARIMAX, while deep learning models have been built using
DF-RNN, DeepAR, DSSM, and LSTNet.

ARIMA
ARIMA model has been created using the PMDARIMA library and hyper-parameters
such as the number of auto-regressive terms (p), number of non-seasonal differences
needed for stationarity (d), and number of lagged forecast errors in the prediction
equation (q). The hyper parameters passed are shown below.

– p – 0, 1, 2
– q – 0, 1, 2
– Test to determine ‘d’ – Augmented Dickey-Fuller Test

The best model hyperparameters for ARIMA are (0,1,1) (Fig. 3).

Fig. 3. ARIMA.

SARIMA
The model architecture is like ARIMA, except that SARIMA has an additional sea-
sonal component. In addition to the existing hyperparameters of p, q, and d, sea-
sonal hyperparameters, as mentioned below, are passed into the model. The best model
hyperparameters for SARIMA are (0,1,1) (0,0,1) [30], as discussed below.

– P – Seasonal Autoregressive order = 0.
– D – Seasonal Difference order = 0.
– Q – Seasonal Moving Average order = 1.
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– m – Number of timesteps for a single seasonal period.

SARIMAX
SARIMAX is similar to SARIMA except for the addition of an exogenous variable
which is used as an additional feature in the learning process.

Deep Factor RNN (DF-RNN)
TheDeep Factor RNN is amodel that incorporates two significant factors, namely global
and local fluctuations, to govern the progression of a given time series. These factors are
learned using separate RNN models, each controlled by specific hyperparameters that
determine the model’s architecture, as illustrated in Table 1.

Table 1. Global vs. Local RNN Hyperparameters of DF-RNN.

Hyper-Parameters Global RNN Model Local RNN Model

Number of Hidden Layers 1 5

Number of Neurons in the Hidden Layer 50 5

Type of Cell LSTM LSTM

Deep AR
Deep AR, a probabilistic forecasting model, utilizes a global model to learn jointly from
multiple related time series using negative binomial likelihood. Themodel is constructed
on a recurrent neural network based on Long Short-TermMemory (LSTM) architecture.
Hyperparameters, depicted in Table 2, are used in model building.

Table 2. Deep AR Hyperparameters.

Hyper-Parameters Deep AR Model

Number of LSTM Layers 3

Number of LSTM Cells 40

Scaling Enabled

Learning Rate 0.001

Deep State Space Model
The Deep State Space model [29] works on the principles of parametrizing linear state
space of individual time series with a jointly learned recurrent neural network.
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Deep Renewal
Deep Renewal Processes are a probabilistic intermittent demand forecasting method.
This method builds upon Croston’s framework and molds its variants into a renewal
process. The random variables, M (The demand size at non-zero demand point) and Q
(The inter-demand interval) are estimated using a separate RNN (Table 3).

Table 3. Deep AR Hyperparameters.

Hyper-Parameters Deep Renewal Model

Skip size for skip RNN layer 3

Auto regressive window size – Linear 40

Learning Rate 0.001

3 Performance Measurement

Performance measurement of the forecasting model has been done using evaluation
metrics such as MSE, RMSE, MAE, MAPE and custom metrics such as POCID and
Theil’s U.

3.1 Mean Square Error/Root Mean Square Error

Mean squared error is the mean of the squared error between the target variable (original
observation) and the output variable (the predicted variable) in a given time series. Root
mean squared error applies a square root to the MSE. The mathematical representation
is shown in Eq. 1.

MSE = 1/N
∑N

i=1

(
targeti − outputi

)2 (1)

3.2 Mean Absolute Percentage Error

Mean Absolute percentage error defines the percentage difference between the target
variable and theoutput variablew.r.t the output variable. Themathematical representation
is shown in Eq. 2. Lower the value of MAPE better the model performance.

MAPE = 100/N
∑N

i=1
(targeti − outputi)/outputi (2)

3.3 Mean Absolute Error

Mean absolute error is the difference between the target and output variables. The lower
the MAE better is the model performance. The mathematical representation is shown in
Eq. 3.

MAE = 1/N
∑N

i=1

(
targeti − outputi

)
(3)
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3.4 POCID – Prediction of Change in Direction

The prediction of change in direction is the percentage of the number of correct decisions
in predicting whether the time series in the next time interval will increase or decrease.
The mathematical representation is shown in Eq. 4. The higher the value of POCID, the
better the model performance.

POCID = 100 ∗
∑N

t=1 Dt

N

where Dt =
{
1, if (targett − targett−1)(outputt − outputt−1) > 0

0, otherwise
(4)

3.5 Theil’s U

Theil’s U is similar to the mean squared error except that the error is normalized w.r.t
output variable of the previous time interval. U lesser than 1 indicates a better perfor-
mance of the model. A value equal to 1 indicates a random model and a value greater
than 1 indicates a model worse than a random model. Hence it is ideal for achieving a
U of value 0. The mathematical representation is shown in Eq. 5.

Theil’s U(Normalized mean squared error) =
∑N

t=1

(
targett − outputt

)2
∑N

t=1

(
outputt − outputt−1

)2 (5)

4 Results

As explained in the preceding sections, models have been evaluated using the metrics
mentioned above on both machine learning and deep learning models.

4.1 Forecasting Using ARIMA, SARIMA and SARIMAX

Forecasting has been done over a 36-day horizon. From Table 4, it is evident that there
is no significant difference in the model performance among the three baseline models.
Furthermore, on analysis of standardized residuals for each forecasted point by all three
models, they are uniformly distributed around the mean of zero.

4.2 Forecasting Using Facebook Prophet

The performance of the Facebook Prophet was assessed using cross-validation on the
provided time series for various forecast horizons between 36 and 364 days. It was noted
that the MSE and MAPE values increase linearly as the forecast horizon increases. This
suggests that an increase in forecast horizon leads to a rise in prediction error. Moreover,
when compared to the baseline models, namely ARIMA, SARIMA and SARIMAX,
Prophet exhibited a relatively lower performance in terms ofRMSEandMAPE (Table 5).
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Table 4. ARIMA, SARIMA and SARIMAX Metrics.

Models MSE MAE RMSE MAPE

ARIMA 3003730.628 1387.5576 1733.1274 0.118263

SARIMA 3009965 1391.598 1734.925 0.118803

SARIMAX 3002241 1387.658 1732.698 0.118351

Table 5. Evaluation metrics for Facebook Prophet.

Error 36 Days 364 Days Average

MSE 203,144 5,000,000 2,522,746

RMSE Not Done Not Done 1588.31

MAPE 0.05 0.19 0.12

POCID Not Done Not Done 80.48

Theil’s U Not Done Not Done 494.96

4.3 Forecasting using Deep Learning Models on 100% Train Data

The Table 6 presents the performance evaluation of various deep learning models for
time-series forecasting based on five evaluation metrics: MSE, RMSE, POCID, Theil’s
U, and MAPE. The models include RNN, GRU, LSTM, DF-RNN, DeepAR, DSSM,
and Deep Renewal. Among these models, DeepAR performed the best with the lowest
values for all evaluation metrics, indicating its high accuracy in forecasting. The LSTM
and GRU models also performed well with relatively low values for all metrics. The
DF-RNN model performs better than the DSSM and Deep Renewal models but not as
well as the others. Therefore, the ranking of the models based on better performance is
DeepAR, GRU, LSTM, DF-RNN, RNN, DSSM, and Deep Renewal.

Table 6. Deep Learning Models Performance on 100% train data.

Model MSE RMSE POCID Theil’s U MAPE

RNN 21341000 4619.6 49 30790 36.1

GRU 53167 230.6 52 892 5.5

LSTM 171396 414 52 898 17.4

DF-RNN 3754898 1937.8 25 1168 0.12

Deep AR 35600 188.7 75 12 0.01

DSSM 25041182 5004 75 7767 0.29

Deep Renewal 246363673 15696 75 77148 1.0
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4.4 Forecasting using Deep Learning Models on 50% Train Data

Based on the metrics in the table, the Deep AR model seems to be the best performer
(as depicted in Table 7), followed by the LSTM, GRU, and RNNmodels. The DF-RNN,
DSSM, and Deep Renewal models performed poorly than the others.

Table 7. Deep Learning Models Performance on 50% train data.

Model MSE RMSE POCID Theil’s U MAPE

RNN 1779572 1334 52 883 16.5

GRU 330895 575 52 910 17.3

LSTM 438402 662 51 889 17.1

DF-RNN 56715481 7531 75 1168 0.12

DeepAR 2823 53.1 50 0.83 0.003

DSSM 303172659 17411 75 94228 0.99

Deep Renewal 245658060 15673 50 77269 0.99

4.5 Forecasting using Deep Learning Models on 25% Train Data

The table shows that the DeepAR model performs best with the lowest MSE, RMSE,
Theil’s U, and MAPE values, even with 25% of the actual train data (as depicted in
Table 8). GRU and LSTM models perform similarly with slightly higher values of the
evaluation metrics.

Table 8. Deep Learning Models Performance on 25% train data.

Model MSE RMSE POCID Theil’s U MAPE

RNN 3970916 1993 52 1114 18.2

GRU 252760 503 53 893 17.3

LSTM 2718187 1649 52 848 17.2

DF-RNN 56715481 4985 25 7719 0.32

DeepAR 1886 43 50 0.76 0.002

DSSM 2442782 1563 50 760 0.09

Deep Renewal 245151974 15657 50 77243 0.99

Overall, Deep AR and GRU consistently performed the best across all tables, regard-
less of the percentage of training data used. Surprisingly these models’ performance was
consistent despite lowering the train data (Figs. 4 and 5).
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Fig. 4. Evaluation metrics of all models on 100% training data

Fig. 5. Evaluation metrics of all models on 100% training data

5 Conclusion

This work compares traditional machine learning models with cutting-edge deep learn-
ing architectures for time series forecasting on stock market indices. The study employs
several metrics, including MAE, MSE, RMSE, MAPE, POCID, and Theil’s U, to eval-
uate the performance of the models. The results of the experiments demonstrate that
state-of-the-art deep neural networks such as DeepAR and GRU outperform traditional
forecasting models such as ARIMA, SARIMA, and SARIMAX. Moreover, DeepAR is
stable across varying training data sizes and is consistent on all metrics. Furthermore,
the study highlights the superiority of recurrent neural networks, their variants, such as
LSTMs, for handling stock indices datasets, and their ability to outperform conventional
machine learning and statistical-based algorithms. This makes them suitable for deploy-
ment in real-world scenarios. However, the study is limited by the use of univariate Stock
market datasets. Future research on multivariate datasets could be explored to further
establish the superiority of deep learning networks in time series forecasting.
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Abstract. Accurate and highly effective forecasting approaches for timely detec-
tion and management are imperative given that cardiovascular illness is one of the
biggest causes of death world wide. Machine learning (ML) and Deep learning
(DL) methodologies have produced promising outcomes. In particular, ensem-
ble DL models have gained attention for their ability in order to capitalize on the
advantages ofmanymodels to enhance predictive performance. This study focuses
on applying a cardiovascular disease prognosis with a DL ensemble. The model
combines the predictions of multiple DL models, networks of neurons, such as
supervised DL Models (CNN and RNN), to magnify accuracy and robustness. In
this research, the effectiveness of an ensemble model is measured using an ample
dataset, comparing it with individual DL models. The model’s prediction skills
are evaluated by utilizing a verity of Evaluation metrics. The findings highlight
the effectiveness of cardiovascular disease ensemble DLmodels prediction, show-
casing their potential for enhancing diagnostic accuracy in clinical settings and
aiding healthcare professionals in making informed decisions for patient care.

Keywords: Heart disease prediction · Ensemble DL ·ML · CNN · RNN ·
healthcare decision-making

1 Introduction

According to mortality rates, heart disease is the deadliest ailment afflicting humans
today. Heart disease happens when the heart is unable to Diagnosing cardiac disease
might be complicated by coexisting disorders such high blood pressure, diabetes, and
abnormal cholesterol levels. These additional symptoms can make it more difficult to
pin down the root cause of the cardiac problem, which can then make it more difficult to
treat. In order to recognize cardiac illness early and accurately is crucial for preventing
and treating heart failure [1].
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Diagnostic criteria for coronary heart disease according to antiquity have been dis-
credited for various reasons. A vast volume of intricate medical records and a selection
of ML and DL methodologies, support forecast heart illness with less involvement from
clinicians. Mainly, we want to save people’s lives by recognizing irregularities in heart
conditions,whichwouldbe accomplishedbyfinding and analyzing rawdata derived from
heart disease data. Non-invasive measures and also ML and DL techniques are effective
in differentiating between healthy individuals and those who have cardiac illness.

ML is both a type of AI and a method for accomplishing AI tasks for developing
algorithms that take providing inputs such as historical data and then employing statis-
tical analysis to make predictions about future output. ML is an effective method for
developing complex algorithms for analyzing high-dimensional and biomedical data
[2]. DL is a subset of ML that uses numerous layers of expert systems to process and
calculate a plethora of data. The human brain’s activity and operation are the basis for
the DL algorithm. The DL algorithm is capable of erudition without the need for human
intervention and can handle both organized and unstructured information. It is useful for
extracting valuable information from a huge clinical data set [3] and helping the health
care professionals to make decisions quickly. Deep learning is currently implemented in
various other domains, including but not limited to finance, banking, and e-commerce.
Information extraction, representation learning, and outcome prediction, are some of
the DL techniques and frameworks used in healthcare applications [4]. DL algorithms
are based on expert systems, just as how the human brain uses millions of neurons to
process information.

Heart disease is a common and dangerous disorder that needs precise and effective
prediction models for quick diagnosis and treatment. ML and DL techniques emergently
become formidable tools in healthcare, showing promise in areas related to heart disease
prediction. Ensemble DL models, in particular, have gained attention for their ability to
harness the strengths of multiple models, leading to improved predictive performance.
This study focuses on utilizing an ensemble DL model for cardiac disease prognosis.
The model combines predictions from various DL models, such as CNN and RNN to
ameliorate both accuracy and robustness. A substantial data set serves as a gauge for the
ensemble model’s efficacy, and comparisons are formed against individual DL models.
When evaluating the capacity for prediction of an ensemble model, evaluation measures
such as accuracy, precision, recall, and F1-score are used. The study’s findings demon-
strate the effectiveness of ensemble DL models for heart disease prediction, showcasing
their potential to enhance diagnostic accuracy in clinical settings and provide valuable
support for healthcare professionals in making informed decisions for patient care.

In order to acquire reliable results fromMLandDLmethods, the heart disease dataset
undergoes a number of adjustments. First, the basic data on heart disease is analyzed
and inserted into either the machine or DL model. In the second step, preprocessing
techniques are applied to remove irrelevant, noisy and inconsistent data. Then, applying
the feature selection method, select the significant features for analysis. Finally, catego-
rization methods are used to the extracted data and the prediction is made. These steps
are shown in below Fig. 1.
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Fig. 1. The Heart Disease Prediction Model

2 Background

Different types of ML and DL approaches are covered in this section along with a brief
discussion of each.

2.1 Machine Learning Techniques

All three of these types of learning—supervised, unsupervised, and reinforcement has
their uses add these three categories used to classify ML algorithms. In a supervised
learning method, a target or dependent variable must be predicted from a collection of
independent factors. A model that maps inputs to target outputs is developed using a set
of variables. The model is trained on the training data until it gets the required level of
accuracy. Regression, Decision Tree (DT), Random Forest (RF), KNN, Logistic Regres-
sion (LR) etc. are few examples of supervised learning. In unsupervised learning, there
is no desired outcome or outcome variable for which predictions or estimates must be
made. Unsupervised learning is used to find patterns from data sets that have neither
been classified nor labelled. Unsupervised Learning examples are K-means and Apriori
algorithms. The machine is trained to make certain decisions using the Reinforcement
Learning method. To make accurate decisions, the computer learns from its past experi-
ences and works to acquire as much information as possible. Markov Decision Process
and Q learning are examples of this type of algorithm.

2.2 Deep Learning Techniques

DL techniques employ neural networks to compute information in the same way that the
human brain uses millions of neurons to do so. It uses multiple layers of neural networks
to do data processing and computations on a large amount of data [5]. Because so much
computing occurs between the input and output layers, this learning process is referred to
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asDL. It requiresmore time to train amodel on ahuge amount of data, but it requiresmuch
less time to execute than otherMLmethods [6]. This is themain reason for DL becoming
more popular day by day than ML. It comprises both supervised and unsupervised
learning algorithms because it is a subset of a ML algorithm. Supervised learning uses
ANN, CNN, and RNN as examples. AutoEncoders and Boltxmann machines are used
in unsupervised learning.

Ensembling is a well-established algorithm that has been shown in Fig. 2. to increase
the precision of machine learningmodels, reduce overfitting, and increase the robustness
of the system.

Fig. 2. The organization and mechanisms of ensemble learning

There are several ways to combine multiple deep learning models for ensemble
learning. Here are a few examples:

Bagging: In bagging, multiple deep learning models are trained independently on vari-
ous subset of the training data. The outputs of variousmodels are averaged to get the final
projection. Bagging can improve the robustness of the system by reducing the variance
of the models.

ŷ =(ŷ1+ŷ2 + . . .+ŷn)/n (1)

where ŷ is the final ensemble prediction, ŷ1, ŷ2, . . . , ŷn are the predictions from
individual models, and n is the number of models.

Boosting: The process of boosting includes training many DL models in succession,
with each subsequent system concentrating on the errors generated by the models that
came before it. The ultimate forecast is arrived at by adding up the results of all of the
models. By decreasing the inherent bias of the models, boosting has the potential to
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make the methodology more accurate.

ŷ =α1ŷ1 + α2ŷ2 + . . . + αnŷn (2)

Here ŷ is the final ensemble prediction, ŷ1, ŷ2, . . . , ŷn are the predictions from specific
models, and α1, α2, . . . αn are the weights provided to individual predicted model.

Stacking: Multiple deep learning models are trained independently using training data
in stacking, and the results are then used as features in a meta model that generates
the final prediction. Stacking can improve the accuracy of the system by integrating the
benefits of various models. The mode of ensembling is shown in Fig. 3 (Table 1).

Fig. 3. Ensemble Stacking

3 Literature Review

The proper diagnosis of patients and the identification of potential dangers are essential
components of heart disease study. In such a context, it is essential to consider different
evaluation metrics to assess the performance of the models accurately.

While precision, recall, and F1 score are important metrics to consider, accuracy is
also a crucial measure that should not be overlooked. Accuracy is a metric that quantifies
the proportion of correctly predicted instances in the dataset, relative to the total number
of instances. It serves as an indicator of the model’s capability to correctly classify both
positive and negative instances.

In the case of heart disease analysis, accuracy is important because misdiagnosis or
misclassification can have serious consequences. False positives and false negatives can
lead to unnecessary procedures, missed diagnoses, or wrong treatment plans, which can
affect patient outcomes.

Despite their significance, precision and recall do not account for a model’s total
accuracy. A high recall score indicates a low false-negative rate for the model, but it may
classify some negative cases as positive.
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In summary, the choice of metric in heart disease analysis should depend on the
specific goals and priorities of the analysis. While accuracy is a valuable metric for
overall performance, precision and recall are important in situationswhere false positives
or false negatives can have serious consequences. The F1 score can be a overall measure
of model performance that combines both precision and recall.

M. Kavitha et al. [7] developed a mixed-method model by fusing RF and DT tech-
niques. In comparison to the RF tree model and the DT model, the proposed hybrid
model demonstrates superior accuracy. The experimental results indicate that the hybrid
model achieves an accuracy of 88.7%, outperforming the other models.

Hager Ahmed et al. [8] compared the accuracy of various Supervised ML classifi-
cation algorithms, including DT, RF, SVM, and LR Classifier, was measured using both
a selection of features and the entire set of features. The suggested approach exhibits
a notable benefit in its capacity to effectively handle Twitter updates that encompass
patient information. The framework’s fundamental design involves the integration of
Apache Kafka and Apache Spark. In comparison to the other designs, the RF classifier
received the best with 94.9% accuracy. To extract essential features from the dataset,
both the univariate feature selection and Relief methods were employed.

Pooja Anbuselvan [9] analyzed a range of various supervised ML models such as
LR, NB, SVM, K-NN, DT, RF and the ensemble technique of XGBoost. Among these
models, the proposed approach utilizing RF achieved the highest accuracy of 86.89%,
surpassing the performance of other models.

Mohan et al. [10] created a novel approach to identifying and grouping critical char-
acteristics to enhance the precision of cardiovascular illness prognosis. This suggested
approach, a Hybrid RF with a Linear Model (HRFLM), for predicting cardiovascular
disease showed an accuracy of 88.7%.

Considering the reason of making accurate predictions about cardiovascular illness,
Budholiya et al. [11] created an XGBoost Classifier using a Bayesian optimization
approach.With an impressive 91.8% accuracy for predictions, this approach outperforms
the two most popular current tree-based concepts, RF and Extra Tree.

Spencer and colleagues [12] employed multiple ML techniques and feature selec-
tion algorithms to generate diverse tasks. The overall performance of the chi-squared
feature choosing process and the BayesNet classification method for the model that was
recommended was 85.0%.

The CHI-PCA approach, built by Escamilla et al. [13], when combined with RF,
demonstrated remarkable precision. It was determined that the Cleveland database had
a precision of 98.7%, the Hungarian database had an accuracy of 99.0%, whereas the
Cleveland-Hungarian (CH) database had a reliability of 99.4%.

In [14], ApurbRajdhan et al., utilizing a RFmethod, introduced a novel model.When
compared to other ML techniques, the suggested model’s preciseness of 90.16% comes
out as very excellent.

When compared with various categorization methods, such as K-NN, SVM, Naive
Bayes, and RF classifier, Youness et al. [15] proposed an ANN model with impressive
accuracy of 99.65%was developed by incorporating Particle SwarmOptimization (PSO)
technique and Ant Colony Optimization (ACO) approach.
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Haq AU et al. [16] developed a hybrid intelligent ML-based predictive system was
evaluated using complete and reduced feature sets. The utilization of the Relief feature
selection technique in conjunction with 10-fold cross validation and LR resulted in the
attainment of an overall accuracy rate of 89%.

Awais Mehmood et al. [17] used deep learning to present a novel heart disease
prediction model. Convolutional Neural Networks (CNN) algorithm, giving an accuracy
of 97%.

Kazeem et al. [18] developed the models using hybrid algorithms like Boruta
Algorithm and Deep Neural Network Algorithm (BADNN), Genetic Algorithm and
Deep Neural Network (GADNN), and Boruta Algorithm and Neural Network Algo-
rithm(BANN) all achieved two-way hybrid accuracy of 97%, 87%, and 100%,
respectively.

FarmanAli et al. [19] developed a model that has an accuracy of 98.5% in predicting
heart disease and proved that proposed system accuracy is higher than the existing
traditional classifier model. The comparison is carried out based on metrics such as
weighting techniques, feature selection and feature fusion.

To produce predictions based on learnt records, Mienye et al. [20] suggested an
improved sparse auto encoder-based ANN framework. When using Adam’s improved
approach and batch normalization, the model’s accuracy on processed data was 90%.
The proposed model is more accurate than ANN and other standard methods.

Sumit Sharmaet al. [21] usedTalos optimization, a newDNNoptimization technique,
to implement a model using deep learning neural networks (DNN). Talos provides better
accuracy of 90.76% to other optimizations.

Simanta et.al. [22] Proposed a Deep LearningModified Neural Network (DLMNN)-
based IoT-centric prediction model for heart disease classifier aimed to identify the heart
disease of the patient more accurately. When results from this model are contrasted with
those from other models, it is discovered that it has a 95.87% accuracy level.

P. Ramprakash et al. [23] proposed a new heart disease prediction model constructed
by applying Deep Neural Network and chi-square statistical model. The accuracy of the
developed model is compared with the accuracy of the existing models using DNN and
ANN and stated that the proposed model more efficiently predicts the presence of heart
disease than the other models.

The summary of prediction accuracy of both Machine and Deep Learning models
are shown in Table 2.

Table 1. Classifying Ensemble approaches

Techniques Used Fusion methods applied Model Dependent Type of Heterogeneity

Boosting Weight Voting Sequential Homogenous

Gradient Boosting Weight Voting Sequential Homogenous

AdaBoost Weight Voting Sequential Homogenous

Bagging Weight Voting Parallel Homogenous

Random Forest Weight Voting Parallel Homogenous
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Table 2. Machine and Deep learning models with accuracy

S.No Authors Methods Accuracy

1 PoojaAnbuselvan Random Forest 86.89%

2 Arabasadi NN-Genetic algorithm 89.04%

3 Sumit Sharma DNN optimization technique 90.76%

4 Doppala Hybrid Machine Learning 94.20%

5 Hager Ahmed DT, SVM and Logistic Regression 94.90%

6 Simanta Shekhar Deep Learning Modified Neural Network (DLMNN) 95.87%

Table 3. Implementation of CNN and RNN Model with accuracy

Model Input Units/Layer1 Units/Layer2 Units/Layer3 Accuracy

Model-1 1025 × 7 64 units 32 units 1 unit 81.46

Model-2 1025 × 7 32 units 16 units 1 unit 80.48

Model-3 1025 × 7 128 units 64 units 1 unit 83.41

Model-4 1025 × 7 64 units 1 unit - 96.58

4 Methodology

In this section a brief description about the feature selection is discussed. In heart disease
analysis, the feature selection phase plays a crucial role as it allows users to identify the
vital variables or features that have a substantial impact on predicting heart disease. The
primary objective of feature selection is to enhance the accuracy and efficiency of the
prediction model by eliminating irrelevant or redundant features, thereby improving the
overall performance of the analysis (Fig. 4).
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Fig. 4. Heterogeneous Ensemble DL Model

4.1 Information About the Dataset

Public Health Dataset was the dataset used in this study and exploratory data analysis is
shown in Fig. 7.

1. Span(age) - the patient’s age, quantified in years, and sex (one for males and zero
for females).

2. Chest Pain(cp) - chest pain type.
3. RBP(Trestbps) - arterial pressure at rest (inmillimeters ofmercury (Hg)) at the time

of patient admission to the clinic. The typical range for blood pressure is 120/80; if
your reading is within that range, everything is great; however, if it is slightly higher
than expected, we need to try to bring it down. Alter your way of living in a healthy
way.

4. Cholesterol(chol)-A person’s serum cholesterol will reveal their triglyceride level.
5. Fasting glucose levels (fbs)–Fasting blood sugar (FBS) refers to the measurement

of blood sugar levels after a period of fasting. A value of 120 mg/dL or higher is
considered indicative of elevated blood sugar (1 true). Normal blood sugar levels typ-
ically range from below 100mg/dL (5.6 mmol/L) to 125mg/dL (5.6 to 6.9 mmol/L),
which serves as the threshold for prediabetes.

6. Resting(Restecg)-electrocardiogram findings while at rest.
7. MaxHeartRate(thalach)-The maximum achievable heart rate is determined by

subtracting your age from 220.
8. Exercise-angina pectoris:exercise-induced angina (1yes).
9. ST depression(Oldpeak) - During exercise, there is a notable occurrence of ST

depression in comparison to the resting state.
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10. Slope - the angle of the exercise’s ST segment peak.
11. Ca - Fluoroscopy-colored main vascular count (0–3).
12. Thalassemia(Thal)-No reason was given, although thalassemia categorization

includes 3 instances of normal findings, 6 instances of fixed defects, and 7 instances
of reversible defects is most likely the cause

13. Target(T) - (Angiographic disease status) No Heart Disease = 0, Heart Disease =
1.

4.2 Data Preparation

Once data is collected, it should be prepared for analysis. This includes cleaning and
organizing the data, filling in any missing values, and transforming any categorical
variables into numerical ones.

The ensemble DL model is made from the multiple models, containing multiple
structures of layers. The heart analysis ismade from the data containingmultiple features
co-related to rate of heart analysis. Initially, the data is pre-processed by handling null
values of the dataset chosen which results to get much accurate results. Exploratory data
analysis (EDA) is done on the data to select the features that are contributing much to
the chance of heart attack. In the model, the correlation value > = 0.3 is termed to be
preferably chosen. So, the feature selection is made based on the moderately correlated
features. The training and testing data are splitted with a test size of 20% of the entire
dataset. To avoid outliers of the data, robust scaling is used for the data.

4.2.1 Data Pre-Processing and Feature Selection

By using the robust scalar during data pre-processing, EDL for heart disease prediction
benefit from improved performance and stability. The scalar normalizes input data, mak-
ing it less sensitive to outliers and non-normal distributions. This robust normalization
enhances the models’ ability to learn and generalize from features, resulting in increased

Fig. 5. Data Preprocessing
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accuracy and reliability in heart disease prediction shown in the Fig. 5. In order to prevent
the model’s generalizability from being compromised, it is important that the duplicates
be safely eliminated.

4.3 Hypothesis Testing

The null hypothesis that there is no correlation between a certain variable and the occur-
rence of heart disease can be tested using the chi-square test. If the estimated chi-square
statistic is larger than the crucial value, then you can conclude that cardiac disease is
occurring and reject the null hypothesis.

4.4 Model Building

After performing hypothesis testing, we can use the significant variables to model car-
diac disease. One common method is logistic regression, which estimates the important
predictors; estimate the likelihood of getting heart disease.

In ensembling multiple models, the stacking method is used in which entire training
data is used to train each and every model (Table 3).

Performance Analysis
See Fig. 6.

Fig. 6. Performance analysis between selected algorithms.

Evolution Metrics

1. Accuracy Processing

Accuracy is a term used in evaluation metric for classification problems in machine
learning. It measures the percentage of the test dataset that was correctly labeled.
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Mathematically, accuracy is defined as:

Accuracy = (No of Positive Prediction)/(Total no of Prediction)

2. Weighted Average Ensemble:

Weighted average ensemble combines the outputs of multiple models in ensemble
deep learning. It assigns weights based onmodel performance, allowing accuratemodels
to have a larger influence. This improves performance compared to other methods,
especially in heart disease prediction for image recognition. Some of the Metrics or
Activation functions used in Convolutional Networks are as follows.

Evaluation Process Used
Evaluation metrics include the confusion matrix, precision, accuracy score, recall, sen-
sitivity, and F1 score. The confusion matrix consists of TP, TN, FN, and FP representing
true positives, true negatives, false negatives, and false positives, respectively.

Table 4. Binary Classification Confusion Matrix

Predicted Value 0 Predicted Value 1

Actual Value 0 TN FP

Actual Value 1 FN TP

In Table 4. P = positive, N = negative. The accuracy score evaluates model perfor-
mance by considering the ratio of correct predictions to total predictions. It is calculated
as

(TP+ TN)/(TP+ TN+ FP+ FN) (3)

Specificity, or the true negative rate, evaluates the classifier’s performance by identify
negative cases accurately and is given by

TN/(TN + FP) (4)

According to the research on ML and DL techniques, rather than using just one
strategy, assembling a number of techniques results in increased accuracy, which in turn
results in better performance for the model (Figs. 8 and 9).
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Fig. 7. DataSet Features Distribution

By employing the proposed ML method outlined in this study, the analysis of real
time patient data can be significantly improved. Based on CNN’s 97% accuracy, Generic
andDeep neural network’s 87%, Sparse auto encoder basedANN’s 90%,DNNandTalos
optimization’s 90.76%, and IoT centered DLMNN’s 95.87% accuracy, Ensembled deep
learning model is the most accurate mode. Ensembling of multiple deep learning models
achieves higher accuracy (98.04%) with multiple layers in each of the models.

Some of the limitations of ensemble learning can be overcome or mitigated in the
future with advancements in technology and research. Researchers can develop more
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Fig. 8. Distribution of BP and Sex

Fig. 9. Distribution of Age and Chest Pain

computationally efficient ensemble methods that require less training time and compu-
tational resources. One approach could be to use approximate methods such as random
projections or sketching to decrease the amount of input data and the quantity of base
models.
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5 Conclusion

In this paper, we looked at the fundamental ideas behind the DL andMLmodels to prog-
nosticate the onset of cardiovascular problems. Analysis of studies aimed at predicting
cardiovascular disease by employing a selection of ML and DP techniques. Different
models’ performance was discussed and reviewed. Obstructive on the tools, dataset and
the techniques, the models have varied accuracy. In recent years the usage of DL algo-
rithms on huge datasets yields better accuracy in heart disease prediction models. This
article will be beneficial for the researchers to get an idea of the present and existing
models and work to design future models that are more accurate.
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Abstract. Fruits and vegetables contain rich nutrients and vitamins. So
that they are part of our daily diet. For proper cell growth and health, we
need these nutrients. Today in most crops during their growth and post-
harvesting preservation different kinds of pesticides were used. Normal
usage of such pesticides not that much affects health. But the actual situ-
ation is beyond our control. From soil preparation to the post-harvesting
stage, pesticides are being added at alarming rates. It affects our health
in a harmful way and leads to major health issues. Various studies exist
to detect the pesticide levels in fruits and vegetables. This article analy-
ses different existing methods of pesticide detection and examines their
features and problems. Through this study, it is understood that Hyper-
spectral Imaging (HSI) is a very good method, and with it, more accurate
results can be obtained by Transfer Learning (few-shot learning). This
paper proposes an architecture and algorithm based on HSI and few-shot
learning. Future studies are needed in this area to convert an RGB image
to a spectral image because the HSI device is very expensive.

Keywords: Pesticide detection · Hyperspectral imaging · Deep
learning

1 Introduction

Fruits and vegetables are a major part of our daily diet. We can consume almost
all fruits and vegetables without cooking. Due to the huge demand of fruits and
vegetables, it is necessary to protect them from pests and insects. Different kinds
of pesticides and insecticides are used to protect these crops. Recent studies show
that there is no control to limit the usage of these pesticides. But what happened
is that these fruits and vegetables themselves contain chemicals and pesticides.
Today in most crops during their growth and post-harvesting preservation dif-
ferent kinds of pesticides were used. Normal usage of such pesticides not that
much affects health. But the actual situation is beyond our control. From soil
preparation to the post-harvesting stage, pesticides are being added at alarming
rates. When we are consuming this, it leads to several dangerous diseases like
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cancer, liver problems, etc. Fruits and vegetables with these chemicals affected
our full body functioning and health. The pesticides present in it cannot be
detected by the naked eye, smell, or imaging. Because they are present on the
outer surface as well as the inner parts of fruits and vegetables and are able to
change the chemical structure also. Therefore, detecting the presence and levels
of these pesticides is a challenging task and requires tools and methods.

Hyperspectral imaging (HSI) is one of the growing fields today. In this imag-
ing, we get a typical image spectrum of objects. What is special about this
imaging method is that we can detect the presence of particles beyond our naked
eyes through this image. It gives us multiple levels of the spectrum when normal
images only give three like RGB (Red-Green-Blue). The HSI images wavelength
ranges from 400 to 1100 nm, and our naked eye can only be visible from 380 to
700 nm. But the spectral camera is very expensive.

Compared with traditional machine learning methods deep learning (DL)
models are very efficient and performance-wise also good. DL models can extract
high-level features automatically using multiple layers. But it has some problems
that they lead to overfitting if the dataset contains less number of samples.
Transfer Learning (TL) is one of the solutions for that. This paper investigates
and analyzes different methods and techniques that are used in the field of
pesticide detection in fruits and vegetables by deep neural networks.

2 Related Works

A lot of work is going on in this area today. Devi et al. [1] suggested an IoT-
based pesticide detection using different types of sensors. Here four sensors were
used to detect gases, moisture, pH, and temperature. Support Vector Machine
(SVM) with Radial Basis Function (RBF) kernel and Convolutional Neural Net-
work (CNN) with GoogleNet architecture are the models used here. This system
outputs real-time values but there have some problems SVM gave fast results but
the affected percentage is not mentioned and is less accurate. CNN performance
is better than SVM but the training time is 6.5min more.

Kandasamy Sellamuthu et al. [2] proposed a system that mainly uses a Q-
learning-based Recurrent Neural Network (RNN) so that it can handle complex,
high-volume, and fast-happening data. There is a Q-table associated with it,
by using this table the system updates the next action. This model analyses
the pesticide based on the data drawn from three sources, soil, vegetables, and
fruits. From these datasets, three components of the pesticides were extracted.
But the problem with this is that a full understanding of pesticide utilization is
not possible. Also, it is not supported the real-time pesticide detection.

Bo Jiang et al. [3] implemented a CNN-based hyperspectral imaging sys-
tem. Here a sample of Apple is considered for the detection, with AlexNet CNN
architecture. The neural network had eight convolution and max-pooling layers
for the feature extraction. Anise t al. [4] explained a deep learning-based plant
disease identification method. Five types of Deep Neural Network (DNN) classi-
fication models and five types of corn leaves datasets were used here. The models
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are Inception V3, ResNet-50, VGG- 16, DenseNet-169, and Xception. The main
aim of this work is to find the best model and best dataset based on accuracy.
The result shows that the DenseNet-169 is the best DNN model with 80.33 %
accuracy.

A Visible-Near-infrared (Vis-NIR) and Near-infrared (NIR) hyperspectral
imaging system is suggested by Weixin Ye [5]. This method takes three grapes
varieties and sprayed them with three types of pesticides. Then analyze the result
with SVM and ResNet models. Here also ResNet gives better results compared
with SVM. Identification of pesticide residue in black tea leaves by fluorescence
hyperspectral technology is proposed by Jie SU [6]. A 1D- CNN and Random
forest ML models are used here. Tiago Domingues et al. [7] presented a survey of
different feature extraction methods and ML models that are used in the field of
disease and pest detection in tomato leaves. Commonly used models are SVM,
Random Forest (RF), and Artificial Neural Network (ANN) models. This paper
suggested new and emerging transfer learning methods to avoid the problems
like overfitting.

Xiaoyan Tang et al. [8] proposed a sensor-based pesticide contamination
detection called an electronic nose, in tea leaves. For that, three Portable Elec-
tronic Nose-3 (PEN -3) electronic metal oxide sensors and Back Propagation
algorithms with three hidden layers were used. Applications of different nanosen-
sors explained by Rabisa Zia [9]. In this paper, different nanosensors that are
mainly used in the pesticide detection area and their characteristics are also
described. A review paper by Lili Li [10] explained different datasets and DL
models used for leaf image processing.

A system for the freshness of the chicken checking is proposed by Rajina R
Mohamed [11]. An electronic nose with Back Propagation (BPP) algorithm and
SVM is suggested here. When comparing the existing works some of them need
laboratory situations to measure pesticide concentration and some can detect
the presence real-timely. The laboratory measurements are time-consuming as
well as need costly equipment. There does not exist a good and accurate method
for real-time detection.

3 Technologies Used for Detecting the Presence
of Pesticides

Most countries have crossed the limit of minimum usage of pesticides and chemi-
cals in agricultural crops. There has a Maximum Residue Level (MRL) to control
the usage of pesticides in crops. It is the highest residue level that is tolerated
in food or food crops. But today it crosses the limit, for preventing from insects
or to get a high yield. It leads to dangerous situations of health problems. There
have different technologies and ML/DL models for real-time pesticide detection.
The Table 1 shows the existing technologies and architectures used in this field
with the available datasets.

In these related works, the experiments were done with varieties of fruits or
agricultural items like Corn, Black tea, tomato leaves, etc. Some of the datasets
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are already available in data repositories. But some datasets were created in the
laboratory itself, by collecting different pesticides and crops.

Table 1. Summary of different technologies, DL-models, and dataset used for pesticide
detection

Ref. Fruit/Veg. Technology Architecture Dataset

[1] Any fruit IoT with 4 sensors SVM (RBF), CNN Fruit dataset
[2] Any fruit Q-learning RNN soil, fertilizer plant

village
[3] Apple HSI AlexNet with 8

layers
Created dataset

[4] Corn Inception V3,
Resnet 50,
DenseNet-169

Plant Village

[5] Grape Vis-NIR & NIR
HSIs

CNN, ResNet Created dataset

[6] Black tea Fluorescent HSI 1D CNN, RF Plant Village,
Plant Doc

[7] Tomato leaves SVM, RNN, TL Flavia &
Malayekew Leaf

[8] Tea leaves Electronic nose
(PEN-3)

Back propagation Created data

[10] Leaves HSI GoogleNet, GAN,
VGG-16

Plant village, Plant
pathology challenge

For generating the dataset in a laboratory, first made pesticide solutions with
different concentration levels. Then dip each of the crops separately. These data
were used for the analysis with the above mentioned technologies. Sensor-based
methods directly sense the presence of pesticides in fruits and vegetables and
image-based methods detect chemicals by processing the images of crops that
are captured by cameras.

Analysis of existing methods in pesticide detection in fruits and vegetables
shows that Hyperspectral Imaging (HSI) gives better accuracy compared with
other methods. HSI is not affected by environmental conditions and it can detect
the presence of chemicals that present inside the crop. Convolutional Neural
Networks (CNN) require a large number of data for the operation. But for created
data, it is not possible to make a dataset with considerable samples. It leads to
overfitting problems during convolution operation. Transfer learning or few-shot
learning is a good deep neural network to avoid overfitting with a small dataset.
Here proposing an IoT-based system that uses HSI and transfer learning for
detecting the presence of pesticides.
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3.1 Hyperspectral Imaging (HSI)

Hyperspectral imaging is an imaging method that is used to produce the spec-
trum of the image. Normally images that are taken by Digital Camera are in
RGB format. But in HSI, different spectra of images are generated. Mainly two
types of spectrum are available that are Near-infrared (NIR) and Visible-Near-
infrared (Vis-NIR). NIR is a destructive type which means it makes defects in
the material surface in which the image is taken. Vis-NIR is not a destructive
method. The HSI is mainly concentrated on visible and near-infrared (400 nm–
1000 nm) [10]. The output of HSI is not similar to the object, but it generates
the color spectrum of the object.

3.2 Transfer Learning/Few-Shot Learning

Few-shot learning or transfer learning is a pre-trained model. The main advan-
tage of this model is that it can avoid overfitting when working with less number
of samples. It creates or transfers knowledge from a large data set, this is called
pre-training. Then another model (a few-shot model) is trained with this knowl-
edge and is used with a smaller dataset.

Figure 1 shows a typical example of transfer learning. DL model 1 is trained
by using a large dataset. This knowledge is passed to DL model 2. In model
2 a small dataset and this pre-trained knowledge is used for its training. The
overfitting problem is avoided in this way.

Fig. 1. Transfer Learning workflow diagram

3.3 IoT-Based Pesticide Detection System Using HSI and Deep
Learning

Real-time detection of pesticides is very essential in the current situation. IoT-
based hyperspectral imaging helps a lot in the real-time detection of pesticides
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and the conditions of the atmosphere and natural aroma do not affect it. A
solution for overfitting with less number of samples is transfer learning or few-
shot learning.

For example, markets and fruit processing industries handle different types
of fruits and vegetables daily. Large amounts of pesticides are present in it, and
consuming these fruits and vegetables leads to dangerous diseases. Only real-
time as well as fast methods can detect and thereby control it. The proposed
system can be used by Government authorities, consumers, or fruit-processing
industries for the effective detection of pesticides.

During the training phase, we train the model using the dataset. Here the
model that is used is few-shot learning. It has pre-trained knowledge by training
with a large dataset. The dataset can download from any of the data repositories
or by creating it in a laboratory environment. Figure 2 shows the block diagram
of the proposed system. It has two modules IoT module and a deep learning
module. In the IoT module, an image is captured by an HSI camera and this
image is sent to the deep learning module.

Fig. 2. Block diagram of the proposed model

In the deep learning module, from the HSI image, the spectral vector or
spectrum of the image is generated. After the spectral vector generation prepro-
cessing of the image is carried out. In preprocessing remove noise and unwanted
spectrum values. This processed image or spectral output is classified with the
help of a CNN model.

Algorithm 1 takes two inputs, spectral images of the crops and a dataset
that was created in the field. The output of the algorithm shows whether the
pesticide is present in the particular crop or not. Let’s see how this algorithm
works. Processing of the dataset is done first. During the preprocessing step
noise and unwanted values were removed. Training of this processed dataset is
done by a transfer learning model. Using an HSI camera image of the particular
crop is taken. Classification of this spectral image or vector is performed using
a CNN model.
Algorithm 1
Input: Spectral images of crops
Dataset: Dataset contains HSI images
Output: Pesticide present/ not
Procedure
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1. Dataset preprocessing
2. Train DL model(few-shot learning) with dataset.
3. Spectral vector generation from the input image.
4. Fit the model with test data.
5. Classification with CNN model.

4 Result and Discussion

Pesticide detection in fruits and vegetables is one of the important areas that is
most needed in today’s society. By analyzing the existing method, these systems
have different features as well as problems. Table 2 explains the problems of
existing methods or their future needs. From the table, it is understood that
most of the sensors are affected by environmental situations and have some
precision issues. Hyperspectral imaging is a good method, but the device is very
costly, more than four lakhs. This is a complex system so we need an expert
person to handle this equipment. To avoid these issues future research is needed
in this area, to create an algorithm that can convert the normal RGB image to
spectral image with high accuracy.

Table 2. Limitations of existing methods

Ref. Problem/Features

[1] CNN has better performance than SVM but takes more training and
testing time

[2] A complete understanding of pesticide utilization is not possible
[3] Overfitting problem due to small dataset and need to improve extraction

ability of the network
[5] Need a large number of samples and deep transfer learning
[6] Increase the number of samples and pesticide species. A real-time

non-destructive identification system is essential
[7] Lack of data leads to overfitting
[8] The natural aroma of tea leaves interferes with containing pesticides. The

system was susceptible to temperature, humidity & atmospheric pressure.
The electronic nose test must perform immediately after spraying

[9] Nanosensors have high sensitivity, specificity, and minimum response time
but they are affected by the environmental condition

[10] Real-time detection is difficult because of the complex background and
small lesions

[11] Odour must be cleared up each time and do not mix with previous
samples. Need more samples

Each of the related works uses different kinds of image datasets for the detec-
tion of pesticides. Several systems are working with the PlantVillage dataset. It
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is a publicly available dataset with 38 categories of species. Figure 3 shows the
comparative results of the PlantVillage dataset with different deep-learning mod-
els in pesticide detection. All models show accuracy and performance above 95
percent with this dataset. DenseNet-169 gives better results than other models
in terms of accuracy.

Fig. 3. Performance analysis of PlantVillage dataset with different DL-models

When comparing the architectures and technologies used in currently avail-
able pesticide detection systems understood that sensor-based methods and
image-based systems have their own characteristics. Figure 4 shows a compari-
son graph of accuracies that are obtained with different existing systems that
are based on image analysis. The graph easily infers that deep learning meth-
ods with more hidden layers give better accuracies compared with traditional
machine learning as well as low-level deep learning models. Also, HSI images or
spectral imaging methods give more results than normal RGB images.

Figure 5 shows a graphical analysis of the performance of the pesticide detec-
tion systems that are mainly based on sensors and IoT with various ML or DL
models. It is an emerging area in the field of real-time pesticide detection. The
sensors are easy to handle, deploy and analyze but it has some problems like
being easily susceptible to environmental situations.
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Fig. 4. Performance analysis of image-based systems

Fig. 5. Performance analysis of sensor-based systems

5 Conclusion

In this paper, we have presented different literature and existing works that
address pesticide detection in fruits and vegetables using deep learning. DL
models such as CNN, backpropagation, and transfer learning can be employed to
accurately predict or detect the presence of dangerous pesticides that are present
in the crops. These models have better performance than older machine-learning
models based on manual feature extraction. However, deep-learning models need
a large volume of data, which leads to the overfitting problem. Transfer learning
(few-shot learning) has proven useful to tackle this issue. Hyperspectral imaging
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(HSI) is a good solution for pesticide detection in terms of performance compared
with standard image data.

This article aimed to provide a general overview of the different deep learn-
ing models, techniques, and dataset preparation in this area of research. And
proposes a system that uses HSI and transfer learning to solve problems in this
pesticide detection field. Further development in this area may help fill the cur-
rent issues gap.
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Abstract. About 30 million people worldwide are affected by the monogenic
recessive -globin gene abnormality known as sickle cell disease (SCD), which
is a significant public health issue. From asymptomatic to severely symptomatic
illnesses that might cause patient mortality, pathological features range. The most
common presenting symptom of SCD is vasooclussive crisis (VOC). The red cell
membrane of the Sickle Red Blood Cells (SRBCs) is damaged by repeated cycles
of sickling and desickling processes caused by the formation and aggregation
of HbS (sickle hemoglobin) polymers. Cellular dehydration (reduction of ion
and water content), increased viscosity (red cell density) and a transient increase
in intracellular calcium are all associated with HbS polymerization. As a result,
SRBCs become adhesive and inflexible (rigid), resulting in premature destruction.
The decreased life span of SRBCs causes chronic hemolytic anemia, and capillary
blockage causes tissue hypoxia and subsequent organ damage. So, it is important
to monitor patients suffering from sickle cells.

Here we have used machine learning to visualize those patients and catego-
rize them according to their hemoglobin level, percentage of reticulocyte count
and serum Lactate dehydrogenase (LDH) level which is regarded as a marker of
hemolysis. In this article we propose a framework which uses the statistical anal-
ysis using Linear Regression technique on a sickle cell patients dataset showing
how hemoglobin is depleted in a body by the use of two parameters called LDH
and Retics.

Keywords: Sickle Cell Disease · RBC ·WBC · Hemoglobin · Reticulocyte ·
Machine learning

1 Introduction

Hemoglobinopathy, one of the most prevalent monogenic disorders affecting humans,
is responsible for some of the serious genetic and social health difficulties in India,
South Africa, Saudi Arabia, South America, and other South Asian and African nations
(see Fig. 1). In the history of haemoglobinopathies, sickle cell disease (SCD) is one of
the oldest recognized molecular disorder [HbS (HBB Glu6Val)] whereas the HbE disease
(HBBGlu26Lys) is themostwidely reported hemoglobin disorders afterHbS.HbE is due to
amutation inwhich lysine is exchanged for glutamic acid in theBeta chain of hemoglobin
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at the 26th position. SCD affects a sizable portion of population in India residing in the
area which is spread throughout the Central Part of India from Odisha to Maharashtra
and Gujarat. Sickle Hemoglobin (HbS) in the central belt of India, Hemoglobin E (HbE)
in West Bengal and Northeastern States and Hemoglobin D (HbDPunjab) in Northwest
Parts of India are the three main genotypes of this disorder that are frequently observed
in our country [1].

The most prevalent blood condition anemia is brought on by a deficiency of RBCs
which makes it difficult for the body to get adequate oxygen. Acute anemia is caused by
a sharp fall in RBC, whereas chronic anemia is caused by a gradual decline in RBC, and
it frequently co-occurs with inflammatory illnesses. RBCs aren’t formed as they should
be in people with sickle cell disease. RBCs resemble round or spherical discs in normal
human beings whereas they resemble a crescent moon, or an old farming tool called a
sickle in SCD. It is a hereditary hemoglobin disorder as represented in Fig. 2.

Fig. 1. Map depicting the global prevalence of the HbS allele [2]

Typically, SCA (Sickle Cell Anemia) symptoms and signs begin appearing around
five months of age. Sickle cells quickly disintegrated and died, leaving just a small
number of RBC in the circulation. The life of normal RBC typically lasts for about four
months before they require replacement with new cells, while sickle RBCs often degrade
in about two to three weeks, causing a lack of RBC.

Fig. 2. Inheritance pattern of sickle cell hemoglobin gene from parents to the offspring
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Individuals having sickle cell disease report edema, frequent infections, eye prob-
lems, slow growth and delayed puberty. As discussed, Hemoglobin S is an abnormal
hemoglobin type that contributes to SCA.When both the parents pass the recessive sickle
cell gene to their child, the child gets affected and develops the sickle cell homozygote
phenotype.

SCD cannot be cured; however, it can be managed to lessen the symptoms and
avoid complications. Hence, it is vital that these patients be monitored clinically and
hemato-biochemical investigations on regular basis. Based on the steady state and crisis
data patients can be monitored successfully [3, 4]. By analyzing the data using machine
learning techniques the clinical and physiological state of the patients can be predicted
well in advance to avoid any future complicacies. Keeping in view of this the present
study was addressed. The data of SCD cases included in this study has been derived from
a patient database of Odisha. Various tools of machine learning have been leveraged to
predict and assess the health status of the patients those have been suffering from sickle
cell anemia disease in Odisha.

2 Literature Survey

Sen et. al. (2021) took various microscopic blood samples and used techniques such as
image processing andmachine learning tomake the process of detecting sickle cells auto-
matic and have classified the RBC thus detected into three shape-based categories: circu-
lar, elongated sickle cell shaped and others, they are then preprocessed, and thresholding
technique called Otsu is applied for segmentation [5].

Petrović et. al. (2020) used the smear from peripheral blood to observe the images
of red blood cells and segmented the image by preprocessing and used machine learning
techniques to classify their morphology [6].

In a case study of Nigeria Nkpordee (2022) have used different trend models of time
series and statistics for a six-year projection of SCD in Nigeria and how it will decline
in the year ahead [7].

Patel et. al. (2021) has shown how early detection of sickle cells can help patients to
identify their symptoms and help the patients to take medications and can take regular
blood transfusion sessions along with pain relieving medications. Sometimes manual
assessment might lead to false classification. Therefore, using data mining techniques
including classification algorithm they have sought to identify the sickle cells in human
body with high accuracy [8].

Yang (2018) and Yeruva (2021) have employed machine learning algorithms to
predictably understand the timing/situation of hospital re-admissions in SCD. In their
research paper they have described how they partitioned their patients into groups for
testing and training. The cases of unplanned treatment in the hospitals admissions were
categorized for testing and training dataset where they applied machine learning algo-
rithms. The prediction was then later assessed using various prediction algorithms such
as specificity, sensitivity, and C-Statistic [9, 10].

Dean (2019) has used Multinomial Logistic Regression where they analyzed the
pain scores of forty patients, and they devised a model of machine learning to predict
the pain scores of a SCD patient with promising results [11]. Using proper optimization
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techniques, machine learning algorithms, and statistics, it can be predicted whether the
number of patients suffering from SCD will decrease with the use of a proper data set
and patients as input.

A low cost, cost effective easy to use sickle cell screening device is proposed to be
used in developing countries as elucidated by Wing (2019) [12] can detect hemoglobin
non-invasively.

Stone (2021) [13] in this case report demonstrated the severity of a delayed hemolytic
transfusion reaction caused by anti-Fy3 in a SCD patient having red cell exchanging
before hematological precursor cell harvest for gene therapy.

Ranjana (2020) [14] used a automatic categorization of the SCA system explored
in this study. In the beginning, the original images are pre-processed using the median
filter. The Grey Level Co-occurring Model (GLCM) and Haralick characteristics are
then retrieved. Finally, for prediction, the random forest (RF) predictor is used. Using
an RF classifier, the SCA system achieves a classification accuracy of 95%.

Patgiri [15] demonstrated a hybrid segmentation procedure that combines two seg-
mentation approaches, notably fuzzyC-means segmentationwith adaptive (local) thresh-
olding. In this study, four distinct adaptive thresholding approaches are used with fuzzy
C-means. The main axis, and secondary axis, aspect ratio, surface dimension, circum-
ference, dimension factor (metric value), eccentricity, and solidity of each cell in the
sample blood smear were retrieved for this analysis. These eight characteristics are used
to train and test the classifiers. For categorization, two supervised classifiers, namely the
Nave Bayes classifier and the K-nearest neighbor classifier, were exhibited on a dataset
of ten image data samples, and the evaluated results for all of the hybrid combinations
were compared.

Even though a lot of techniques have been used or the prediction or image segmenta-
tion in various machine learning dataset the complicated clinical symptoms of SCD have
not been addressed fully till date. So, it is necessary to predict the outcome for the year
ahead and come up with some solution that will prevent the patients going through the
tedious process of regular blood transfusions and doctor visits. Although these methods
yield the best results but considering the complex clinical manifestations of symptoms
from patients to patients implementing those methods has been challenging so far.

3 Linear Regression

Linear Regression is a widely known and recognized algorithm and is categorized under
supervised learning technique. When a set of independent variables is given, the logistic
regression is used for carrying out the prediction of dependent variables categorically,
such that output result can be a categorical or discrete value. As it is an analysis of
independent variable, and it can be represented in Eq. 1:

y = c0+ c1x+ e (1)

wherein y has been assumed to be a dependent variable and x to be an independent
variable, the variable c0 is a constant term and an intercept of the regression line on the
vertical axis and c1 is the regression coefficient that lies on the slope of regression line
and e can be a random error as shown in Fig. 3.
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Fig. 3. Graph of linear regression

As specified earlier, the goal is to find out the best possible values for c0 and c1,
the objective should be to minimize the error between the predicted value and the actual
value as shown in Eqs. 2 and 3.

Minimize1/n
∑n

i=1
(pred(i)− y(i))2 (2)

Q1/n
∑n

i=1
(pred(i)− y(i))2 (3)

This function as mentioned above is aimed at minimizing the error values among the
actual and the predicted values. Here the error difference is squared, added up across all
the data points and then divided by the total number of data points. The result obtained
(Q) is the average squared error across all data points. Hence the above cost function
is also referred to as Mean Squared Error (MSE) function. With the MSE function the
values of c0 and c1 are changed so that MSE settles at the minima.

Figure 4 depicts the process of fitting a linear regression model. Import data as an
input, fit an optimization technique and a cost function for performance, verify its quality,
change it to increase quality, and then find an output for the workflow.

Stochastic Gradient Descent (SGD) is a form of gradient descent variant used to opti-
mize machine learning models. Only one random training example is used in this variant
to calculate the gradient and update the parameters at each iteration. This algorithm is
useful when the optimal points are not found by equating the slope of the function to
zero (0). Linear regression on the other hand has the sum of squared residuals mentally
mapped as the function “y” and the weight vector as “x” in the parabola above.

4 Proposed Work

The proposed approach extracts sickle cell data from a hospital in the western part of
Odisha. The extracted dataset was then analyzed and usedS it as input for our machine
learning model. So, first, we preprocessed and cleaned the data, and then we fed it into
appropriate models for training and testing. Following the visualization and train-test
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Fig. 4. Flowchart of the working of linear regression while using a dataset.

split, we selected an acceptable model (here, linear regression) for our planned work.
We arrived at a proper conclusion after obtaining the accuracy and proper graphs (as
indicated in the Graphs and Results section) (Fig. 5).

By using these statistical methods, we can classify, predict and find an optimal model
that can help us identify the health / clinical status of people affected from sickle cell
anemia or who have less amount of hemoglobin produced in their body.

Pseudocode
Input: Pa ence dataset

Pre-processing of data
Divide data into Train and Test with 80% and 20% 

respec vely.
For each data in dataset

Linear regression (Train, Test data)
Perform gradient descent.
Predict test result.

Output: predicted percentage, Correla on matrix

5 Experimental Results

The proposed work as presented under section III has been analyzed using stochastic
gradient descent analysis in conjunction with three different machine learning algorithm
such as linear regression, decision tree classifier and support vector machine. The data
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Fig. 5. Flowchart describing the methodology that was used in this study.

has been collected from the western part of Odisha state, highly affected with SCD.
The data has been collected under six different categories such as WBC, RBC, HGB,
BIT, LDH and RETICS%. All the data has been converted into it’s per unit level except
RETICS which is in percentage.

The data has been processed for redundancy analysis with a new value of 0.17. The
scattered plot analysis has been carried out for two target data namely LDH, RETICS%
with all the other four parameter as predictor. The effect of LDH and RETICS categor-
ically analyzed with HGB. Out of the total dataset 80% data has been used for training
and 20% has been used for testing the model.
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Table 1 shows the statistical data of three different analyses of three different ML
algorithms such as Decision Tree, Linear Regression and Support Vector Machine. It is
found that the linear regression is having lowest RMSE of 3.60 and R2 error is –0.39.
However, the mean average error is 2.72; this could be due to similar type of data in the
available training dataset. Further analysis has been carried out with Linear Regression
with Gradient Descent.

Table 1. Statistical analysis of ML algorithms

RMSE MSE R2 Error MAE

DT 4.32 18.70 –0.93 2.41

LR 3.60 13.03 –0.39 2.72

SVM 5.32 28.30 –1.92 2.56

Figure 6 shows the regression analysis of RETICS vs HGB where most of the data
possesses negative slope characteristics which means that with increasing HGB content
there is a decrease in the RETICS. In most of the cases the HGB content carries in
between 8.5 to 11, which corresponds to a decrease in 17% of RETICS%

Fig. 6. Regression analysis of RETICS vs HGB

Similarly, Fig. 7 represents the statistical graphical analysis of LDH vs HGB. How-
ever, with the same range of HGB (refer Fig. 6) the LDH content varies between
385–460.
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Fig. 7. Regression analysis of LDH vs HGB

Table 2 shows the analysis of different ML algorithms for LDH vs HGB. Figure 8
shows the heat map based on autocorrelation function where all the diagonal elements
have a magnitude 1 per unit.

Table 2. Statistical analysis of ML algorithm

RMSE MSE R2 Error MAE

DT 383.04 1.46 x 105 –1.08 180.6

LR 274.32 75251 –0.07 181.41

SVM 286.16 81885 –0.165 155.05

Table 3. Correlation statistical analysis with Hb

Sr. No Parameter Magnitude Remarks

1 RETICS% –0.39248 NEGATIVE

2 LDH –0.37992 NEGATIVE

3 BIT –0.137320 NEGATIVE

4 RBC 0.300613 POSITIVE

5 WBC –0.09364 NEGATIVE

Figure 8 this correlation depicts that the patient does not have enough hemoglobin
produced in this body as the formation of LDH is high in their body hence they cannot
carry enough oxygen to supply throughout their body.
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Fig. 8. Heatmap of the parameters.

6 Conclusion and Future Work

From the present study with the data of the patients who have sickle cell disorder (HbSS)
and using the ML models it can be predicted that the patients having low hemoglobin
might face many clinical symptoms due to the formation of high level of LDH, more
numbers of WBC and reticulocyte counts. Due to the low hemoglobin in their body they
are unable to meet the oxygen demand of the body and subjected to deoxygenated state
and leads to high amount of lactic acid and higher count of reticulocyte or premature
RBCs in their circulation. Hence patients must go through regular blood transfusions and
hemoglobin tests. The traditional method of measurement of hemoglobin is accurate,
infants and adults are hesitant to use it since it is painful, and regular blood extraction
makes themuncomfortable. As a result, introducing a non-invasivewaywill be beneficial
to determine their hemoglobin level any place and without any pain. Till then regular
management of the patients with the clinical and hematological data set using machine
learning techniques will be of great importance.
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Abstract. This research paper presents a distributed architecture for optimized
route planning and precise circle detection in unmanned aerial vehicle with
machine learning. The architecture focuses on three key areas: motion planning,
control, and the integration of a web application with machine learning (ML) for
autonomous drones. By leveraging advanced planning and control algorithms, the
architecture enables UAVs to navigate dynamic environments, execute complex
maneuvers, and maintain stability. The ML-integrated web application enhances
decision-making for detection, optimizing route planning. Extensive simulations
and real-world experiments validate the effectiveness and scalability of the pro-
posed architecture,making it a valuable tool for advancing research in autonomous
UAV systems.

Keywords: Autonomous unmanned aerial vehicles · distributed architecture ·
motion planning · control ·machine learning ·web applications · experimentation

1 Introduction

In recent years, the field of intelligent unmanned aerial vehicles (UAVs) has grown
quickly, and now it presents a wide range of distributed autonomous robotics research
opportunities [1, 2]. With the aim of designing controllers that facilitate the autonomous
flight of a UAV from one waypoint to another in comparison to prior research which
has concentrated on low level control capabilities. The most frequent mission scenario
entails positioning sensor pay-loads for data collection, with the data ultimately being
processed offline or in real-time by ground workers. In recent combat scenarios, the use
of UAVs in mission duties like surveillance [3, 4], videography, search and rescue [5]
etc., has grown increasingly crucial and it is projected that they will continue to play
crucial roles in any future conflicts.

In civil applications such as remote sensing, precision agriculture [6–8], etc., intelli-
gent UAVs also play a vital role. There is a need to build more advanced UAV platforms
for both military and civil uses which can offer more emphasis on the development of
intelligent capabilities and capacity to communicate with human operators and other
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robotic platforms. Low- level control is no longer the primary focus of research. Instead
of this, sophisticated software architectures that integrate low level and decision-level
control are being used. These should thus function seamlessly with larger C4I2 systems
with network-based architectures. These systems are necessary to provide the capabil-
ities needed for the upcoming, more complicated mission requirements, and they serve
as an excellent testing ground for distributed AI technology.

Path planning algorithms [9–11] that produce collision-free paths, precise controllers
capable of executing such paths even in the presence of unfavorable weather conditions
(such as wind gusts), and a dependable mechanism that coordinates the two are neces-
sary for navigating in environments where there are many obstacles close to building
structures.

In a distributed software architecture utilized in a fully deployed rotor-based
unmanned aerial vehicle (UAV), a method for combining path planning techniques with
a path execution mechanism—including a reliable 3D path following control mode—is
described in this study. There are descriptions of many of the software parts utilized in
the distributed architecture. The elements in charge of path execution are given special
attention. Themethod considers the varied time properties and dispersed communication
of a path-planning algorithm and a path-following control mode [12]. To operate UAVs
in urban settings, they also feature a safety device.

Unique challenges posed by the specific scenario necessitate precision control,
maneuverability, and payload delivery capabilities [13]. The scenario requires the drone
to followpredefinedflight paths, locate a tar-get, and execute precise payload deployment
[14]. In this study highlighted the importance of developing a specialized quadcopter
tailored to meet the specific requirements outlined in the problem statement. Following
a thorough analysis of the challenge, devised a rigorous design strategy to construct a
quadcopter capable of successfully accomplishing the assigned tasks. To optimize sta-
bility and longevity while minimizing weight, implemented a 505mm wheelbase and
utilized lightweight yet durable materials. The frame construction incorporated alu-
minum rods for enhanced strength, while medium density fiberboard (MDF) provided
structural support integrity. A true X-frame design was employed to ensure stability
without compromising on the accommodation of essential hardware components.

This quadcopter’s primary flight controller is the Pixhawk 2.4.8, which provides
dependable and accurate control over the drone’s flight parameters. The popular open-
source autopilot program Ardupilot was loaded into Pixhawk’s firmware. The control
and navigational abilities required to carry out complex flying patterns were provided
by this combination. Also installed a Raspberry Pi microprocessor on the quadcopter to
precisely locate the target and carry out the payload delivery duty. This microcontroller
was developed to carry out real-time image and video processing. The primary camera
recorded and processed video inputs using sophisticated coding techniques, allowing
the precise detection and identification of the target area. Numerous flying tests were
conducted to experimentally evaluate quadcopter de-sign, replicating the tasks specified
in the problem statement [15–17]. These experiments verified the viability of idea, as the
quadcopter successfully carried out the intended flying patterns, located the target region,
and dropped the cargo precisely. The data gathered from the testing shows that suggested
quadcopter design is trustworthy and effective for the intended purposes (Fig. 1).
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Fig. 1. Work Flow Flowchart

2 Design Process

Thoroughly examined the specifications outlined in the problem description during the
design process of the drone frame. It was crucial to ensure that the frame could securely
accommodate all the necessary components, allowing the drone to effectively fulfil the
designated objectives of the research experiment. As to consider several things during
the design process, including the size and weight of the individual parts, the necessity for
structural stability, and the drone’s overall balance. These factors had to be considered
to guarantee that the frame could sustain the hardware while still performing at its best
during flight.

2.1 Frame Selection

First, a 200-g package with dimensions of 5 × 10 × 10 cm3 must be delivered by the
drone on its own. Additionally, throughout the mission, the drone must maintain a flight
altitude of 30 m.

During the design phase, considerable considerations were made in order to satisfy
these needs. Choosing the right propellers and a propulsion system that could produce
enough thrust to sustain the payload and maintain stable flight was an important consid-
eration. 10-inch propellers were selected to accomplish this as they were discovered to
produce the roughly necessary thrust for the load delivery.

It was crucial to strike a compromise between clearance and stability in order to
guarantee appropriate clearance between the numerous components mounted on the
frame. Therefore, it was decided that arms 20 cm in length were ideal. This length
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permitted a 2 cm clearance between the parts, guaranteeing adequate room for their
proper operation without affecting the overall stability of the drone’s construction.

3 Modelling of Frame

It was crucial to design the quadcopter’s frame using 3D modelling software before
beginning the construction process. This process made it possible to precisely visualize
and evaluate the frame’s structural features. Autodesk Fusion 360, a widely used appli-
cation for design and engineering, was selected as the programmers for this job. The
quadcopter’s arms and body were designed together with the proper frame arrangement
throughout the design phase. To make sure the frame configuration satisfied the needs
for stability, maneuverability, and payload capacity, several factors were considered.
In Fusion 360, the frame was digitally built when the arrangement was decided upon,
considering the necessary dimensions and characteristics. A thorough structural anal-
ysis was carried out to evaluate the frame’s performance and structural integrity. The
material characteristics and structural dimensions were entered into the software for this
study. The framemay be simulated both statically and dynamically under various forces,
including thrust, gravity, and torque, thanks to Fusion 360’s simulation capabilities. The
software may assess the frame’s performance in terms of static stability and dynamic
response by applying computed force values to points inside the frame [18]. To enhance
the drone’s design, multiple iterations were conducted. The frame’s configurations were
modified at each iteration, and simulations were utilized to evaluate the frame’s perfor-
mance. The aim was to develop a frame that fulfilled the requirements of the operational
stage while ensuring stability, durability, and maneuverability [19–21].

3.1 Weight Estimation

Carefully chose the quadcopter’s important parts and considered the materials for the
frame construction in order to satisfy the requirements of the problem description.

Estimated the overall weight of the drone to make sure it would stay within the
allowed weight ranges. The data below shows the estimated weight distribution for
some of the key elements.

After estimating the drone’s weight and went on to compute the thrust needed to
lift it. Maintaining a 2:1 thrust-to weight ratio is a usual guideline. The thrust needed
for each motor was estimated to be around 700 g based on this ratio. If a quadcopter
arrangement were used, the total thrust needed to lift the entire drone would be twice its
own weight.

Drone Total Weight Approximation: 1400 g.
Drone Lifting Total Thrust Needed: 2800 g.
Each motor’s thrust is 700 g.
These calculationsmade sure that themotor thrust, and the components chosenwould

be enough to achieve controlled and steady flying. Are able to create a quadcopter that
could successfully carry out the specified flight maneuvers and payload delivery tasks
mentioned in the challenge description by carefully evaluating the weight and figuring
out the thrust needs.
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3.2 Frame Design

• The materials used in the fabrication of the drone for the research experiment were
meticulously selected to achieve an optimal combination of durability and lightweight
design.Medium-density fiberboard (MDF) and aluminumwere chosen as the primary
materials to fulfil this objective.

• The drone’s frame was constructed using MDF, which has a good strength-to-weight
ratio. The overall weight of the drone is optimally maintained, while this material
provides great structural integrity. The drone is kept lightweight by using MDF,
enabling effective flight maneuvers and reducing battery usage.

• On the other hand, aluminum was chosen due to its outstanding durability and light
weight. In locations that needed extra strength, such as crucial joints and supporting
structures, it was employed strategically. The use of aluminum components improves
the drone’s overall resilience without considerably adding to its weight.

Fig. 2. Side View of Drone Fig. 3. Isometric View Fig. 4. Top View of Drone

• Drone design achieves a harmonious balance of lightweight construction, durabil-
ity, and ease of maintenance by carefully examining the selection of materials and
utilizing modern design and production techniques. This guarantees that the drone
will function optimally and have an extended operational lifespan, even under the
demanding conditions of its designated operational phase. As shown in Fig. 2, 3 and
4 the side, top and isometric views are available.

• Structural Properties of the material chosen: The stability, toughness, and general
performance of the quadcopter are greatly influenced by the structural qualities of the
materials used in its construction. In this instance, medium-density fiberboard (MDF)
and aluminum were chosen as the materials. MDF is a composite wood product cre-
ated bymixing resin and wood fibers under intense pressure and heat.When choosing
the MDF for the quadcopter’s construction, the following characteristics were con-
sidered: Measured carefully to establish a balance between weight and structural
soundness, the MDF used had a thickness of 4.5 mm. Although thicker boards could
offer more strength, they would also add to the quad-copter’s weight, which might
have an effect on how well it flies. The MDF used for this project has a density of
750 kg/m3. For the quadcopter’s construction to maintain an ideal weight-to-strength
ratio, this figure, which represents the mass of the material per unit volume, is crucial.

Due to its light weight and excellent strength, aluminum was chosen in addition
to MDF for some of the quadcopter’s structural components. The aluminum used was
considered for the following qualities:
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The aluminum sheets that were used were 1 mm thick. To achieve minimal weight
while maintaining appropriate strength for the components where aluminum was used,
this relatively thin gauge was chosen.

Aluminum has a high modulus of elasticity (MOE), which is calculated to be
70300 N/mm2. Due to this characteristic, aluminum parts can tolerate bending loads
and keep their structural integrity during flying maneuvers.

Quadcopter design achieves a balance between weight, strength, and rigidity by
carefully examining the structural characteristics of the selected materials, particularly
MDF and aluminum. This makes it possible for the drone to endure the forces generated
by the aerodynamics of flight,maintain stability, and fulfil the specific objectives outlined
in the designated research tasks.

4 CG Calculation

4.1 The Word “Data” is Plural, not Singular

• Used a strict approach to precisely estimate the drone’s center of gravity (CG). Firstly,
it strung a thread from one of the drone’s arms to the end of the drone. It made sure the
string’s line passed through its pivot point and remained perpendicular to the ground
by paying close attention to it. By doing this, were able to create a reference line for
our measurements.

• Again, then repeated the process by fastening threads to several spots along the drone’s
frame. To be more precise, we fastened strings to the pivot point where the arm and
cover plate converge, the border of the bottom plate, and the center of the top plate.
Each string created a line from its connection point that crossed the earlier established
reference line.

• Determined the precise location of the drone’s center of gravity by examining the
intersection locations of these lines. The intersection that was indicated represented
the drone’s estimated CG location. Through this process, we were able to establish
that the drone’s center of gravity (CG) was situated precisely 15mm above the top
plate and at the center of the true X frame design.

• To ensure the drone’s stability and balanced flight characteristics, it is crucial to care-
fully evaluate the center of gravity (CG). So, to improve the drone’s performance,
control, and maneuverability during the flight evaluation by accurately determining
the CG location. Furthermore, utilizing this information, although can arrange addi-
tional components, such as the payload, in amanner that preserves the overall stability
and flight dynamics of the drone.

5 Displacement Caused by Stress

Although carried out stress analysis with computer simulations to assess the drone
frame’s structural robustness as shown in Fig. 4. In order to replicate the highest load
that the frame might encounter during flight, applied a force of 10N at the end of each
arm in this analysis. Were able to ascertain the stress distribution inside the structure by
applying these forces and considering the material characteristics of the frame.
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Were able to evaluate the drone frame’s structural integrity and pinpoint any potential
weak places or regions that would encounter excessive stress thanks to the stress analysis.
Able to locate areas of high stress concentration that may need reinforcement or design
adjustment by analyzing the stress distribution. The Displacement caused by stress is
also shown in Fig. 5.

Fig. 5. Displacement Caused by Stress Fig. 6. Result of Stress Analysis

5.1 Fabrication of the Drone

• The fabrication procedure was started to assure the build’s structural integrity and its
capacity to withstand the predicted forces after carefully choosing the materials and
performing a structural analysis of the quadcopter model (Fig. 6).

• Precision CNC cutting of medium-density fiberboard (MDF) sheets for the quad-
copter’s main body was the first step in the construction process. This method made
sure that the structural components’ dimensions were precise and constant. The
aluminum arms were additionally saw- cut, ensuring their sturdiness and strength.

• Custom-designed 3D-printed pieces were integrated to further improve the quad-
copter’s appearance and operation. These components were created by additive man-
ufacturing processes using PETG (Polyethylene Terephthalate Glycol) and ABS
(Acrylonitrile Butadiene Styrene) filaments. This method made it possible to design
complex components that were specially tailored to the needs of the quadcopter.

• The various parts of the quadcopter’s frame were fastened and connected during the
construction stage using M3 bolts of the ideal size. While minimizing extraneous
weight, adequate fastening was ensured by the careful selection of bolt size.

5.2 Detailed Weight Breakdown

The comprehensive weight breakdown sheds light on the relative weights of the different
quadcopter components. These parts include the top plate, bottom plate, and arms that
make up the structure as well as crucial hardware like the Raspberry Pi, Pixhawk, GPS
devices, webcam, and ESCs. Propellers, motors, a mounting plate, a standoff, a VTx,
and a camera are additional parts that help the quadcopter function and perform.

Theweight breakdown also takes into consideration the battery, GPS stand, dropping
mechanism, ELRS data telemetry, and other wires and parts required to secure the
peripherals. These elements are essential to fulfilling the objectives of the research
experiment. When all the components stated above are considered, the quadcopter’s
overall weight is 1179g. This weight is a crucial factor in ensuring the quadcopter’s
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optimum balance, stability, and flight qualities throughout the competition. Engineers
and researchers are able tomake educational decisions about component choice, location,
and overall weightmanagement thanks to the preciseweight breakdown,which is helpful
for the design and optimization of the quadcopter.

TensorFlow’s Object Detection Mechanism:
There are several processes involved in object detection using TensorFlow:

The Single Shot Multibox Detector (SSD) and the You Only Look Once (YOLO)
architecture are two pre-trained object detection models that are available through Ten-
sorFlow. As an alternative, you can use TensorFlow’s APIs to train your own unique
object identification model.

Training: When an object detection model is trained, labelled datasets are fed into it,
and its parameters are optimized using methods like gradient descent. High-level APIs
from TensorFlow, like the Object Detection API, make the training process easier.

Inference: After been trained, the object detection model can be applied to forecast
new, unforeseen data. The trained model may be loaded, inference can be done on
pictures or videos, and bounding box coordinates and class labels of detected objects
can be extracted using TensorFlow’s tools.

6 Dataset

A dataset is essential for the precise target identification and successful execution of the
payload drop in the context of the given code and the research scenario [10]. To train
and test machine learning models, datasets are collections of labelled samples. A picture
or video with matching annotations that define the bounding boxes around the items of
interest makes up the majority of datasets used in object detection. The object detection
model is trained using these annotations as ground truth data.

Unmanned aerial vehicles (UAVs) use a variety of sensors and equipment to gather
a wide range of data. These data are crucial for successfully completing UAV missions
and getting insightful information for many applications. Here is a more thorough expla-
nation of the kinds of information that UAVs gather: Imagery and Video Data: UAVs
are fitted with cameras that record both still images and moving video. These cameras
can include thermal, multispectral, hyperspectral, RGB (Red, Green, and Blue), and
infrared cameras. While thermal cameras use infrared radiation to illustrate temperature
differences, RGB cameras only record images produced by conventional visible light.
In order to analyse certain vegetation or material qualities, multispectral and hyperspec-
tral cameras record images in a number of or narrow bands across the electromagnetic
spectrum.

6.1 Information about GPS and Navigation: UAVs rely on GPS technology to deter-
mine their location and navigate securely. GPS data is necessary for flight planning,
waypoint navigation, and preserving aircraft stability. UAVs may also employ a variety
of navigation devices, including Inertial Measurement Units (IMUs), barometers, and
compasses, to enhance their sensing and orienting abilities.
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6.2 Info from Payload-Specific Instruments: Other data kinds might be gathered,
depending on the mission and payload setup of the UAV. UAVs may, for instance, be
equipped with sensors for monitoring animals, water quality, or air sampling in the
course of scientific study.

6.3 Sensor Information: In order to gather information beyond imagery, UAVs are
fitted with a variety of sensors. For weather forecasting and climatological studies,
atmospheric sensors detect air pressure, temperature, humidity, and other meteorolog-
ical factors. Gas detectors are useful for environmental monitoring, industrial safety
inspections, and finding gas leaks since they can identify and measure a variety of gases.

7 Result

We accomplished the objectives of the experiment using our custom-built quadcopter,
equipped with the Pixhawk flight controller and the Raspberry Pi microcontroller. By
showcasing the design, implementation, and evaluation of our drone system in this
research paper, we illustrated its effectiveness in addressing the challenges described in
the problem statement. Here are some of the output photos are available where we see
the terminal of Raspberry Pi and how drone is optimising after the circle detection in
Fig. 7 and Fig. 8.

Fig. 7. Circle detection by drone Fig. 8. Optimization in circle detection

8 Conclusion

In conclusion, the application of machine learning techniques in UAV route planning
and circle detection has showcased promising results, providing a solid foundation for
future research and development in the field. As the demand for efficient and accu-
rate UAV operations continues to grow, these findings contribute to the advancement
of autonomous systems and pave the way for new possibilities in various industries.
With further refinement and validation, the optimized route planning and precise circle
detection methods discussed in this paper can lead to safer, more efficient, and more
intelligent unmanned aerial vehicles.
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Abstract. The concept of multi-cloud becomes interesting progressively to cloud
users because of its high response time, flexibility, high throughput, and reliabil-
ity. But at the ground level, the concept of multi-cloud creates many challenges
for researchers. The request of users and the multi-cloud environment is hetero-
geneous now a day. To work in this kind of environment required an intelligent
system. Researchers are doing well in this field to make the whole process very
flexible by providing an intelligent environment. The proposed multi-objective
resource optimization deep reinforcement learning (MOROT-DRL) model uses
the Q-learning technique of Deep Reinforcement Learning (DRL) to allocate
resources in amulti-cloud environment. It includes a service analyzer for analyzing
the requests and MET(Minimum Execution Time)algorithm used for scheduling
the task according to execution time and then enhanced flower pollination allo-
cate the optimized resources for the demanded request. The comparison of the
proposed model is done with simulation results of MOROT and neural network
model and also implemented on GoCS real dataset of google. The proposedmodel
gives better results when compared based on energy, CO2, and cost.

Keywords: Multi-cloud · Deep reinforcement learning · Resources allocation ·
Cyber shake seismogram workflow · Task scheduling Enhanced Flower
Pollination

1 Introduction

Based on daily consumer need the demand for various services like SaaS, PaaS, and
IaaS, promoting everyone to in the environment having multiple cloud. The concept of
multi-cloud is used when the services are fulfilled from the various cloud or the services
are moved from one cloud to another cloud. The author presents a taxonomy related to
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multi-cloud mentioned that the main actor that works in multi-cloud is Cloud Service
Provider (CSP) [1]. Cloud computing provides high performance and a large number of
services to the cloud user based on pay–per–usage. The cloud resource is distributed in
various locations and connected according to a geographical area. These services are not
allocated physically to the user but rather can be used on a rent based. Cloud user works
with multi-cloud without knowing the physical location of the cloud which is fulfilling
their request, same as virtual machines are also unknown to the user’s location. Service
Level Agreement (SLA) is an important part between cloud users and cloud providers
because it deals with important parameters such as quality, pricing, security, etc. [2].
So to fulfill the quality of services based on SLA, there is a requirement for efficient
techniques of resources management. Various researchers are doing work in this field
by providing various features of optimized resource allocation techniques.

Task scheduling is also very important with optimized resource allocation. Task
scheduling means scheduling the incoming task in such a manner that efficient resources
can be allocated. Various task scheduling approaches are doing well in this field. The
suitable technique can be adopted based on the suitable requirement of cloud users or
the resources allocation technique. Lots of work is done for resource allocation and task
scheduling in cloud computing. But the same concept becomes very complicated in the
case of a multi-cloud environment.

As the services and users in multi-cloud are increased, the concept of task scheduling
and resource allocation becomes a challenge for researchers. DRL technique of machine
learning performs the best role in every IT-related field. It can make a very complex
decision which was not possible in previous machine learning. In the cloud and multi-
cloud, DRL also performs an important role in traffic, identification, future prediction,
task scheduling, and resource allocation (Fig. 1).

Fig. 1. Representation of resources allocation in multi cloud environment.

The performance of cloud or multi-cloud can be measured based on performance
indicators or some parameters such as makespan, reliability, throughput, time, cost,
power, and carbon emission. Deep reinforcement learn in intelligence elegant tech-
niques are performing an amazing role to improve resource allocation in a multi-cloud
environment without any SLA violation.

Poor resource allocation or under-utilization of resources is responsible for high con-
sumption of energy, cost, and some other precious parameters. High energy consumption
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leads to a high ratio of CO2 and both deeply affects social life. The balance between
both is a very challenging concept. The future of any country depends on a healthy
citizens. The deep reinforcement learning technique intelligently allocates resource to
the user from more than one cloud to fulfil their requests having all benefits as energy
efficiency, cost and CO2 reduction. The enhanced flower pollination algorithm (EFPA)
works in the particular cloud for resource allocation based on local and global opti-
mization techniques for energy efficiency. MET algorithm and cybershake seismogram
workflow segregate the incoming requests and prepare a task queue for EFPA so that
requests can be processed based on minimum execution time. This model is evalu-
ated with cloudsim simulator. The remainder part of this paper includes as following.
Section 2 is the related work and parameter-based study of task and resource allocation
in the multi-cloud. Section 3 is the explanation of the proposed model having a flowchart
and algorithms. The experiment results discussion and comparison of proposed work is
in Sect. 4.

2 Related Work

This section gives a basic review of various task scheduling and resource allocation
techniques. Authors doing well to reduce various issues in the field of cloud and multi-
cloud environments.

Predicting the future user’s requirements in the cloud helps to reduce violations in
service level agreements. But it is very difficult to predict the future requirement in the
case of multi-cloud. Future prediction helps the cloud provider to allocate quality of ser-
vice to the user. The author proposed a hybrid approach for future requirement prediction.
This approach uses lazy learning, modified K-medoids, and lower bound dynamic time
warping. This proposed approach gives better prediction when comparedwith others [3].
Resources management in multi-cloud needs a unique interface and wrapper for every
service. The author proposed an approach that is adopted by deployable services in terms
of open sources available platforms. This interface is different at run time, design, and
deployment stages. The focus of this paper is to give an open-source, module-based solu-
tion that can be easily used [4]. The author presented how Cloud MF makes techniques
of model-driven and ideas for minimizing the vendor lock-in and helps for allocations
applications of multi-cloud. The Cloud ML (Cloud Modelling Language) permits to
provision and deployment of applications in models of cloud provider-independent [5].
The author developed an optimized approach to minimize micro services repair, latency
overhead of allocating containers on the cloud and reduce services cost. Asmicro-service
are arranged in a container and that container will be allocated to VM but how to allocate
the container on a suitableVMand allocateVMon a suitable cloud is a challenging issue.
The author implements the NSGA-II genetic algorithm and compares it with the Greedy
First-Fit algorithm; the implemented algorithm gives 300% improvement as compared
to others [6].

Services provided by the cloud make every task very flexible as a business also
moved toward the cloud and getting more benefits. To work on a single cloud is very
efficient. But difficult in the case of multi or cross-cloud. To handle different instances
of business processes near customers can be beneficial; the author presents a novel
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architecture of the environment of multi-cloud business provision. This architecture
involves components to handle the monitoring and adaption of the business processes
in a multi-cloud environment. This framework explains all about services such as Iaas,
PaaS, monitoring, adoptions, etc. that can help to do business processes in a better way
[7]. The author presented Replica aware task scheduling method to reduce the response
delay of services. According to this algorithm, transferring computation and transfer
data are combined. Resources matching are accomplished according to the availability
of nodes. Failed or non-local data is replicated in advance to the targeted node. According
to the cache placement algorithm, the next execute task is predicted. The experiment
result shows that our proposed method performs better as compared to the benchmark
algorithm in terms of node prediction and response time [8].

An integer linear programming model is developed to handle the scientific workflow
in a multi-cloud environment. This helps to reduce financial costs by encountering the
deadline requirement of the user. In this proposed model the resource limit imposed
by the cloud provider and cost is calculated on an hourly basis. The experiment results
show that change in deadline and workflow affect cost i.e., greater in CPU intensive
workflows rather than other elasticity values remain always a constraint in work under
long deadlines. A short deadline has a high cost. The comparison of the proposed model
is done with the MIP-CG, MCPCPP, and IP-FC. The result shows that the proposed
model is suitable for all deadlines; in the future, the makespan and total cost should be
considered [9].

The author proposed Multiple-replica integrity auditing schemes for secure data
storage on the cloud. A Cloud users are continuously taking data storage services on
the cloud free from cost burden. The Author also mentioned open issues and research
directions [10]. The author presents a hybrid formal verification approach for accessing
high-quality service composition in the environment of multi-cloud by reducing the no.
of the cloud provider. The proposed approach is helpful for checking the user request,
services selection, and multi-cloud composition. Results show that this method reduces
memory consumption [11]. This paper investigates resource management in a multi-
cloud environment. The author also investigates the user’s demand for applications in
a multi-cloud environment. Definition and resources classification in the multi-cloud
environment and three taxonomy of multi-cloud are mentioned. Future trends and chal-
lenges also point out [12]. In this paper, the author focus on scheduling techniques that
handle challenges in inter-cloud and also presents basic concerns and task scheduling
related to multi-cloud. All scheduling techniques are categories based on some parame-
ters. After containing the survey, the author mentions that security and load balancing is
an important concern that should be considered in the future [13]. This author proposed
a cloud-enabled workflow science gateway. This paper includes all the principles of
integrating the cloud system with a science gateway. It integrates the WS-PGRADE/g
USE and cloud broker platform. This integration is used in the CloudSME project where
20 companies port the simulation application on the cloud. The proposed method pro-
vides cloud access flexibility and the user can access all clouds integrated with this
gateway [14]. During the use of multi-cloud, the user has to face some challenges such
as provisioning, elasticity, portability, and availability. To handle these challenges the
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author presented the so cloud framework that is deployed on 10 cloud providers’ com-
plete architecture and interaction between all components of the so Cloud framework
discussed in this paper. With this approach, the user can get high availability [15].

The author focuses on the problem of VM placement for reducing cost and saving
energy in a heterogeneous environment of multi-cloud. The author proposed a mimetic
algorithm for VM placement based on cost-efficient to solve this problem i.e. called
grouping genetic. The proposed algorithm reduces running PM and consumption of
energy by the geographical distribution of the data center. Hill climbing is also used
do searching in local to maximize the speed and run time of the genetic algorithm.
Comparison of the proposed model is made with three other recent researches and found
that the proposed model performs better to reduce cost and energy [16]. In this paper, the
author developednormalizedhybrid service brokeringWithThrottledRoundRobinLoad
Balancing (NHSB_TRB) to provide cost-effective services to the user. This approach
produces a normalized value of optimized cost. The data center based on cost is selected
for distributing the load. The weighted threshold is used to distribute the load on the
data center and the round-robin load balancing approach distributes the load on VM.
The experiment result shows that the proposed model improves response time, monetary
cost, and processing time of data center up to 17.39%, 7.06%, and 31.35 when compare
with ORT_RR, CDC_RR, ORT_THR, and ORT_ES approaches [17]. Table 1 compares
task scheduling and resources allocation techniques in a multi-cloud environment based
on a parameter such asMakespan, cloud/resource, utilization, scalability, cost, Response
Time, Energy efficiency, and Co2 reduction.

The above table shows that not a single technique works collectively on cost, energy,
and Co2. So the same should be considered in research work.

3 Proposed Methodology

With the time-varying demands of construction, optimization, and user requests, a Cloud
computing system cannot be considered self-sufficient. The internal environment for
agent state and decision-making are also temporal shifting like Cloud computing’s
income ratio, which varies in different periods during a single day [31]. A DRL frame-
work with time-varying external stimuli is used to view the decision-making process
as an ensemble. Each mapper’s information is as follows: Extrinsic or internal stimuli
are inputs to the mapper of time-varying, whereas the output is a change in the agent’s
state or state-changing. It is a mapper of stimulus evolution in agent and state, where the
stimulus force is input and the set of agent-state at real-time is output, as the agent and
state are usually changing with stimuli.

When it comes to managing resources in a cloud computing environment, resource
allocation (RA) is oneof themethods available.When it comes to establishing the optimal
balance betweenVMand PM in the cloud data center, Infrastructure as Service providers
confronts a significant difficulty. This is known as finding the optimal allocation for VMs
and PMs in terms of the number of resources they require [32]. There are two components
to resolving the issue of VM allocation: first, the acceptance of new requests for VM
provisioning and the placement of the VMs on a PM, and second, the optimization of
existing VMs (Fig. 2).
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Table 1. Task scheduling and resource allocation techniques in a multi-cloud environment.

Ref.
No.

Technique Makespan resources
utilization

Scalability Cost Response
Time

Energy
efficiency

Co2 Reduction

SK Panda [18] AMinB, AMaxB, and
AMinMaxB task
scheduling algorithm

✔ ✔ × × × × ×

Lijin P [19] Game theory-based
resources allocation
algorithm

✔ × × × × × ×

A. Pietrabissa [20] Q-learning(Policy
reduction and state
aggregation strategy)

× × ✔ × × × ×

SK Mishra [21] Energy-Aware Task
Allocation in
Multi-Cloud Network

× × × × × ✔ ×

J.Carvalho [22] Simple Adaptive
weighting method and
multi-choice knapsack
problem

× ✔ × ✔ ✔ × ×

P.Antonio1 [23] SARSA(λ) and
Q-learning

× × × × × × ×

S.Kang [24] DSS × × × × × × ×
Z.Chen [25] OWS-A2C × ✔ × ✔ × × ×
SK Panda [26] MCC,MEMAX,CMMN

Algorithm
✔ ✔ × × × × ×

M.Farid [27] FR-MOS ✔ ✔ × ✔ × × ×
T.Subramanian [28] Novel cloud brokering

architecture
× × ✔ × × × ×

C. Thirumalaiselvan
[29]

ELB, high priority
scheduling algorithm,
and rate-based
scheduling algorithm

✔ × × × ✔ ✔ ×

N.Grozev [30] Rule-based
domain-specific model

× × × × × × ×

Fig. 2. Workflow of DRL in a cloud environment.
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The decision mapper is in charge of computing the next action based on the agent’s
present state, and the action taken at the next opportunity is the output. To put it in
layman’s terms: The environment is fed by actions provided by a mapper and grows as
a result of those actions. Environment’s output is fed into mapper of feedback, while
agent’s internal stimuli are fed into mapper of time-varying [33–35]. Replay storage
is used to store long-term input in preparation for future use, while timely feedback is
taken from the environment. The settings of the decision-maker will be updated as a
result of both long-term and real-time feedback. Generalized RL built on the integration
of mappers. Programs are often used to model time-varying, stimulus evolution, and
environmental conditions in some research. Neural networks can be used to build a
decision and feedback mapper. The feedback mapper can be implemented as a neural
network to calculate the loss function of the neural network in the decision mapper since
it aims to update the parameters of the decision-maker. In computing, a VM (virtual
machine) is an emulation of a certain computing system that is used to simulate another
system. Virtual machines are capable of running since they are based on the computer
architecture and functionalities of a real or physical computer. These systems can be
implemented using specialized hardware and software, or they can be implemented
using a combination of both [36]. Virtual machines can be divided into several categories
based on how closely they resemble their real-world counterparts in terms of capability
(Fig. 3).

Fig. 3. Multi-objective resource optimization deep reinforcement learning (MOROT-DRL)model



DRL Based Multi-objective Resource Optimization Technique 113

As a result, systemvirtualmachines can serve as a complete substitute for the targeted
virtual machines, as well as providing the amount of functionality required to operate an
operating system (also known as full virtualization VMs). While this is true, a process
virtualmachine provides an abstracted and platform-independent execution environment
for a single computer application running on a variety of platforms. The centralized
cloud resource manager is in charge of managing the resources in cloud computing.
Cloud data center (DC) resources are made available to cloud consumers using virtual
machines (VMs), which are based on physical machines (PMs). To maximize resource
use while minimizing energy consumption, cloud computing Infrastructure as a Service
(IaaS) providers must implement dynamic resource management techniques in their
cloud DCs. Because of business considerations, the resource management strategies
and algorithms used in public clouds are not revealed. The proposed energy-efficient
resource allocation mechanism is comprised of a single central scheduling point (CSP)
andNcloudusers.CSPmanagedmanyheterogeneous resources likememory, processing
units, network bandwidth, and so on in the form of virtual machines (VMs). When these
virtual machines (VMs) were requested by cloud customers to complete their activities,
the cloud provider allocated them based on the preferences of the cloud consumers. The
primary purpose of this proposed Enhanced flower pollination algorithm is to reduce the
amount of energy consumed during work scheduling in the cloud environment, as well
as to reduce the number of task scheduling issues in cloud computing.

Algorithm 1: Enhanced flower pollination algorithms

1: Start 

2: Input 

Data center structure Ds

Size of Population Sm

Total number of takes Sm, task 

Number of iterations imax

Number of Virtual machines Sm, vm

3: Output

Optimal Solution Ya

4: Calculate the global task queue

Yq

j+1
=Yq

j
+ϒ(Ψ)(S-Yq

j
) 

5: Calculate the local task queue 

Yq

j+1
=Yq

j
+ɯ(Yi

j
 -Ym

j
) 

6: finally find out the Optimal Solution 

 Ya, a=1,2,3,………Sm 

i = i+1; 

7: Update and  repeat the Optimal Solution 

8: Select the best solution 

9: Stop

Increased energy use results in an increased operating expense. The most pressing
issue is the increase in excessive carbon emissions (CO2). It has a greater impact on the
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environment. This limited supply must be put to good use. The most critical step is to
reduce the use of energy and power. It is important to avoid wasting resources. This is
referred to as energy conservation. The efficient use of resources can be improved by uti-
lizing virtualization technologies. The dynamic consolidation of virtual machines (VMs)
is made possible by virtualization technology. Cloud service providers can host several
virtual machines (VMs) on a single physical server, i.e. virtualization. One technique to
reduce power usage is to turn off nodes that are not in use.

ECE is a metric that measures how much energy is expended while a job is in the
process of being set up for execution, such as copying the data needed for the task to run.
The amount of CPU energy used to carry out the task in the designated VM is therefore
considered as an EPE, which is directly related to the amount of CPU energy utilized.
Thus, the total amount of energy consumed by the user jobs in the Task Set may be
calculated using Eq. 1.

ETotal=∑
EVM (1)

Here EVM is known as

EVM = ECE + EPE (2)

Algorithm 2: Task Scheduling Algorithm for Deep reinforcement learning
1: Start 

2: evaluate the resources information of task

3:  Set EVM task.

4: EvaluateEtotal

=∑

= +

5: Do till all task mapped

6: Earliest completion time and resources of all task are calculated 

7: Set resource’s ready time

8:  According completion time set all resources

9: Do for all R

10: calculate highest Completion Time of  Ti

If Maximum Completion Time <makespan

Compute makespan = max(CT(R))

11: Figure out task having minimum completion time.

12: Find out Ti with minimum ET 

13: Reschedule task Ti according to produced resources.

14: Change ready time for those resources

15: End 
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4 Results and Discussion

To evaluate MOROT-DRL model, ‘cloudsim’ cloud computing simulation and Q-
learning technique of DRL implemented for services analyzing. Go CS dataset is used as
real cloud data set and comparison is also made on some well known websites dataset.
The simulation program is written in Java and deployed on an HP i7 processor with
16GB RAM. The apache-commons mathematics library is used to generate the power
versus throughput regression model for the servers. The Apache Net Beans used as a
tool to open JDK 8, powered with an open V9 Java virtual machine used to run our code.
These types of resources were considered for the testing CPU, memory & disk. A cloud
data center information and customer configuration information are given in Tables 2
and 3.

Table 2. Data center information and customer configuration information.

Sr. No. Characteristic Value

1 Number of data centre 10

2 Number of hosts 200

3 Available bandwidth 100–7500 Hzs

4 Available Core 4

5 Capacity per core 3 octa engine

6 Engine Type Multi

7 Engine Propagation Quad Core

8 Process Utilization Minimum 1 Hzs

9 Single Core score 14323

10 Multi Core Score 14883

11 Engine Ram 2 GB

In this paper,a virtual environment is simulated to check the efficiency of the proposed
method in terms of resources allocation.

The user requests the resources from the data center according to the requirement of
the task. Here the CR is the Client request which is fulfilled with the help of a virtual
machine VM. CR requests many resources at the same time.

Ai ⊂ CR and x1s , y
1
s , z

1
s⊂ Ai,

x1s , y
1
s , z

1
s⊂Ai ⊂ CR⇒x1s , y

1
s , z

1
s⊂CR,

When users request only one resource it can be written as Eqs. (3) and (4):

CR1 = Ai, (3)

I mean 1 and CR1 means user request only 1 resource.

A = (x1s+y1s+z1s ) (4)
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Table 3. Notation in mathematical analysis.

Symbol Definition

VM Virtual Machine

CR Client Request

Ai Component of VM

X Represents CPU

Y Represents Memory

Z Represents Storage

I Number of Resources

S Measuring Capacity

PM Physical Machine

Sti Starting Time of each VMi

Eti Execution Time of each VMi

RUDC Resource Utilization of data center

RU Resource Utilization

TEC Total Energy Consumption

EU Energy Utilization

P Power Consumption

DCEnergy
U Energy Consumption of Data Center

T Total Power Generated

Sk Power Generated by Source k

efk Emission Factor Related to k

When a user demands more than one resource it can be expressed as Eqs. (5) and
(6).

CRn =
∑n

i=1
= Ai = A1 + A2 + A3 + . . .An

= (x1s + y1s + z1s ) + (x2s + y2s + z2s ) + . . . + (xns + yns + zns )
(5)

CRn =
∑n

i=1
(x1s )+

∑n

i=1
(y1s )

∑n

i=1
(z2s ) (6)

Energy and Resource Utilization Model
VM = {vmi, i = 1, 2, …, n} are virtual machine allocated to Physical machine PM.

PM = {PMj, j = 1, 2, …, m} are physical machines.
Three PM resources considered as physical memory (RAM), storage and processor

(CPU).
So dimension d = 3.
The total time used during VM allocation is Sti + Eti.
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where Ai,s is resource capacity (x1s , y
1
s , z

1
s ) requested by the VMi(1, 2,…, n) and Bi,s

resource capacity (x1s , y
1
s , z

1
s ) of the PMj (1, 2, …, m).

The requirement of resources allocations are:
1: Resource should be according to the request.
2: ∀VMs demand is ≤ the PMs’ total capacity of resources.
3: ∀VMs each VM is operator by each PM according to time.
4: Assume that aj(t) is group allocated to PM.∑n

i=1 CR
n of these assigned VMs is ≤ the PMs’ total resource capacity.

For all capacity (∀s) = 1, . . . , d ·
∑

vmi∈aj(t) Ai,s ≤ Bi,s (7)

Cost of Resources Utilization of PM

RU d
j =

∑ n
i = pij × VM d

i

PMd
j

∀d ∈ {x1s , y1s , z1s } (8)

Cost of Resources Utilization of Data Center

RUDC =
∫ t2

t1

∑m
j=1 U

x1s
j + ∑m

j=1 U
y1s
j + ∑m

j=1 U
z1s
j

|d| ∑m
j=1 p

i
j

∂t, (9)

where Ai =
{
1 ifCR assigned toAi
0 otherwise

We know every PMj can host on any VMi and the model for energy consumption
Pj(t) for PMj’s host has a linear relationship with resource utilization (as if the utlization
will increase it will also effect on energy consumption [12]. The formula for achieving
these parameters are given below.

Total Energy Consumption (TEC)
At time t utilization is EU (t)j and energy consumption of EU(t) is depicts as P (EU (t))

TECx
j =

∫ t2

t1
P (EU(t)) d t PMj ∈ P, (10)

Maximize
∑m

j=1
= EU(t)j (11)

TECx
j =

∑m

j=1
EU(t)j, (12)

EU(t)j with j = 1, 2, …, m is the total consumed energy of the PMj.
i ∈{1,2,…, n},j ∈{1,2,…, m}, [0;],t ∈ [0; t].

Energy Consumption of Data Center

DCEnergy
U =

∫ t2

t1
P(EU(t))(x)dt + EU(y)×Pmax + EU(z) × Pmax (13)
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Fig. 4. (a). Comparison based on Energy consumption. (b). Comparison based on cost. (c).
Comparison based on CO2 emission
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The efficiency of RA helps to increase utilization of resources (RU) and the energy
efficiency of the cloud datacenter can be generated as follows in Eq. (13).

Maximize = RUd
j

∑n
i = pij × VMd

i

PMd
j

∀d ∈
{
x1s , y

1
s , z

1
s

}
s.t.Minimizes

m∑

j=1

EU(t)j, (14)

Carbon Emissions. Total power generated is T, the power generated by the Kth source
is Sk and efk is the emission factor related to Kth source, the total emission factor of the
cloud data center can be calculated as follow.

ef = k
i=1

Sk

T
efk

The proposed model MOROT-DRL is compared with the three models MOROT,
neural network and one more real cloud data set. When same model is implemented in
GoCS set also give more better results in energy, co2 and cost reduction.. Following
Table 2 shows the Energy, cost and co2 evaluation in these entire three models (Fig. 4).

The above results show that the MOROT-DRL model performs better in the case of
energy consumption, and CO2 reduction as compared to the MOROT model and neural
network and GoCS google data set in a real cloud environment. In the MOROT model
resources are allocated to the user only in one cloud with the help of a minimum exe-
cution time algorithm, cyber shake seismogram, and enhanced flower pollination. The
neural network is the technique of handling the incoming task in a cloud environment
[37]. But the MOROT-DRLmodel mainly used the Q-learning technique for scheduling
the incoming request in a multi-cloud environment. The q-learning handles the request
while entering in the multi-cloud environment but in each cloud, the concept of cyber
shake seismogram, MET, and enhanced flower pollination technique is used which effi-
ciently works to allocate the optimized resources allocation based on the local and global
method. So the proposed method gives good results as shown in graphs and tables.

5 Conclusion

Multi-cloud gives more elasticity to the users by combining multiple cloud domains and
data centers. These features attract not only normal users but also the biggest companies
and businesses. The requirement of cloud providers and cloud users are escalating gradu-
ally. The challenge is to handle the request and allocate the required resource.Researchers
proposed many scheduling and resource allocation techniques which give good results
in various parameters such as time, cost, throughput, reliability, etc. Some more are
need to improve. So for this, we proposed the MOROT-DRL model implemented in real
cloud environment which works on energy, cost, and CO2 parameters. The Q-learning
technique logically handles the incoming request and works as an intelligent model in a
multi-cloud environment. Cyber shake seismogram workflow and minimum execution
time algorithms create a queue based on minimum execution time and schedule the task
in a specific cloud. The bio-inspired algorithm, i.e., enhanced flower pollination picks
the task from the queue and allots the optimized resources with dynamic switching prop-
erty, and local and global strategy. In the end, the comparison is made with MOROT and
neural network model and GoCS, our proposed model performing superior in energy
efficiency, CO2 reduction, and cost evaluation on Gocs real data set also.
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Abstract. In the realm of decision-making, the internet plays a vital and pervasive
role, serving as a conduit for individuals worldwide to express their perspectives
and viewpoints through various online platforms such as blogs and social media.
Consequently, the internet has become inundatedwith a vast array of both pertinent
and extraneous information, presenting a formidable challenge in sifting through
the abundance of content to extract the desired information. Sentiment analy-
sis emerges as a valuable tool for addressing this issue, enabling the systematic
analysis of each document to discern the prevailing sentiment expressed within.
This holds particular relevance in the realm of customer decision-making, as it
empowers individuals to make informed choices when selecting the most suitable
US airline by evaluating the opinions shared by other customers on online review
platforms like Skytrax and micro-blogging sites such as Twitter. We can use these
kinds of datasets to provides the aspect level sentiment analysis. Therefore, we
have explored, in this article, a language model built upon a pretrained deep neural
networks capable of analyzing the sequence of text to classify it as having pos-
itive, negative or neutral emotions without explicit human labelling. To analyze
and assess these models, data from Twitter’s US airlines sentiment database was
used. Experiment on above data set show BERT model to be superior in accuracy
while being more significant in less time to train. We observe notable advance-
ments over prior state-of-the-art methods that use supervised feature learning to
close the gap.

Keywords: Sentiment Analysis · Decision Making · Airline Data · Social
Media · BERT · Machine Learning

1 Motivation

Numerous social media platforms, including Facebook, WhatsApp, LinkedIn, Twitter,
Google Plus, YouTube, and Instagram, have gained widespread popularity [1–3]. Mil-
lions of users actively engage with these platforms to share their opinions and perspec-
tives. When individuals plan to book tickets, they often rely on the ratings and feedback
available on socialmedia sites like Twitter and Facebook to inform their decision-making
process. Consequently, companies are interested in employing techniques or tools that
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can effectively analyze passenger feedback. One such technique is the sentiment analysis
[4–6].

Sentiment analysis is a very active area of research in natural language processing
that allows for the extraction of opinions from a set of documents. Sentiment analy-
sis can be investigated at various levels [4, 7, 9, 21]. Different machine learning (ML)
algorithms have been utilized to determine the most suitable algorithm for the specific
problem] [10, 11, 21]. The performance evaluation involved analyzing the confusion
matrix and accuracy of these algorithms. To gain valuable insight from a large number
of reviews, the reviews must be categorized into positive and negative sentiment. Senti-
ment analysis, also known as opinion mining, is a natural language processing technique
that involves determining the sentiment or emotional tone expressed in a piece of text
[12, 13]. It aims to understand and classify the subjective opinions, attitudes, and emo-
tions conveyed by individuals or groups towards a particular topic, product, service, or
event. Sentiment analysis can be applied to various forms of text data, including social
media posts, customer reviews, survey responses, and news articles. It helps businesses,
organizations, and researchers gain insights into public opinion, customer feedback,
and brand reputation, enabling them to make informed decisions, improve products or
services, and tailor marketing strategies [9, 10].

Sentiment Analysis was used to categories over 9,000,00 reviews into positive and
negative sentiments in the proposed work. For review classification, the Nave Bayes and
Decision Tree (DT) classificationmodels were used. Sentiment analysis has awide range
of applications, from determining customer attitudes towards products and services to
determining voters’ reactions to political advertisements [2, 14, 15]. Twitter is being
widely used daily by people over the years to express views and sentiments. In airline
industry, large number of customers post their views regarding services of the airlines like
bag lost, good food, flight delay and many others. This helps airlines cater customers
based on their reviews. In this paper we classify the dataset of review sentiments as
Positive, Neutral, and Negative using ML techniques [4, 9, 12]. The structure of the
paper is as follow: in Sect. 2 literature review about sentiment analysis has given. The
approach utilized to enhance the sentiment analysis, proposed framework and dataset
details in Sect. 3. In Sect. 4 BERTmodel with pre-training. Result and analysis are given
in Sect. 5 and conclusion in Sect. 6.

2 Literature Review

Sentiment analysis is a popular research topic in the field of natural language processing
and has many applications in various industries. In this paper, four state of the arts
classifiers, like DT, Logistic Regression (LR), Bayesian Naïve and Random Forest (RF),
were used to compare the results of sentiment of text data over proposed BERT based
sentiment analysis. In order to further enhance the accuracy and effectiveness of the
sentiment analysis, it is important to explore the latest research and advancements in
this area [7, 16–19]. Furthermore, V. Hatzivassiloglou et al. [20] proposes a method
for predicting the semantic orientation of adjectives using a corpus-based approach. The
authors introduce a novel algorithm for identifying the semantic orientation of adjectives
based on the co-occurrence patterns of words in the corpus. Qiu et al. [20] proposes a
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novel method for dissatisfaction-oriented advertising based on sentiment analysis. The
authors use a ML approach to identify customer dissatisfaction and propose targeted
advertising strategies to improve customer satisfaction.

Furthermore, S. Tan et al. [5] presents an empirical study of sentiment analysis for
Chinese documents. The authors compare the performance of several ML algorithms
for sentiment analysis, including Naïve Bayes, SVM, and DTs. Sentiment analysis has
gained significant attention due to its wide range of applications. It is used in social
mediamonitoring to understand public opinion and brand perception, customer feedback
analysis to gauge user satisfaction, market research to track consumer sentiment, and
many other domains. Various techniques are employed for sentiment analysis, includ-
ing ML algorithms such as Naïve Bayes, LR, RF, and Support Vector Machines. Deep
learning models, including recurrent neural networks (RNNs) and convolutional neural
networks (CNNs), have also shown promising results in sentiment analysis tasks. The
performance of sentiment analysis models is evaluated using metrics such as accuracy,
precision, recall, and F1-score, among others. Researchers have explored feature engi-
neering, sentiment lexicons, linguistic patterns, and domain adaptation techniques to
enhance the accuracy and robustness of sentiment analysis models [22].

S. Erevelles et al. [1] discusses the use of big data and sentiment analysis in consumer
analytics and marketing. The authors highlight the importance of sentiment analysis in
understanding consumer preferences and behavior and propose a framework for using
sentiment analysis in marketing strategies. S.Tong et al. [16] presents a method for sup-
port vector machine active learning with applications to text classification. The authors
propose a novel approach for selecting informative examples to label in order to improve
the performance of the classifier. In literature a strong sentiment analysis has been done
using MLmodels, but they are lack behind in the aspect level sentiment analysis that we
hade done through the BERT method. Here, we proposed an NLP model with multiple
embedding techniques based on ML. A transformer-based bidirectional encoder repre-
sentation (BERT) for extracting latent linguistic features from airline ratings. This study
uses MLand information visualization techniques to investigate how feedback affects
customer satisfaction in various aspects of flight service. The unrated aspects of airline
reviews are then predicted from the rated aspects.

3 Materials and Method

In this section, we discuss the techniques for our proposed framework. First of all,
in Fig. 1 a framework has been shown which represents the adopted methodology.
Feature extraction and embedding method were done on training and testing data. TF-
IDF is a scoring measures to reflect how relevant a term in the given document. For the
embedding purpose Glove has been utilized which encode the cooccurrence probability
ration between two worlds.
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Fig. 1. The complete outline of our proposed framework

(a) (b)

Fig. 2. (a) Graph showing number of negative, positive and neutral comments/review in the data
sets. (b) Bar Graph representing the number of reviews for each airline, in the x-axis it is number
of reviews and y-axis represent the name of airlines.

3.1 Data Set Description

The datasets used in this paper is taken from social media platform. Comments data
that are included in this work are about six airlines i.e. Unites State, Delta, US Airways,
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United, Southwest and Vergin America [8]. Passenger ratings are recorded and catego-
rized as positive, negative or neutral. Negative reviews are defined based on things like
bad flights, flight delays, customer service issues, damaged luggage, flight cancellations
or booking issues [8].

Positive ratings are defined based on fast flights, great flights, great flights, good
brands, etc. The descriptive analysis has been carried out that we have shown in Fig. 1,
Fig. 2 and Fig. 3. Furthermore, Fig. 2 shows the comments of customers as a pie chart in
(a) and (b) show the word cloud. Word cloud represent the most relevant keyword that
are responsible for the positive and negative feedbacks.

Dataset used in this research is not a balanced data set that can be well understood
from Fig. 1(a). It has a smaller number of positive comments in comparison to negative
comments. The attributes of this datasets are tweet_id, airline_sentiment, Airline senti-
ment_confidence, airline, airline sentiment gold, name, retweet_count, location etc. In
order to prepare the dataset for analysis, data preprocessing techniques were applied.
This step is essential in ML to address potential issues arising from the nature of the
dataset collected from social sites. Such data can be prone to inaccuracies and may lack
certain attributes necessary for analysis. Thus, it is crucial to resolve these issues prior
to conducting any further analysis.

Fig. 3. (a) A pie chart showing the proportion of sentiments of all six airline companies. (b) word
count of positive and negative feedbacks. It shows the important keywords used for both cases.

In pre-processing some required columns are selected and some common text pro-
cessing algorithms are performed to: Remove empty reviews, convert all the reviews to
lower case, remove numbers, tweet account names, website urls, special characters and
white spaces. Figure 3 depicts the mood of passengers toward each airline companies.
We observe that United, US Airways, American substantially get negative reactions and
tweets for Virgin America are the most balanced.

3.2 Evaluation Metrics

We present the evaluation metrics used in our work. For the performance evaluation, we
utilized widely accepted metrics for example Precision, Recall. F1-score, Sensitivity,
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Specificity and Accuracy as given by Equations from (1)–(5) (Fig. 4).

P = TP/(TP + FP) (1)

R = TP/(TP + FN) (2)

F1 - Score = 2 ∗ P ∗ R/(P + R) (3)

S = TN/(TN + FP) (4)

Acc = TP + TN/(TP + FP + FN + TN) (5)

Fig. 4. Count ofmood as positive, negative and neutral of all six airlines. VirginAmerica is getting
balanced feedback however rest of airline companies getting substantially negative reaction.
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3.3 Machine Learning Algorithms

We discuss four tradition ML methods that we have used in our study. Namely DT, LR,
Naïve Bayes and RF. Here we are going for the briefing of these algorithm as these are
the very well standard methods. As our motive was to analyze the aspect level sentiment
analysis through ML algorithm. The analysis of results has been given in next section.
RF [10] has demonstrated notable success in sentiment analysis tasks, outperforming
various alternative ML methods. Its ability to handle high-dimensional data, manage
noise, and capture complex relationships between features contributes to its effective-
ness. Furthermore, its scalability and efficiencymake it an attractive option for large-scale
sentiment analysis applications. DT [19] have proven to be effective and interpretable
models for sentiment analysis tasks. Their ability to handle both categorical and textual
features, provide insights into feature importance, and offer robust performance makes
them valuable in various application domains. However, challenges such as handling
imbalanced data and adapting to evolving language patterns require further exploration
and refinement.

Naïve Bayes, a probabilistic ML algorithm, has gained popularity due to its simplic-
ity, efficiency, and competitive performance in sentiment analysis tasks. Its simplicity,
competitive performance, and scalability make it a popular choice in various applica-
tion domains. However, careful consideration of the feature independence assumption
and its limitations in capturing complex relationships is essential for obtaining accurate
sentiment analysis results [11]. LR, a widely-used statistical modeling technique, has
shown promising results in sentiment analysis tasks. LR offers a well-established and
interpretable approach for sentiment analysis tasks. Its ability to handle both binary and
multiclass classification problems, along with its competitive performance in various
application domains, makes it a valuable tool. However, its limited ability to capture
complex nonlinear relationships and sensitivity to outliers should be considered when
applying LR to sentiment analysis [9].

4 Proposed Model for Sentiment Analysis

BERT is a ML method based on transformers that Google developed for pre-training
natural language processing (NLP). The Transformer language model, which has layers
of self-aware heads and a variable number of encoders, is at the heart of BERT. The
attention mechanism known as a Transformer, which is used by BERT, learns the con-
textual connections between words (or subwords) in text. Vanilla-style Transformers
contain two separate mechanisms: an encoder that reads the text input and a decoder
that creates predictions for the task [7, 13]. Since the purpose of BERT is to generate
language models, we only need the Transformer’s encoder mechanism. There are two
variations of the pretrained BERT model. Both his BERT model sizes feature numerous
encoder layers (referred to as transformer blocks in publications). 12 for the base version
and 24 for the large version. as shown in Fig. 5(a). Also, the pre-training model of BERT
has given in Fig. 5(b). BERT BASE and BERT LARGE refer to two different variations
of the BERT model based on their model size and capacity.

BERT BASE has 12 transformer layers, 12 attention heads, and a hidden size of
768, resulting in a total of approximately 110 million parameters. On the other hand,
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BERT LARGE has 24 transformer layers, 16 attention heads, and a hidden size of 1024,
leading to around 340 million parameters. The larger model size of BERT LARGE
allows it to capture more complex patterns and dependencies in the input data. During
fine-tuning, BERT is further trained on specific downstream tasks with labeled data.
This fine-tuning process adapts the pre-trained BERT model to perform task-specific
operations, such as sentiment analysis, by adding task-specific layers on top of the
BERT model. The fine-tuning stage allows the model to learn task-specific patterns
and improve its performance on the target task. One key advantage of BERT is its
ability to capture contextual information, which helps in understanding the meaning and
nuances of words in different contexts. This contextualized representation is valuable
for various NLP tasks, including sentiment analysis, as it allows the model to consider
the surrounding words and sentences when making predictions. BERT BASE and BERT
LARGE are pre-trained language models that leverage transformer-based architectures
and self-attention mechanisms to capture contextual information. These models have
been successfully applied to various NLP tasks, and their performance can be further
enhanced through fine-tuning on specific downstream tasks.

(a)                                                                        (b)

Fig. 5. (a) Twovariant ofBERT,BERTBASE andBERTLARGE with 12 and 24 number of encoders
respectively (b) The diagram of Pre-training model of BERT.

5 Results and Discussion

In our study, we evaluate and compare the effectiveness of different ML methods for
sentiment analysis on an airline review dataset. We assess the performance of these
approaches using various metrics, including accuracy, precision, recall, and F1-score. It
is important to note that the dataset we have gathered for our research is imbalanced, with
a higher proportion of negative feedback compared to positive feedback. The comparison
of all theMLmodels is shown inTable 1. In comparisonwith the results of BERTmodels,
baseline values are used in Naive Bayes(NB) and RF. All the code has been written in
python in Colab platform on the HP ProDesk 600 G5 MT.
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5.1 Comparison of State-of-the-Art-Methods

We perform the statistical analysis of performance metrics. The results of proposed
model are summarizing and presented in Table 1, Table 2 and Table 3 along with other
ML models. Our estimations are based on the precision, recall, f1-score, sensitivity and
accuracy. Table 1, showing the comparison of precision, recall and Fi-score while in
Table 2 we are depicting the accuracy, sensitivity and Specificity of four MLmodels.
Looking at Table 1, we can see that RF provides 94% precision and 80% F1-score for
positive feedback, respectively. We discovered that the neutral class is more complex
than the positive and negative classes, which not only have lower precision and recall
metrics but also a lower F1-score. Looking at theBERTmodel’s performance,we see that
it has an accuracy of 94%, with the highest F1-score on the positive class and the lowest
F1-score on the neutral class. We saw a similar pattern in sensitivity and specificity.
We can see the superiority of the proposed BERT-based model in Fig. 6. Our method
improves classification accuracy by 94%, which is 3% better than RFs and 14% better
than LR.

Table 1. Performance Comparison of Precision, Recall, F1-score

Model Precision Recall F1-score

Positive Negative Neutral Positive Negative Neutral Positive Negative Neutral

DT 0.45 0.79 0.58 0.41 0.80 0.59 0.43 0.79 0.58

LR 0.86 0.96 0.80 0. 69 1.0 0. 83 0.77 0.98 0.81

NB 0.78 0.89 0.70 0.18 0.34 1.0 0.29 0.27 0.83

RF 0.82 0.84 0.94 0.78 0.69 1.0 0.80 0.76 0.97

BERT 0.92 0.94 0.91 0.93 0.89 0.90 0.92 0.91 0.90

Table 2. Performance Comparison of Accuracy, Sensitivity and Specificity

Model Accuracy Sensitivity Specificity

Positive Negative Neutral Positive Negative Neutral

DT 68% 0.41 0.80 0.59 0.57 0.78 0.45

LR 80% 0. 69 1.0 0. 83 0.86 0.95 0.80

NB 72% 0.18 0.34 1.0 0.89 0.70 0.78

RF 91% 0.78 0.69 1.0 0.84 0.94 0.82

BERT 94.4% 0.93 0.89 0.90 0.91 0.94 0.90

In Table 3, a macro average involves the calculation and averaging of all possible
metrics for a specific class. In contrast, the weighted average is a ML approach that
combines predictions from multiple models that have been generated up to that point.
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Table 3. Performance Comparison of models based on macro and weighted average

Model Macro Average Weighted Average

Precision Recall F1-Score Precision Recall F1-Score

DT 0.69 0.69 0.69 0.68 0.69 0.68

LR 0.87 0.84 0.85 0.91 0.91 0.91

NB 0.79 0.47 0.55 0.75 0.72 0.65

RF 0.87 0.82 0.84 0.90 0.91 0.90

BERT 0.89 0.89 0.89 0.92 0.92 0.92

In Table 2, the accuracy score of the DT is 68%, LR 80%. Naïve Bayes model
is 72%, RF model 91% which is much lower than the BERT 94%. The BERT-based
model performs better than the RF, NB, DT, and Logistic model in terms of accuracy,
precision, recall, and even F1-score values. Thus, it can be said that for sentiment analysis
in the chosen application domain, the BERT architecture outperforms competing ML
algorithms. This superiority is due to a number of BERT’s inherent advantages, including
its quick development, ability to function well with limited training data, and ability to
produce superior results. The results demonstrate that BERT outperforms models like
DT, LR, Nave Bayes, and RF in term of performance. (See Fig. 6). In Fig. 7 and Fig. 8
we have depicted the loss and accuracy characteristics for training and validation at all
stages of training. The blue line represents the mean training set results for each epoch,
while the red line represents the validation results at the end of each epoch.

In Fig. 7, we have given the training vs validation loss and training vs validation
accuracy of the BERT model on the actual data set on which all the above result has
been given. In this plotting, the model starts with a high loss value and low accuracy,
but gradually improves over the epochs. In the later epochs, we see that the training loss
and validation loss are both decreasing, which is a good sign that the model is learning
from the data.

The training accuracy and validation accuracy are both increasing, which means
that the model is becoming better at classifying examples correctly. However, we also
see that the validation accuracy peaks around epoch 6 and starts to drop, which could
indicate that the model is overfitting to the training data. This means that it is important
to monitor the validation accuracy during training to ensure that the model generalizes
well to unseen data.

As from Fig. 2(a), we aware that the data set is imbalance in nature because negative
sentiments are higher in compare to positive and neutral sentiments. Therefore, first we
make the balance data set. The experimental result plot is shown in Fig. 8 on balance
dataset. During the training process, the model tries to minimize the loss function, which
measures the difference between the predicted and actual values. The accuracy represents
the percentage of correctly classified examples. In the beginning, the model has a low
accuracy and high loss, but as the training progresses, both the training accuracy and
validation accuracy improve. The training loss also decreases, indicating that the model
is improving in predicting the correct output.
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Fig. 6. Acomparison ofmeasured accuracy of proposedModel BERT and four otherMLmethods
such as DT, LR, Naïve Bayes and RF.

Fig. 7. Training and validation loss and accuracy of the BERTmodel on the actual data set which
are imbalance.
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Fig. 8. Training and validation loss and accuracy of the BERT model on the balance data set
which was generated by removing 6000 negative feedbacks.

6 Conclusion and Future Scope

Based on the results obtained for the sentiment analysis, it can be concluded that both
the ML based and BERT based model are effective in classifying the sentiment of text
data. However, the BERT outperformed the Bayesian Naive classifier with an accuracy
of 94%, while the accuracy of the Bayesian Naive classifier was 72%. Overall, the
results of the sentiment analysis suggest that the BERT is a promising approach for
sentiment analysis tasks and can be further improved by optimizing its parameters and
feature selection techniques. However, the ML based RF and Bayesian Naive classifier
can still be useful in certain scenarios where simplicity and computational efficiency
are important. The field of text sentiment analysis continues to evolve, and there are
several potential future directions and advancements that can be explored. We would try
to apply the deep learning approaches to handle complex linguistic patterns and emotion
detection more effectively. Also, as number of users for social network are increasing
and mammoth amount of data is being generated, in future, big data analytics perceptive
can be looked.
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Abstract. Sentiment analysis plays a crucial role in understanding the opinions
and attitudes expressed in textual data. This paper explores the utilization of two
distinct approaches, Recurrent Neural Networks (RNNs) and Cellular Automata
(CA), for recommending drugs based on sentiment analysis of user reviews.

Recurrent Neural Networks (RNNs) have emerged as a powerful tool for
analyz ing sequential data. In the context of sentiment analysis, RNNs excel at
capturing contextual information and dependencies between words within a sen-
tence. By training an RNN on a labeled dataset of drug reviews, sentiment patterns
can be learned, enabling the model to predict the sentiment associated with unseen
reviews.

Cellular Automata (CA) offer an alternative approach to sentiment analysis.
CA are discrete systems where cells transition between states based on local inter-
actions with neighboring cells. Applying CA to sentiment analysis involves repre
senting each word or phrase in a review as a cell, and defining rules that govern
sentiment state transitions based on neighboring cells’ sentiments. By iteratively
updating the cellular automaton over multiple time steps, sentiment dynamics
within the text corpus can be modeled.

RNNs are particularly adept at capturing long-term dependencies and contex-
tual nuances within a text sequence. Conversely, CA provide a spatially extended
framework that can capture spatial dependencies between words. We propose a
hybrid method RNN-CA-DR using both of these methods for developing a robust
and accurate classifier for drug recommendation. The developed classifier has
reported an accuracy of 91.23% and outperformed few base line models when
tested with various parameters F1 Score, precision and recall.

Keywords: RNN (Recurrent Neural Network) · CA (Cellular Automata) ·
Sentiment Analysis
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1 Introduction

Sentiment analysis of user reviews plays a crucial role in drug recommendation systems.
This abstract focuses on the application of Recurrent Neural Networks (RNNs) for
sentiment analysis to recommend drugs based on user reviews. RNNs have proven to be
effective in capturing sequential dependencies and contextual information in text data,
making them well-suited for sentiment analysis tasks.

The proposed approach involves training an RNNmodel on a labeled dataset of drug
reviews, where each review is associated with a sentiment label (positive, negative, or
neutral). The RNN leverages its recurrent nature to process the reviews as sequences,
allowing it to capture the temporal dynamics and dependencies betweenwords or phrases
in the text. To represent the text data, word embeddings such as Word2Vec or GloVe can
be utilized.

Cellular automata is an interesting approach for recommending drugs and perform-
ing sentiment analysis on reviews. Cellular automata are mathematical models that con-
sist of a grid of cells, each of which can be in a specific state. The state of each cell
evolves over time based on a set of predefined rules and the states of its neighboring
cells.

2 Literature Survey on RNN and CA for Drug Recommendation.

2.1 RNN (Recurrent Neural Network)

Wen Zhang, et al. [2] has explored the application of RNNs for drug-target interaction
prediction. It demonstrates the effectiveness of using RNNs to capture sequential depen-
dencies in drug-target interaction data and achieve accurate predictions. The research
showcases the potential of RNNs in drug recommendation by leveraging their ability to
model complex relationships between drugs and their molecular targets.

The authors [4] propose a drug recommendation system using RNNs. They leverage
the sequential nature of prescription data to capture temporal dependencies and generate
personalized recommendations. The study demonstrates the advantages of RNNs in
handling temporal data for drug recommendation tasks and provides insights into the
implementation and evaluation of such systems.

This review paper [6] discusses the application of neural network models, including
RNNs, in drug discovery and recommendation. It highlights the potential of RNNs in
analyzing various data sources, such as chemical structures, genomics, and clinical data,
for drug discovery and personalized medicine. The review provides an overview of
different RNN architectures and their use in drug recommendation tasks.

The paper [2] presents a comprehensive study on the application of deep convolu-
tional and recurrent neural networks for drug-target interaction prediction. It explores
different architectures combining CNNs and RNNs to capture spatial and sequential
depend encies in drug-target interaction data. The research showcases the potential of
these models in drug recommendation by accurately predicting drug-target interactions.

This study proposes a drug recommendation model that incorporates both temporal
information and tag information using RNNs. Themodel takes into account the temporal
order of drug prescription records as well as the semantic information conveyed by
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drug tags. The research demonstrates that integrating temporal and tag information into
RNN-based models improves the accuracy of drug recommendations.

This work focuses on drug-drug interaction prediction using RNNs. It explores the
abil ity of RNNs to capture sequential dependencies in drug interaction data and predict
potential interactions between drugs. The research provides insights into the use of
RNNs for drug recommendation by identifying potential drug-drug interactions that
may influence the effectiveness and safety of drug combinations.

2.2 Cellular Automata

Cellular automata (CA) have gained significant attention as a versatile computational
modeling paradigm with a wide range of applications. This survey presents an overview
of the diverse and evolving applications of cellular automata [9] in various fields. Start-
ing with an introduction to the fundamental concepts of cellular automata, including
their structure, rules, and behavior, the survey explores their applications across multiple
domains [3, 10, 11].

In the realm of physics and engineering, cellular automata have been employed to
model physical systems, such as fluid dynamics, lattice gases, and magnetism. These
applications haveprovidedvaluable insights into complexphenomena and the emergence
of collective behavior [1].

In the field of computer science and artificial intelligence, cellular automata have
found use in image processing, pattern recognition, and cryptography. They have been
utilized for tasks such as image filtering, object detection, and encryption algorithms,
showcas ing their ability to handle complex spatial and temporal patterns [5, 12].

Cellular automata have also made significant contributions in urban planning, where
they have been employed to model urban growth, simulate traffic flow, and optimize
land-use patterns. By capturing the dynamics of urban systems, cellular automata offer
a powerful tool for decision-making and policy analysis in urban environments [6].

In the realm of biology and bioinformatics, cellular automata have been utilized to
simulate biological processes, model ecological systems, and study genetic phenomena.

They enable researchers [7] to explore the emergence of complex behaviors and
patterns in biological systems, aiding in understanding natural processes and designing
effective interventions [8].

3 Design of RNN-CA-DR

3.1 RNN (Recurrent Neural Network)

The proposed approach involves training an RNN model on a labeled dataset of drug
reviews, where each review is associated with a sentiment label (positive, negative, or
neutral). The RNN leverages its recurrent nature to process the reviews as sequences,
allowing it to capture the temporal dynamics and dependencies betweenwords or phrases
in the text. To represent the text data, word embeddings such as Word2Vec is used as
shown in Fig. 1.

During the training phase, the RNN learns to understand the sentiment expressed in
the reviews and predicts the sentiment of new, unseen reviews. The model’s parameters
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Fig. 1. Design of RNN-CA-DR

are optimized using techniques like backpropagation through time (BPTT) or variants
such as Long Short-Term Memory (LSTM) or Gated Recurrent Units (GRUs). These
optimization methods enable the RNN to minimize prediction errors and improve its
sentiment analysis capabilities.

Once trained, the RNN-based sentiment analysis model can be integrated into a
drug recommendation system. Given a new review, the model can classify the sentiment
expressed in the text as positive, negative, or neutral. This sentiment information can
then be utilized to recommend drugs that align with the user’s desired sentiment.

3.2 NCA (Non Linear Cellular Automata)

To apply cellular automata for recommending drugs and analyzing sentiment in re-
views, you can follow these steps:

1. Data Collection: Gather a dataset of drug reviews, including the text of the reviews
and corresponding sentiment labels (e.g., positive, negative, neutral).

2. Preprocessing: Preprocess the reviews by removing noise, such as special characters,
punctuation, and stop words. You may also consider stemming or lemmatization to
normalize the words.

3. Sentiment Analysis: Perform sentiment analysis on the reviews using established
techniques such as lexicon-based approaches, machine learning models (e.g., Naive
Bayes, Support Vector Machines), or deep learning models (e.g., recurrent neural
networks, transformers). Assign sentiment labels (e.g., positive, negative, neutral) to
each review.

4. Cellular Automata Representation: Represent the sentiment labels of the re- views
as the states of the cellular automata. For example, you can map positive sentiment
to one state (e.g., “1”), negative sentiment to another state (e.g., “0”), and neutral
sentiment to a third state (e.g., “2”).

5. Cellular Automata Rules: Define the rules for evolving the states of the cellular
automata based on the neighboring cells. These rules can be designed to capture
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patterns and dependencies in the sentiment labels. For example, you might consider
rules that promote the spreading of positive sentiment or rules that dampen the impact
of negative sentiment.

6. Simulation: Run the cellular automata simulation for a certain number of time steps.
Each time step represents the evolution of the sentiment labels based on the defined
rules and the current state of the neighboring cells.

7. Drug Recommendation: Analyze the final state of the cellular automata and extract
information about the sentiment distribution. Based on the sentiment patterns
observed, you can recommend drugs that have received positive sentiment feedback
and avoid drugs associated with negative sentiment.

We have augmented both RNN output and CA output to propose a robust classi-
fier RNN-CA-DR which trained and tested on Winter 2018 Kaggle University Club
Hackathon datasets [13].

4 Result Analysis and Comparisons

Here are some key aspects that contribute to the performance of a drug recommendation
system:

1. Data quality and coverage: The system should have access to comprehensive and
up-to-date drug information, including indications, contraindications, side effects,
interactions, and dosage guidelines. The data should be reliable and regularly updated
to reflect the latest research and clinical guidelines.

2. Algorithmic approach: Different recommendation algorithms can be used, such as
collaborative filtering, content-based filtering, or hybrid approaches. The chosen algo-
rithm should be able to effectively analyze the input data and generate meaningful
recommendations based on patient-specific factors, such as medical history, allergies,
current medications, and demographic information.

3. Personalization: The system should take into account individual patient characteris-
tics and preferences to provide tailored recommendations. Factors like age, gender,
comorbidities, genetic profile, and lifestyle choices can influence the suitability of a
particular drug for a patient.

4. Accuracy and relevance: The recommendations provided by the system should be
accurate, relevant, and aligned with the specific needs and condition of the patient.
The system should consider the latest clinical guidelines, evidence based medicine,
and known drug-drug interactions or contraindications.

5. Evaluation metrics: Performance evaluation is crucial to assess the effectiveness of a
drug recommendation system. Metrics such as precision, recall, F1 score, and accu-
racy can be used to measure the system’s ability to provide relevant recommendations
and avoid false positives or negatives.

The RNN-CA-DR recommendation system is shown in the Fig. 2 as explained above
(Table 1).

RNN-CA-DR reports an accuracy of 91.23 as next promising method is Neural Net-
work(NN) in this parameter. The proposed classifier reports an F1 score of 0.952 and next
promising work is reported as Regression model. RNN-CA-DR and NN are the top two
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Table 1. Comparison of the performance of RNN-CA-DR with Base Line Methods.

Base line methods Accuracy F1 Score Precision Recall

RNN-CA-DR 91.23 0.952 0.963 0.961

NN(Neural Network) 87.9 0.885 0.953 0.923

Decision Tree 88.3 0.921 0.902 0.936

Regression 78.3 0.896 0.895 0.802

promising methods in the precision parameters reporting 0.963 and 0.953 respectively.
RNN-CA-DR reports an recall value as 0.96 and the next promising technique isDecision
Tree.

Fig. 2. Sample Drug Recommendation by RNN-CA-DR

5 Conclusion

It is evident that RNNs are widely applied in drug recommendation systems due to their
ability to capture sequential dependencies and contextual nuances in drug-related data.
Their recurrent nature allows them to learn from sequential patterns and make accurate
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predictions or recommendations. On the other hand, while CA offer a different perspec
tive by capturing spatial dependencies, they may not be as prevalent in drug recommen
dation due to the limitations in capturing long-term dependencies. In conclusion, both
RNNs and CA together provide valuable approaches for drug recommendation. RNNs
excel in capturing temporal patterns and dependencies within sequential data, making
them a popular choice for sentiment analysis or personalized drug recommendation. CA,
on the other hand, offer a spatial perspective and can capture spatial interactions but may
not be as widely used in drug recommendation due to their limitations in modeling long-
term dependencies. We have achieved considerable accuracy in drug recom mendation
and this work can be extended to various chronic related recommendations also.
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Abstract. Valuation is a fundamental aspect of real estate for businesses. Land
and property serve as factors of production, and their value is derived from the
use to which they are put. This value is influenced by the demand and supply for
the product or service produced on the property. Valuation involves determining
the specific amount for which a property would transact on a given date. Accurate
prediction of real estate prices is crucial for investors, house owners and industry
professionals. In this article, analysis ofUSAreal estate predictionusing regression
and ensemble models was presented, also evaluating the best model out of all the
models that have been applied. The objective of this article is to provide accurate
predictions for the real estate market, by making use of Multi-Variate Regression,
RandomForest Regressor,DecisionTreeRegressor,XGBRegressor andCatBoost
Regressor. This analysis offers valuable insights for makingwise and right choices
in the real estate market.

Keywords: Real Estate · United States ·Machine Learning · Economy ·
Regression · Ensembling techniques

1 Introduction

Real estate is any property, including the rights and interests attached to it, that consists
of land, structures, and natural resources. It consists of both residential and commercial
properties. A significant asset class that has the potential to increase in value over time
is real estate [1]. It is an important part of the investment portfolios of many people.
Real estate transactions entail legal procedures, discussions, and financial concerns. The
importance of real estate to the economy is demonstrated by its contributions to economic
expansion, job creation,wealth generation, housingmarket stability, commercial activity,
and tax receipts [2].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
P. Pareek et al. (Eds.): IC4S 2023, LNICST 536, pp. 142–150, 2024.
https://doi.org/10.1007/978-3-031-48888-7_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48888-7_12&domain=pdf
http://orcid.org/0009-0001-0866-0316
http://orcid.org/0009-0007-8757-6414
http://orcid.org/0000-0001-8393-8157
http://orcid.org/0009-0001-7874-6932
http://orcid.org/0000-0002-2723-2026
http://orcid.org/0000-0001-7120-0593
https://doi.org/10.1007/978-3-031-48888-7_12


Optimizing Real Estate Prediction 143

Predictions of real estate prices in the US are influenced by several things. Even
though it is difficult to predict real estate prices with complete accuracy, there are
a few key variables that can have an impact on price trends, including supply and
demand, economic growth, interest rates, location, governmental policies and regula-
tions, demographics, housing market inventory, development, and other outside factors
[3].

The real estate market in the USA holds immense significance as a key sector of
the economy, attracting investors, house owners and industry professionals. With a vast
range of property types and a significant contribution to the country’s GDP, the USA
real estate market attracts domestic and international investors in the same way [3].

It is important to note that the covid-19 pandemic had an impact on the real estate
market of US. People were conscious about buying properties in largely populated areas
that had the high chances of spread of covid-19 [4]. Hence it was found that there was
a higher demand for the places with low population density [5].

The objective of this work is to predict the price of the real estate market using differ-
entmachine learning techniques based on regression [6] like Linear Regression, Random
Forest, Decision Tree Regressor and ensembling techniques were applied like XGBoost
Regressor and CatBoost Regressor. Among all the techniques, this work illustrate which
technique is more adaptable for real estate data in United States [7].

The flow of this paper as follows, Sect. 2 describes about the related work done
by other researchers in this area, Sect. 3 describes the Exploratory data analysis to
identify the patterns and also understanding the data in a clear manner, Sect. 4 describes
the methodology that was followed during the experiment while Sect. 5 describes the
brief about various algorithms that were used, Sect. 6 discusses about the metrics used to
evaluate the performance ofmodels, Sects. 7 and 8 describes the results of the experiment
conducted and conclusions and future work of this experiment.

2 Related Work

Truong et al worked for the best results in prediction of real estate, three different
machine learning approaches—Random Forest, XGBoost, and LightGBM—as well as
twomachine learningmethods—Hybrid Regression and StackedGeneralisation Regres-
sion—are contrasted and examined. Even if all of those techniques produced pleasing
outcomes, various models each have advantages and disadvantages [8].

A study looked at how to forecast the asking and sales prices of Nissan Pow land
properties using a variety of factors, including location, living space, and the number
of rooms. Direct regression, Support Vector Regression (SVR), k-Nearest Neighbours
(kNN), and Regression Tree/Random Forest Regression were some of the techniques
they used. According to their research, the asking price may be predicted using a kNN
and Random Forest algorithm combination with an error rate of 0.0985. The details of
the prediction models, examination of the real estate listings, and testing and validation
outcomes from the numerous algorithms employed in the study all played a role in the
researchers’ conclusions [9].

Real estate price volatility has been found by Li et.al to complicate non-linear behav-
iors and introduce some uncertainty. The author employed a cost-free mathematical
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model neural network algorithm characteristic. The nonlinear model for real residences
value variety expectation is set up using back propagation neural system (BPN) and out-
spread premise work neural system (RBF), two plans that take into account driving and
concurrent financial lists. The two lists of the value variety that are picked as the execu-
tion list are the mean absolute value and root mean square error. As a result, the author
has come to the conclusion that the fluctuation in house price trends is not particularly
true [10].

The predictive performance of the random forest machine learning technique in
comparison to commonly used hedonic models based on multiple regression for the
prediction of apartment prices is analyzed by Čeh et al. A dataset that consists of 7407
records of apartment transactions referring to real estate sales from 2008–2013 in the
city of Ljubljana, the capital of Slovenia, was used in order to test and compare the
predictive performances of both models. All performance measures of both the models
such as R2 values, sales ratios, mean average percentage error (MAPE), coefficient of
dispersion (COD) revealed significantly for better results for predictions obtained by the
random forest method [11].

3 Exploratory Data Analysis

To accomplish the objective of prediction, a comprehensive real estate dataset named
USA Real Estate Dataset1 is brought into use, which was downloaded from Kaggle.
The dataset consists of approximately 10,000 records and 10 columns. This dataset
encompasses major features that contribute to the pricing of the houses, including the
number of bedrooms, number of bathrooms, land area, and location among others. The
target variable of the interest is pricing of the house. One challenge with the features
is that they may contain some null values. Handling these null values requires specific
strategies.

Handling Null Values: The dataset consists of null values in the following columns:
bed, bath, acre-lot, city, and house-size. These features contain a significant number of
null values. These null values can be handled either by removing the entire row that
contains a null value or replacing the null value by mean, mode and median of the
respective column. There are different methods such as fillna and replace to accomplish
this task.

In this dataset, null values are handled by replacing them with the mean of the
corresponding column using the fillna method. Null values must be addressed since they
can cause inconsistencies and degrade the data’s quality. The selection of the handling
strategy is influenced by several variables, including the type of data, the quantity of
missing values, and the particular issue that needs to be resolved. The consequences of
each approach and any potential effects on the functionality and interpretability of our
model must be carefully considered [12, 13, 14].

Dimensionality Reduction: Dimensionality reduction refers to the process of remov-
ing unwanted features and identifying the necessary features in a dataset. One way to

1 USA Real Estate Dataset.
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identify influential features is by using a correlationmatrix. Features that exhibit positive
correlation with the target variable are considered important, while features with nega-
tive correlation can be removed. In this dataset, the important features that show positive
correlation with the target variable are bed, bath, acre-lot, city, and house-size. There-
fore, these features are retained as they have a significant influence on the target variable.
However, the features “status”, “zip-pincode”, and “prev-sold-date” are removed since
they do not demonstrate a strong positive correlation with the target variable [15].

Fig. 1. Distribution of average price in the USA states

The Fig. 1 above illustrates the bar plot plotted for visualizing the average prices of
different states in the USA. When examining the plot, it becomes evident that the state
“Virgin Islands” has the highest average price compared to the other states. On the other
hand, the state “South Carolina” has a relatively lower average price. Additionally, the
states “Puerto Rico”, “New Hampshire”, and “Massachusetts” display similar average
prices.

The Fig. 2, illustrates the average prices of different cities in the USA. It is true
to fact that the city named Weston has the highest average price compared to all other
cities. Conversely, the cities of Craryville, Sudbury, and Santurce have relatively lower
average prices.

Feature Engineering: It is important to convert string features into numeric format
becausemachine learningmodels typically cannot understand string data. In this dataset,
there are two string columns: State and City. To convert these string features into numeric
format, the LabelEncoder method was used. The LabelEncoder method is a commonly
used technique for encoding categorical variables into numeric labels. It assigns a unique
integer value to each distinct category in the string column. By doing so, it transforms the
string values into numerical representations that can be processed by machine learning
algorithms [16].
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Fig. 2. Distribution of average price in the USA states

4 Methodology

The datasets were retrieved from Kaggle’s machine learning repository, which offer
information on American real estate. Then unnecessary features are removed, miss-
ing data are handled, and feature engineering is applied during preprocessing. Data is
separated into training and testing sets. We investigated many algorithms to develop a
real estate price forecast model. They consist of ensembling techniques like XGBoost,
CatBoost, and Supervised techniques like Decision Trees, Random Forests Regressor,
and Multi- Variate Regression. Finally, with test data, performance of the models is
evaluated using several statistical metrics, includingMSE, RMSE, MAE, and R2-Score.
Fig. 3 depicts the methodology that was chosen.

Fig. 3. Methodology of the work flow
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5 Modeling

Multi-Variate Regression: Regression including more than one independent variable
is referred to asmultivariate regression ormultiple regression. It enables the simultaneous
examination of the relationships between a dependent variable and several predictors.
In this regression model the predictions are formed from multiple features of the data
[17]. In this dataset we provide features are bed, bath, acre_lot, city, state, house_size
by using these features we predict the price of the house.

The equation of multivariate regression is

y = w0 + x1w1 + x2w2 + . . . .

where x1,x2… is set of input features and y is output.

RandomForest Regressor: It is the best algorithm that belongs to supervised machine
learning. This one of the best algorithms which is applied on complex problems and
improves the performance of the model. This algorithm will avoid the overfitting. In the
random forest classifier, which consists a set of decision trees. The random forest will
take predictions from all decision trees and select the one of best predictions among the
all-decision trees predictions [18, 19].

Decision Tree Regressor: Decision tree regressor is flowchart-like tree structure. This
Decision Tree consists of three types of nodes. First one is Root node that has no any
incoming edges and 0 or more outgoing edges. Second one is Internal Node Which
consists of features or attributes. Last one is leaf node consists of prediction value.
Edges representing the decision rule. Decision tree is traversed from root node to leaf
node [20].

XGB Regressor: XGB regressor best algorithm to handle the large data sets. It is
an ensemble learning method that combines weak prediction and makes it as Strong
Prediction. It is very useful to handle Missing values in a data set and avoid causing of
overfitting. This Algorithm uses the gradient boosting library. This library will improve
the performance of the model [21, 22].

CatBoost Regressor: The mathematical formula for CatBoost Regressor is more com-
plex than that of linear regression. Instead, it iteratively incorporates more decision trees
into the ensemble to optimize a loss function. The loss function varies according to the
issue being resolved, but it often quantifies the difference between the projected values
and the actual target values. This also uses the gradient boosting library that will improve
the performance of a model [23, 24].

6 Evaluation Metrics

The effectiveness of machine learning algorithms for predicting the real estate price can
be assessed using a variety of evaluation approaches. All these techniqueswere evaluated
using metrics such as Mean absolute error, Mean Square error, Root Mean square error
and R2-Score [25].

If yi represents the actual real estate price and y
∧

i represents the predicted real estate
price then,
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Mean absolute Error (MAE): It is the mean of the difference between ground real
estate price and predicted real estate price as shown in the Eq. (1).

MAE = 1

N

∑N

i=1
(yi − yi

∧

) (1)

Mean Squared Error (MSE): It is the mean of the squares of difference between
ground real estate price and predicted real estate price as shown in the Eq. (2).

MSE = N
∑N

i=1
(yi − yi

∧

)
2 (2)

Root Mean Square Error (RMSE): It is the square root of Root Mean Squared Error
i.e., the square root of mean of the squares of difference between ground Data estate
price and predicted real estate price as shown in the Eq. (3).

RMSE =
√

1

N

∑N

i=1

(
yi − yi

∧)2 (3)

R2 or R2-Score: It is the proportion of the variation in the real estate price that is
predictable from the features available in the real-estate dataset [26].

If y is the mean of the actual real estate prices as shown in the Eq. (4)

y = 1

N

∑N

i=1
yi (4)

Variability of the dataset can be measured with two sum of squares formulas as
shown in the equation – (7)

Residualsumofsquares(SSres) =
∑N

i=1
(yi − yi

∧

)
2 (5)

Totalsumofsquares(SStot) =
∑N

i=1
(yi − y)2 (6)

R2 = 1− SSres
SStot

(7)

7 Results

In the conducted analysis, various regression algorithms were assessed for their per-
formance in predicting the target variable. The results revealed intriguing insights into
their capabilities. Multi-variate regression, while showing potential, displayed relatively
higher errors with a Mean Absolute Error (MAE) of 1.926 and a R2-Score of 0.14.
On the other hand, both the random forest regression and CatBoost regressor stood out
with impressive performances. The random forest regression demonstrated exceptional
accuracy, yielding a negative MAE of -0.651 and an impressive R2-Score of 0.94. Sim-
ilarly, the CatBoost regressor showcased strong predictive abilities, as evidenced by its
negative MAE of -0.643 and a remarkable R2-Score of 0.94. These findings suggest that
the random forest regression and CatBoost regressor are well-suited for the given task,
displaying superior performance in accurately predicting the target variable as seen in
Table 1. Even the real estate prediction can be done with the advanced neural network
models [27].
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Table 1. Performance of the models.

Algorithm MAE MSE RMSE R2-Score

Multi-variate Regression 1.926 1.999 1.997 0.14

Random Forest Regression −0.651 −0.523 −0.556 0.94

DecisionTree Regressor −0.669 −0.477 −0.445 0.93

XGBoost Regressor 0.037 −0.478 −0.448 0.93

CatBoostRegressor −0.643 −0.520 −0.548 0.94

8 Conclusion and Future Work

This research paper describes how machine learning algorithms effectively predict the
value of real estate based on various factors like location, number of bedrooms, square
feet, etc. Random Forest and CatBoost Regressor have high accuracy and a low error
rate compared to the other algorithms. The dataset that is available has a limited number
of features. Future extension work is identified in working with high-dimensional data,
and instead of applying the core machine learning techniques, deep learning techniques
like long-term shortest memory and GRUs can be applied to work with huge data.
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Abstract. Electricity consumption has been broadly concentrated on in the PC
engineering field since numerous years. While the securing of energy as an action
in ML is arising, a large portion of the trial and error is still essentially centered
around getting raised degrees of precision with no computational limitations. We
accept that one of the reasons for this deficiency of interest is because of their short-
fall of straightforwardness with admittance to assess energy utilization. The prin-
cipal objective of this study is come to assess valuable guidelines to theMLpeople
group that grants them the major acknowledgment to utilize and fabricate energy
assessment techniques for AI calculations. Utilization of various group models
like Linear Regression, and random forest regression and gride search cv, adaboost
algorithms to predict the power and to acquire exact outcomes. Notwithstanding,
we additionally present the state-of-the-art programming apparatuses that award
power assessment standards, along with two use cases that reinforce the request
of energy fatigue in ML. Toward the end, we anticipate the future energy which
is so useful to the matrix to make exact energy for the network by refreshing with
shrewd meters where everyone can know individuals, who are involving more
energy in what machines, so it is gigantically useful in which time we want more
energy and less energy.

Keywords: Electricity consumption · Random Forest · AdaBoost · Gridsearch
CV · Linear Regression · Streamlit tool · Machine Learning

1 Introduction

These days, energy is being utilized further, as a result of the utilization of homegrown
and modern purposes, for instance, engine vehicles, enormous scope generators, cell
phones, and domestic devices. Moreover, the nonstop development of the framework
for savvy meters (SMI) [1]. It was established globally to consolidate dynamic energy
frameworks in clever meters. This acquaintance opened the door for gauge or model
energy use, and there is currently a chance to apply for a green environment, especially
for consumers of domestic energy [2].
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The use of electrical equipment and consumer behaviour are having an impact on the
power industry. The power network organisations are also recognising the necessity to
improve and discover better methods to successfully manage power use in contemporary
and private structures that control energy interest.While clever private structures provide
residents with offices that allow them to operate numerous technological devices sub-
stantially through portable applications, the sensors often demand considerable energy
usage. A gathering relapse model using the direct prediction and the SVR expectation
technique was developed [3] to increase the power expectation’s proficiency.

Because of this kind of badmanagement, household equipment is frequentlymisused
and innumerable assets are lost every year [3]. In order to maintain this energy tragedy
by precise interest rates for the foreseeable future, it is especially important to reduce
it. A few estimate calculations are used in the energy the board sector to determine
power interest in capacity production soon [3]. However, the structure includes a few
elements that could affect energy usage, such as the climate, the construction materials,
and the sub-level designs for heating, lighting, and ventilation. [4] Customers may alter
the pile usingmachines or tenants, taking into account financial energy use. [5] Basic and
dependent on the security and refinement of the structure’s framework is the projecting
of this energy. Verifiable data with publicly released family values from 2006 to 2010
are used to enable effective use and sending with the expectation of power use. [6].

2 Literature Survey

Corgnati et al. (2013) employed the data (regressor variables) and yield factors
(response). This information will be used to evaluate the system boundaries, and as
a result, a numerical model might be produced. In a few earlier works, the information
driven AI methodology has been explored. Fu et al. (2015) suggested using Backing
Vector Machine (SVM), one of ML computations, to predict the load at a structure’s
framework level (cooling, lighting, power, and others), taking into account weather fore-
casts and hourly power load input. With a mean predisposition error (MBE) of 7.7% and
a root mean square error (RMSE) of 15.2%, the SVM technique accurately predicted
the whole power load.

As part of the Brilliant City Demo Aspern (SCDA) project, Valgaev et al. (2016)
created a power demand projection utilising the k-Closest Neighbour (k-NN) model at a
clever structure. The k-NN gaugingmethod nowmakes use of a number of verifiable per-
ceptions (daily loadcurves) and their substitutes. Because it only distinguishes between
comparable in-positions in a huge component space, the k-NN approach is excellent at
organising data but has limitations for predicting future value. As a result, it ought to be
strengthened with tenuous information that acts as a sign of expectation for the next 24
h on typical business days.

El Khantach et al. (El Khantach et al., 2019) employed five artificial intelligence (AI)
techniques for momentary load anticipating with an underlying disintegration of the real
information carried out irregularly into time series of each hour of the day, which finally
consisted of 24 timeseries that addressed each preceding hour. The five AI techniques
employed areMulti-facet Perceptron (MLP), SupportVectorMachine (SVM),Outspread
Premise Capability (RBF) Regressor, REPTree, andGaussian Interaction. Trial and error
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were carried out in light of the data from the Moroccan electrical burden information.
With a MAPE level of 0.96, the results showed that the MLP approach was the most
dependable. SVMcame in second and, despite performing significantlyworse thanMLP,
was still superior to the other methods.

Expectations could also be created in light of the order-based AI strategy, which is
commonly employed for energy usage forecasting, even though Gonzalez-Brioneset al.
(2019) concentrated on the relapse technique. The inquiry developed a predictive model
by examining the verifiable data collection using Direct Relapse (LR), Backing Vector
Regression (SVR), Irregular Timberland (RF), Choice Tree (DT), and k-Nearest Neigh-
bour (k-NN). The exploration’s boundaries also contained a further variable known as
one-day power usage (kWh). The outcomes showed that, with a score of 85.7%, the LR
and SVR models delivered the best correct presentation. The hour cost and apex power-
restricting based request reaction approaches serve as the foundation for this planning.
They also offered a credible experiment to back up their timetable. The test showed
a considerable reduction in the quantity of energy utilized by the various equipment
because of the timetable they prepared. Creators in [7] are proposing the development
of a home energy the board framework in order to select the optimal day-ahead planning
for the various machines.

Sou Family Cheong et al. presented a planning method for intelligent home equip-
ment in light of mixed number straight programming in [8]. They also took into account
the machines’ usual span and peak power usage. The suggested strategy resulted in cost
savings of roughly 47% when compared to a previously specified duty. The authors also
showed that with almost minimum computing effort, generally excellent layouts could
be created.

There has been a lot of work put into addressing various initiatives to forecast how
much energy would be used by different devices in relation to expectations for energy
usage. Elkonomou made the expectancy method suggestion in [9] in light of the false
brain arrangement. In order to choose the design with the best hypothesis, a number of
tests were run using the multi-facet perceptron model. Actual information about the data
and outcomes was used during all stages of preparation, approval, and testing.

The importance of the structure’s energy usage expectation for the board and efficient
energy management is emphasized by the authors of [10]. In order to meet the expecta-
tion, they are adopting a model that is information-driven and takes into consideration
the forecast for energy use. According to the survey, there are numerous gaps in the
field of energy utilization forecasting that need to be solved, including the prediction of
long-distance energy use, the prediction of energy used inside of private structures, and
the prediction of energy used for structure illumination. This lack of exploration may
result from the very scant amount of knowledge that is currently available.

3 Existing System

SVM utilized in the Current arrangement of the issue proclamation. Large informative
collections are not a good fit for SVMcalculations.When the informational index ismore
crowded, as is the case when target classes are being covered, SVM doesn’t function
very well. The SVM won’t perform as expected when the number of elements for each
information point exceeds the number of information tests that need to be prepared.
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4 Proposed Method

Utilizing individual power utilization dataset, We tested the suggested method using
a dataset that is freely available from the UCI AI repository and contains details on
electricity usage.The Dataset has 198721 lines × 6 sections. We train every irregular
timberland calculation and direct relapse and lattice search cv model on the train set
utilizing all highlights and afterward assess them on the whole test set. To quantify
execution over the long run.

We use the scikit-learn implementation of the following mentods.

1. Random Forest
2. Linear Regression
3. Grid search cv and
4. Adaboost.

The accuracy of neural networks is high if the datasets provide appropriate training.
Increasing the accuracy score, Large amount of feature we are taking for the training
and testing. The basic architecture is shown in Fig. 1.

Fig. 1. System Architecture

5 Methodology

Data Gathering,
preprocessing of the data,
feature extraction,
evaluation model, and.
user interface.

5.1 Data Gathering

This paper’s information assortment comprises of various records. The determination of
the subset of all open information that you will be working with is the focal point of this
stage. Preferably, ML challenges start with a lot of information (models or perceptions)
for which you definitely know the ideal arrangement. Marked information will be data
for which you are as of now mindful of the ideal result.
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5.2 Pre-processing of Data

Format, clean, and sample from your chosen data to organize it.
There are three typical steps in data pre-processing:
Designing.
Information cleaning.
Inspecting.
Designing: It’s conceivable that the information you’ve picked isn’t in a structure that

you canuse toworkwith it. The informationmight be in an exclusive record configuration
and you would like it in a social data set or text document, or the information might be
in a social data set and you would like it in a level document.

Information cleaning; is themost commonway of eliminating or supplantingmissing
information. There can be information examples that are inadequate and come up short
on data you assume you really want to resolve the issue. These events could should
be eliminated. Moreover, a portion of the traits might contain delicate data, and it very
well might be important to anonymize or totally eliminate these properties from the
information.

Inspecting: Youmight approach significantlymore painstakingly picked information
than you want. Calculations might take significantly longer to perform on greater mea-
sures of information, and their computational and memory prerequisites may likewise
increment. Prior to considering the whole datasets, you can take a more modest delegate
test of the picked information that might be fundamentally quicker for investigating and
creating thoughts.

5.3 Feature Extraction

The following stage is to A course of quality decrease is include extraction. Highlight
extraction really modifies the traits instead of element choice, which positions the ongo-
ing ascribes as indicated by their prescient pertinence. The first ascribes are straightly
joined to create the changed traits, or elements. Finally, the Classifier calculation is
utilized to prepare our models. We utilize the Python Normal Language Tool stash’s
classify module.

We utilize the gained marked dataset. The models will be surveyed utilizing the
excess marked information we have. Pre-handled information was ordered utilizing a
couple of AI strategies. Irregular woodland classifiers were chosen. These calculations
are generally utilized in positions including text grouping.

5.4 Assessment Model

Model the method involved with fostering a model incorporates assessment. Finding
the model that best portrays our information and predicts how well the model will
act in what’s to come is useful. In information science, it isn’t adequate to assess model
execution utilizing the preparation information since this can rapidly prompt excessively
hopeful and overfitted models. Wait and Cross-Approval are two procedures utilized in
information science to evaluate models.
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The two methodologies utilize a test set (concealed by the model) to survey model
execution to forestall over fitting. In light of its normal, every classification model’s pre-
sentation is assessed. The result will take on the structure that was envisioned. Diagram
portrayal of information that has been ordered.

5.5 Algorithm

Random Forest
An AI technique called Random Forest is outfit-based and operated. You can combine
various computation types to create a more convincing forecast model, or use a similar
learning technique at least a few times. The phrase “Irregular Timberland” refers to
how the arbitrary woodland method combines a few calculations of the same type or
different chosen trees into a forest of trees. The irregular timberland technique can be
used for both relapse and characterization tasks. Coming up next are the essential stages
expected to execute the irregular woods calculation. Pick N records aimlessly from the
datasets. Utilize these N records to make a choice tree. Select the number of trees you
that need to remember for your calculation, then, at that point, rehash stages 1 and 2.
Each tree in the timberland predicts the classification to which the new record has a
place in the order issue. The classification that gets most of the votes is at last given
the new record. The Advantages of Irregular Woodland the way that there are numerous
trees and they are completely prepared utilizing various subsets of information guaran-
tees that the irregular timberland strategy isn’t one-sided. The irregular woods strategy
fundamentally relies upon the strength of “the group,” which reduces the framework’s
general predisposition. Since it is extremely challenging for new information to influ-
ence every one of the trees, regardless of whether another information point is added to
the datasets, the general calculation isn’t highly different. In circumstances when there
are both downright and mathematical highlights, the irregular woods approach performs
well. At the point when information needs esteems or has not been scaled, the irregular
woodland method likewise performs well.

Linear Regression
Linear regression Considering how simple the portrayal is, it makes for an appealing
model. The response is the anticipated result for the given arrangement of information
values (y), and the portrayal is a direct condition that joins that set of information values
(x). As a result, both the information value (x) and the result value (e) are numerical.
Under the straight condition, each information worth or segment is given one scale vari-
able, known as a coefficient and symbolized by the capital Greek letter Beta (B). The
line also receives a second coefficient, commonly known as the catch or inclination coef-
ficient, which increases its level of opportunity (for example, allowing it to completely
circle a two-layered map).

For example, the model type in a straightforward relapse situation (one x and one y)
would be

y = B0 + B1∗x (1)
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When we have more than one piece of information (x), the line is referred to as
a plane or a hyper-plane in higher aspects. The condition is depicted by the type of
circumstance and the specific characteristics utilized for the coefficients (for example,
B0 and B1 in the aforementioned model). The intricacy of a simple relapse model
of relapse is frequently discussed. This is a reference to the model’s total number of
coefficients. When a coefficient hit zero (0 * x= 0), the information variable’s influence
on the model and, subsequently, on the forecast made using the model, is successfully
eliminated. This is significant if you consider regularization strategies, which alter the
learning calculation to reduce the complexity of relapse models by reducing the overall
size of the coefficients and eventually pushing some to zero.

GridSearchCV
In almost every AI project, we train a variety of models on the dataset and choose the
one that exhibits the best results. In any event, there is room for improvement because
we cannot state categorically that this particular model is the best for the main issue.
Our goal is to develop the model in every way possible as a result. One important aspect
of these models’ presentations is their hyperparameters; by setting appropriate values
for these hyperparameters, a model’s presentation can be significantly improved. The
most popular method for determining the ideal hyperparameter values for a given model
is GridSearchCV. As previously said, the value of hyperparameters is crucial to how
well a model exhibits. Remember that it is practically impossible to predict in advance
which hyperparameters have the finest qualities, thus it is preferable to try all conceivable
qualities before deciding which ones are the best. We utilize GridSearchCV to automate
the tweaking of hyperparameters because doing it physically might require some effort
and resources. The model selection package of Scikit-learn (or SK-learn) has a feature
called GridSearchCV. Therefore, it is important to note that we really want the Scikit
Learn library to be introduced on the PC. With the help of this capability, you may fit
your assessor (model) to your training set and iterate through specified hyperparameters.
In the end, selecting the best boundaries from the recorded hyperparameters is possible.

Hyper-boundary tuning alludes to the course of find hyper-boundaries that yield the
best outcome. This, obviously, sounds significantlymore straightforward than it really is.
Finding all that hyper-boundaries can be a subtle craftsmanship, particularly given that
it relies generally upon your preparation and testing information. As your information
develops, the hyper-boundaries that were once high performing may no longer perform
well. Monitoring the outcome of your model is basic to guarantee it develops with the
information. One method for tuning your hyper-boundaries is to utilize a Matrix search.
This is presumably the least complex strategy as well as the absolute most rough. In a
matrix search, you attempt a framework of hyper-boundaries and assess the presentation
of everymix of hyper-boundaries. TheGridSearchCV class in Sklearn fills a double need
in tuning your model. The class permits you to apply a framework search to a variety of
hyper-boundaries, andCross-approve yourmodel utilizing k-overlay cross approval. The
interaction pulls a segment from the accessible information to make train-test values. It
rehashes this cycle on different occasions to guarantee a decent evaluative split of your
information. The capability that takes various boundaries. We should investigate these
in somewhat more detail:

Estimator: It takes an assessor object, for example, a classifier or a relapse model.
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Param grid: It takes a word reference or a rundown of word references. The word
references ought to be key-esteem matches, where the key is the hyper-boundary and
the worth are the instances of hyper-boundary values to test.

Cv: It takes a number that decides the cross-approval methodology to apply. On the
off chance that None is passed, 5 is utilized.

Scoring: It takes a string or a callable. This addresses the technique to assess the
exhibition of the test set.

n_jobs: It addresses the quantity of tasks to run in equal. Since this is a tedious cycle,
runningmore positions in equal (in the event that your PC can deal with it) can accelerate
the cycle.

verbose: It decides how much data is shown. Involving a worth of 1 shows the ideal
opportunity for each run. 2 shows that the score is additionally shown. 3 demonstrates
that the overlap and up-and-comer boundary are additionally shown.

Ada Boosting Classifier
Ada-boost or Adaptive Boosting is one of the help group classifications made by Yoav
Freund andRobert Schapire in 1996. Itmixes various classifiers to improve classifier pre-
cision. AdaBoost is an iterative outfit approach. The AdaBoost classifier builds regions
of strength for a, providing you high areas of strength for exactness by combining many
classifiers that combine inefficiently. Adaboost’s main principle is to set up the classifier
loads and get ready for each cycle’s information test to the point where it guarantees
precise forecasts of unanticipated impressions. The fundamental classifier can be any
AI computation that recognizes loads on the training set. Adaboost must abide by two
conditions. The classifier needs to be prepared intelligently using a number of weighed
preparation models. In order to provide these samples with the greatest fit possible
throughout each iteration, it works to decrease training error.

How does the AdaBoost algorithm work? Here is how it works. A training subset is
originally selected by Adaboost at random. It iteratively trains the AdaBoost AI model
by choosing the preparation set in consideration of the precise expectation of the prior
preparation. It gives incorrectly characterized perceptions a heavier burden, increasing
their likelihood of grouping in the attention that follows. Additionally, it transfers the
burden to the trained classifier in each emphasis in accordance with the classifier’s
accuracy. The classifier that is more accurate will be given more weight. This cycle
repeats until there are the predefined maximum number of assessors or until the entire
preparation information fits with virtually minimal error. Play out a “vote” involving
all of the artificial learning computations to determine the ranking. The level of precise
expectations for the test information is implied by precision. By partitioning the quantity
of exact expectations by the complete number of forecasts, it very well might still up in
the air.

5.6 User Interface and Result

The pattern of Information Science and Examination is expanding step by step. From
the information science pipeline, one of the main advances is model sending. We have a
ton of choices in python for sending our model. A few well-known systems are Carafe
and Django. Yet, the issue with utilizing these systems is that we ought to have some
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information on HTML, CSS, and JavaScript. Remembering these requirements, Adrien
Trouville, Thiago Teixeira, and Amanda Kelly made “Streamlit”. Presently utilizing
streamlit you can send any AI model and any python project easily and without stressing
over the frontend. Streamlit is very easy to use.

In this article, we will get familiar with a few significant elements of streamlit, make
a python project, and convey the task on a nearby web server. How about we introduce
streamlit. Type the accompanying order in the order brief.

pip installs streamlit.
When Streamlit is introduced effectively, run the given python code and in the event

that you don’t get a mistake, then streamlit is effectively introduced and you can now
work with streamlit. Figure 2. Shows the user interface to execute the code.

Fig. 2. User Interface

Fig. 3. Bar Chart of yearly Global Reactive Power

Figure 3. Shows bar chart for yearly global reactive power consumption.
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Fig. 4. Monthly Global reactive Power Bar chart

Fig. 5. Global Reactive Power and Distribution Chart

Figure 4. Shows a bar chart for monthly global reactive power consumption.
Figure 5. Shows scatter chart for monthly global reactive power consumption and

distribution.
Figure 6. Shows monthly global reactive power consumption.
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Fig. 6. Subplots of Global Active Power

6 Conclusion

Machine learning (ML) techniques has as of late contributed very well in the headway of
the expectation models utilized for power utilization. Such models profoundly work on
the exactness, heartiness, and accuracy and the speculation capacity of the ordinary time
series anticipating instruments. By using the historical data we can predict future power
consumption. Here, we used the electric power consumption data of one household and
applied linear regression, ada boost, grid search cv and random forest algorithms and we
achieved an linear regression accuracy with 99% and applied random forest algorithm
with 93% accuracy, and applied adaboost algorithmwith 97% accuracy and we achieved
an grid search cv accuracy with 82% for future prediction.
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Abstract. The ayurvedic medicines have played a crucial role in health system,
only a few experts could identify the herbs and know the ayurvedic properties of
these herbs. These medicines prepared from the herbs having less side effects as
compared to other general medicines. Most of the patients and general medicine
users with different diseases are not unaware of the existence of herbal plants and
their medical uses and benefits. To make ease of identifying the plants and its
medical properties based on the leaf structure, authors developed a system having
three architectures which works with Convolutional Neural Networks. Resnet-18,
Resnet-50, MobileNet-V2 architectures were used in freeze and unfreeze layers
settings. Authors considered ten different kinds of herbal leaves for implementa-
tion of the system, in which two thirds of the data used for training and one third
for testing. The overall performance of this architecture is checked using accuracy
measure and it is observed that three models with freeze layers were showing
good performance. Out of these three architectures, Resnet-50 shown accuracy of
95.33%.
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1 Introduction

Herbal plants symbolize biodiversity, which is frequently employed as an alternative
to conventional medicine. Almost every part of a herbal plant, notably the leaves, can
be employed as a component in traditional medicine. This is thus because, in contrast
to fruit and roots, leaves are simpler to acquire. Herbal plants play a crucial part in
maintaining human health [1]. Given that medical treatment is not accessible to everyone
and is expensive in comparison to medical treatment, nearly 80% of people still rely on
traditional medicine [2]. For ages, people have employed herbal plants to prevent illness
and treat it [3]. Due to the variety of therapeutic plant kinds [4] and the difficulty in
differentiating between them, the public is currently unaware of the existence of herbal
plants. To recognize and distinguish between these kinds of herbal plants, one needs
significant expertise and information. It is important to conserve knowledge of herbal
plants so that people can more easily identify the different kinds and use them when
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necessary [5]. In general, plant species are still identified manually by comparing and
recognizing photos, particularly leaf photographs when the data is already known with
the leaves on the plant. Manual identification, meanwhile, still leaves room for mistakes.
This is due to the nearly identical leaf color and similar texture and shape of various
varieties of herbal plants. Botanists and other individuals with specialized knowledge of
herbal plants are the only ones qualified to present different varieties of herbal plants in
this manner.

Since not everyone has the requisite knowledge and experience in this area, the com-
munity views this method of introducing herbal plants as ineffective for differentiating
between the various types of herbal plants [6].

Numerous researchers have used technological advancements and identification of
these plants’ leaves to conduct research on the classification of herbal plants. Herbal
leaf identification is simpler since leaves are more important and accessible than roots
[7], which are a portion of the plant that are buried in the ground [8]. Consequently, a
system for intelligent and precise herbal leaf identification is required.Most of the earlier
research has been devoted to identifying leaves. Numerous classification techniques are
employed in the identification system to assist users in recognizing herbal leaves without
specialized botanical or anatomical knowledge by identifying the types of herbal plants
through leaf identification.

2 Related Work

Recently, research has been done to identify the various kinds of herbal leaves. The
study by [9] selected therapeutic herbs in order to assess their content value. Computer
vision-based feature extractionwas used in this investigation. Using ITS2 Sequences and
Multiplex-SCAR Markers, [10] authenticated herbal aralia plants carried out another
experiment. A categorization of herbal leaves using the SVM method was also done in
a different study [11]. Scale Invariant Feature Transform (SIFT) technology was used
to extract the picture feature. To combat affine transformations, noise, and changing
lighting, the SIFT functionality was deployed. Laws’ mask analysis and SVM as the
classifierwere also used to classify 5 different types of leaves [12]. The obtained accuracy
is 90.27%. Using the CNN approach, the identification of Thai medicinal herbs was
carried out in [13]. In this paper we are going to train our model on leaves of plants
which are mainly main found in India. 10 types of herbal plants are considered for
this approach. These are Apta: Bauhinia Racemosa, vad: Ficus Benghalensis, Indian
Rubber Tree: Ficus Elastica Roxb, Ex Hornem, Karanj: Pongamia Pinnata, Kashid:
Senna Siamea (lam.) Irwin & Barneby, Sita Ashok: Saraca Asoka (roxb.) Willd, Pimpal:
Ficus Religiosa, Nilgiri: Eucalyptus Globulus, Sonmohar: Peltophorum Pterocarpum,
Villayati Chinch: Pithecellobium Dulce [14]. The approach uses Resnet18, Resnet50,
MobilnetV2 and MobilenetV3 convolutional neural network to build the models.

3 Architectures

In this paper, 3 architectures with 2 variations each are used. They include Resnet 18
with freeze, Resnet 18 without freeze, Resnet 50 with freeze, Resnet 50 without freeze.
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3.1 Resnet 18

In the article “Deep Residual Learning for Image Recognition” by Kaiming He et al.,
ResNet-18, a convolutional neural network architecture, was introduced [15]. It is one
of the most compact versions of the ResNet model family, which is renowned for its
excellence in image recognition tasks.

18 layersmake up theResNet-18 architecture, containing 16 convolutional layers and
2 fully linked layers. The network can learn more effectively thanks to the architecture’s
use of residual connections, which propagate information between the layers without
causing information loss. In order to do this, skip connections that omit one or more
network tiers are added.

The first layers of ResNet-18, such as the convolutional layers, batch normalization,
and activation functions, are comparable to those of other convolutional neural networks.
ResNet-18’s usage of residual blocks, which are made up of two or more convolutional
layers and a skip connection that omits one or more of the layers in the block, is what
makes it special.

Multiple image recognition tasks, such as classification, object detection, and seg-
mentation, have been accomplished usingResNet-18. On numerous benchmark datasets,
including ImageNet, CIFAR-10, and CIFAR-100, it has been demonstrated to produce
state-of-the-art results. It is awell-liked option for applicationswhere computer resources
are scarce due to its tiny size and relatively low computational complexity.

3.2 Resnet 50

Convolutional neural network ResNet-50 was first presented in the article “Deep Resid-
ual Learning for Image Recognition” by Kaiming He et al. [16]. It is one of the more
robust models in the ResNet family, which is renowned for its excellence in image
recognition tasks.

50 layers make up the ResNet-50 architecture, containing 48 convolutional layers
and 2 fully linked layers. It makes use of residual connections, which help the network
learn more quickly by transferring knowledge without losing it as it moves through the
layers. In order to do this, skip connections that omit one or more network tiers are
added.

ResNet-50 is more sophisticated than ResNet-18 and can therefore learn more intri-
cate features from the data. It can also learn more sophisticated representations of the
input data because it has larger residual blocks, more convolutional layers, and filters.

Multiple image recognition tasks, such as classification, object detection, and seg-
mentation, have been accomplished usingResNet-50. On numerous benchmark datasets,
including ImageNet, COCO, and PASCAL VOC, it has been demonstrated to produce
state-of-the-art results. It is a suitable option for activities requiring a high degree of
precision and processing resources because of its size and computational complexity.

Overall, ResNet-50 is a potent and popular deep learning model that has shown
promise in a variety of image identification applications.
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3.3 Mobilenet V2

In 2018, Google unveiled MobileNetV2, a convolutional neural network architecture
[17]. It is specifically made for embedded and mobile devices, and it is optimized for
high precision and minimal computational expense.

By combining depthwise separable convolutions with linear bottlenecks to lower the
network’s computing cost, MobileNetV2 builds on the original MobileNet architecture.
In depthwise separable convolutions, each input channel is subjected to a single filter first,
and then the output channels are combined using a 1x1 filter in a pointwise convolution.
Comparatively speaking to conventional convolutions, this has fewer parameters and
lower processing costs.

To boost the network’s nonlinearity without introducing new parameters, linear bot-
tlenecks are used. They are made up of a 1x1 convolution followed by a ReLU activa-
tion function, a 3x3 depthwise separable convolution, and a final 1x1 convolution. By
reducing the number of parameters and computational cost, the network can learn more
intricate features.

To make better use of the network’s capacity, MobileNetV2 also has a feature known
as inverted residuals. The linear bottleneck, expansion layer, and subsequent linear bot-
tlenecks make up an inverted residual. The expansion layer expands the number of data
channels. Due to this, the network can learn more complicated features without having
to add more parameters or pay for more compute.

It has beendemonstrated thatMobileNetV2 canperformat the cutting edge on a range
of image recognition tasks, including segmentation, object detection, and classification.
It is frequently utilized in embedded and mobile applications when high accuracy is
needed but computational resources are constrained.

4 Experimental Setup

The leaf dataset consists of 3000 images with 10 classes and each class has 300 images.
We have trained our models using 70% of data and reserved 30% for validation. Before
applying the model, preprocessing is performed on the dataset. At first, input images
are scaled to 224 × 224, then these images are randomly flipped horizontally with a
frequency of 0.5 when using the RandomHorizontalFlip transformation [18]. It indicates
that there is a 50% likelihood that each image will be horizontally inverted. The image
is horizontally mirrored yet the alteration does not alter the image’s content. Each pixel
in the image is represented as a floating-point value between 0 and 1, with 0 denoting
black and 1 denoting white, and it is converted from a NumPy array or PIL image
object into a tensor object. Using mean and standard deviation values, the “Normalize”
transformation normalizes the image’s pixel values. Based on the statistics of the dataset
used for model training, the mean and standard deviation values are computed. The
Normalize transformation ensures that the input data have similar statistical features
to the data used to train the model by normalizing the input picture. This may aid in
enhancing the model’s generalizability and accuracy. The dataset has 10 folders with
name of the class and has 300 images of that class. By using split function, the data
is divided into features and classes. In this model we have initialized the weights from
IMAGENET1K_V1 [19]. A deep learning model’s pre-trained weights that have been
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learned on the IMAGENET1K_V1dataset for image classification tasks are referred to as
“IMAGENET1K_V1 weights.” When a new deep learning model is created and trained
on a similar dataset, these weights are often utilized to set its model parameters. The
learnt parameters of the deep learning model make up the weights, which are typically
in the form of a sizable file. These parameters, which are determined during the training
phase on the IMAGENET1K_V1 dataset, include the weights and biases of the various
layers of the model. In order to prevent gradients from earlier iterations from interfering
with the gradients calculated for the current batch of data, we first set all gradients to
zero. All the network must be frozen here, except for the top layer. In order to prevent
the gradients from being computed in backward(), we must set “requires_grad = False”
to freeze the parameters. For the model’s optimization, stochastic gradient descent is
applied. The model parameters are updated using tiny batches of data rather than the
complete dataset at once, which is a variation on the gradient descent approach. When
using SGD, the model parameters are adjusted in the direction of the loss function’s
inverse gradient with respect to the parameters.

θ = θ − η.∇θJ (θ; x(i); y(i)) (1)

where, J(θ) is the objective function, η is learning rate, ∇ is the gradient of objective
functions. Especially for big datasets, this speeds up and improves the computational
efficiency of computing the gradient. One of the hyperparameters that controls how big
of a step is taken in the direction of the negative gradient is learning rate. It is commonly
set to a low value, like 0.01 or 0.001, and can be changed during training to enhance the
performance of the model. In this paper, the learning rate is set to 0.001[20]. We have
used LR schedular to adjust the learning rates. A learning rate scheduler is a method for
modifying the learning rate during training to enhance the model’s performance [21]. A
hyperparameter called learning rate regulates how big of a step the optimization method
takes when updating parameters [22]. We have used 25 epochs to train the model. The
loss of the model is calculated using Cross Entropy Loss [23]. To calculate the cross-
entropy loss, the function combines the softmax function and the negative log likelihood
loss function. The softmax function turns a set of logits, or unnormalized scores, from
the model’s output into a probability distribution over the classes.

f (s)i = eSi
∑C

j eSj
CE = −�c

i tilog(f (s)i) (2)

where, Si is input in the form of one hot encoded matrix, e is the exponent, C is number
of classes, ti and Si are the ground through variables. The difference between the target
class’s actual probability distribution and the anticipated probability distribution is then
measured by the negative log likelihood loss function. The model is then connected to
a fully connected network which has 10 outputs.

5 Results

By using the above setup, Resnet 18 architecture is used to build themodel. The accuracy
of model stands at 88.16% as in Fig. 1 (left). A variation of the above model is also built
as shown in Fig. 1 (Right). In this case, freezing of the layers is not performed to block
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backpropagation. In this case the accuracy 94.16%. The same setup is used with Resnet
50 architecture as in Fig. 2. The accuracy of model with and without accuracy is 90.50%
and 95.33% respectively. In case of MobileNet V2, we have not used bias and there is
no fully connected layer. The accuracy of the model with freeze is 92.83%. In the same
way, the accuracy is 93.66% without freezing of layers.

Fig. 1. (Left) Accuracy w.r.t to number of epochs using Resnet 18 architecture without freeze.
(Right) Accuracy w.r.t to number of epochs using Resnet 18 architecture with freeze.

Fig. 2. (Left) Accuracy w.r.t to number of epochs using Resnet 50 architecture without freeze.
(Right) Accuracy w.r.t to number of epochs using Resnet 50 architecture with freeze.

Figure 3 demonstrates the accuracy of MobileNet V2 w.r.t to number of epochs.
The graphs demonstrating the models’ accuracy in relation to the number of epochs are
shown above. We have always considered 20 epochs because overfitting has been shown
above this. Resnet 50 without freezing has outperformed among all the models. The
model’s output, which is displayed below in Fig. 4, uses plant identification based on
leaves.

The performance of all models, both with andwithout freezing layers, is summarized
in the table below with respect to the number of parameters, epochs, the optimizer, and
accuracy (Table 1).
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Fig. 3. (Left)Accuracyw.r.t to number of epochs usingMobileNet-V2architecturewithout freeze.
(Right) Accuracy w.r.t to number of epochs using MobileNet-V2 architecture with freeze.

Fig. 4. Shows sample predictions made by the above architectures.

Table 1. Model performance w.r.t to number of parameters

Architectures Total
Parameters

Trainable
Parameters

Epochs Optimizer Accuracy

Resnet-18 with freeze 11,181,642 0 20 SGD 88.16

Resnet-18 without freeze 11,181,642 5,130 20 SGD 94.16

Resnet-50 with freeze 23,528,522 20,490 20 SGD 90.50

Resnet-50 without freeze 23,528,522 23,528,522 20 SGD 95.33

MobileNet-V2 With freeze 2,236,682 1,694,154 20 SGD 92.83

MobileNet-V2 without freeze 2,236,682 2,236,682 20 SGD 93.66

6 Conclusion and Future Scope

We were able to identify 10 different kinds of leaves of plants having good medical
properties. Most of the plants are used in Ayurveda for curing many diseases. Based on
3000 photos of medicinal plants, we developed 6 image classificationmodels (Resnet-18
with freeze, Resnet-18 without freeze, Resnet-50 with freeze, Resnet-50 without freeze,
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MobileNet-V2 With freeze, MobileNet-V2 without freeze) for this study. The dataset
of leave images is publicly available. We found that Resnet- 50 architecture without
freeze layers has outperformed other models. We have used accuracy to measure the
performance of themodel and got 95.33% in this setting.By creating amobile application
and integrating more classes of leaves, this study can be furthered.
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Abstract. Recent developments in network technology and related services have
caused a significant rise in data traffic. However, there has also been a massive rise
in the negative consequences of cyber-attacks. Many new types of network attacks
are emerging. As a result, designing a robust Intrusion detection system (IDS) has
become essential. This paper presents a framework for designing an efficient IDS
to enhance detection accuracy and reduce false positives on real-time data. This
research used the CIC-IDS 2017 dataset to train Machine Learning models such
as Logistic Regression, K Nearest Neighbor, Gaussian Naive Bayes, and Random
Forest. Machine learning models often perform well on benchmark datasets but
may encounter challenges when applied to real-time traffic scenarios. So, we
created aReal-timedataset and tested it on the trainedmodels. In the evaluation, the
Random Forest classifier outperformed all other models and achieved an accuracy
of 99.99% .

Keywords: Intrusion Detection System · Cyber-attacks · DDoS attack · Botnet ·
Random Forest · Real-time dataset

1 Introduction

An IDS is a device which monitors network traffic for unusual activity and warns the
user when it is discovered. Software that looks for harmful activity on a network or
machine. Any unlawful behavior or violation is frequently noted, either centrally via a
security information and event management (SIEM) system or by sending an admin-
istrator a notification. In order to discriminate between valid and false alerts, a SIEM
system aggregates outputs from several sources and applies alarm filtering techniques.
Intrusion detection systems are prone to raise erroneous warnings while monitoring net-
works for potentially dangerous behavior as a result, after first installation, businesses
need to modify their IDS products. To discriminate between safe network traffic and
malicious activity, intrusion detection systems must be properly configured. The two
main categories of IDS are host-based and network-based ones. They are as follows:
(1) Network Intrusion Detection (NIDS): A NIDS Is a security instrument that scans
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network traffic for probable intrusions or malicious activity. It compares live packet
analysis results to known attack patterns or anomalies. To record and examine traffic,
NIDS sensors are positioned strategically throughout the network architecture. It pro-
duces notifications to inform administrators of any questionable activity that is found.
By monitoring actual traffic and spotting assaults that may evade firewall regulations,
NIDS support firewalls. (2) HIDS: A security technology known as a Host Intrusion
Detection System keeps track of the actions and conduct of specific hosts or endpoints
within a network. It concentrates on preserving the integrity and security of particular
equipment, including servers, workstations, or IoT gadgets. In order to identify unautho-
rized access, malicious software, or unusual activity at the host level, HIDS employs a
variety of approaches, including log analysis, file integrity verification, and system call
monitoring.

In order to meet the needs of an efficient IDS, researchers have considered the
possibility of using ML and DL techniques. ML and DL fall under the broad umbrella
of Artificial Intelligence (AI) and are focused on learning useful information from large
amounts of data. These techniques gained immense popularity in network security over
the past decade due to the development of high-performance graphics processors (GPUs).
Both ML and DL are effective tools for learning useful features from network traffic
and for predicting normal or abnormal activities on the basis of the learned patterns.
ML-based IDS relies heavily on feature engineering for learning useful information
from network traffic. DL-based IDS don’t rely on feature engineering and are capable of
learning complex features automatically from the raw data because of its deep structure.

Section 2 discusses the literature review of various methods for detecting attacks. In
Sect. 3, we discuss proposed model with algorithms. Section 4 of this article talks about
simulation and results analysis. The Results are discussed in Sect. 5. Finally, we discuss
conclusion in Sect. 6.

2 Literature Survey

Intrusion detection systems aim to identify and respond to unauthorized activities or
malicious behavior within a network. Traditional IDS typically use rule-based methods
that rely on pre-defined patterns or signatures of known attacks. However, these rule-
based systems often struggle to detect novel or sophisticated attacks, which led to the
exploration of ML-based IDS.

Authors in [1] demonstrates how ML and DL techniques were used on the CICIDS
2017 dataset. Four feature selection strategies are the subject of the work. The paper
discusses the performance of these algorithms with accuracy. In [2], Researchers pri-
marily study and assess the 1999 NSL- KDD datasets and the 1999 KDDCUP datasets
using SVMs for intrusion detection. Additionally, in [3], researchers focuses on network
intrusion detection system using machine learning classifiers on KDD99 dataset.

The study in [4] provides an overview of ensemble classifiers which are suitable for
classifying data IDS with machine learning. In [5], researchers proposes an optimized
intrusion detection system that improves upon the existing IDS which detects malicious
packets in the network. Researchers in [6] explored six different ML techniques to find
out the best technique for detecting DDOS attacks in machine learning. The authors in
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[7], proposed a research project has been suggested to utilize a hybrid system that makes
use of misuse detection methods for well-known sorts of invasions. By recognizing
the assaults that are known thanks to anomaly detection systems, it also educates and
trains itself. The major goal of is to build a real-time IDS that can detect intrusions by
examining incoming and egressing network data in real-time. The deep neural network
used in the proposed systemwas trained themodel using 28 features from the NSL-KDD
dataset.

Authors in [9] focuses on using machine learning methods for wireless sensor net-
work intrusion detection. It explores the use of ML algorithms, including decision trees,
SVM, k-nearest neighbors (KNN), and random forests, on the CICIDS 2017 dataset.
The paper discusses the performance of these algorithms in detecting different types of
intrusions and compares their effectiveness.

In [10], Researchers suggested that datasets like CSE-CIC-IDS2018 were made to
train prediction algorithms on anomaly-based intrusion detection for network traffic. The
study describes a paradigm for real-time intrusion detection [11]. In [12], researchers
suggest a deep learning-based intrusion detection solution for industrial control systems
(ICS). It trains deep learning models including deep neural networks (DNN) and long
short-term memory (LSTM) networks using the CICIDS 2017 dataset, to find intrusions
in ICS networks. The paper highlights the performance of different models and assesses
how well they execute real-time intrusion detection.

Additionally, in [13], scientists concentrate on the creation of a DL-based anomaly-
based network intrusion detection system. For the purpose of extracting pertinent charac-
teristics from the authors’ CICIDS 2017 dataset suggested an improved feature selection
method. For intrusion detection, the study applies deep auto-encoders and deep belief
networks, and it assesses how well they perform is measured by the F1-score, recall,
accuracy, and precision.

The findings were summed up by the authors in [14], who also highlighted the
potential of DL for detecting intrusions in IOT networks. The performance and resilience
of the proposed system were both increased by the authors’ recommendations for future
research initiatives. The article in [15] gives an overview of the various feature selection
methods used in utilizing machine learning to detect intrusions systems. It investigates
various methodologies, including wrapper, filter, and embedding approaches, and how
they apply to theCICIDS2017 dataset. The article examines how feature selection affects
the effectiveness of intrusion detection models and offers suggestions for choosing the
right attributes for efficient detection.

3 Proposed Methodology

Here we’ll discuss the proposed framework. The primary goal of this framework is
to increase the model’s accuracy. By identifying the optimal features using the feature
importance. It is an attribute ofRandomForest Classifier. The initial step is to pre-process
the CICIDS2017 dataset. The preprocessing process begins with data cleaning, address-
ing missing values, outliers, and inconsistent data. The techniques used in data cleaning
are binning, replacing with mean and median values. Feature selection techniques are
then applied and selects themost relevant features. Feature scaling is performed to ensure
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that features are on a consistent scale. Categorical variables are encoded into numeri-
cal representations, and techniques are employed to handle imbalanced data, ensuring
the dataset adequately captures both normal and at- tack samples. Finally, training and
testing sets are created from the preprocessed dataset for model training and evalua-
tion. These preprocessing steps ensure the quality, relevance, and compatibility of the
CICIDS 2017 dataset with ML algorithms, ultimately enhancing the performance of the
real-time IDS.

Fig. 1. Architecture of the proposed framework

The creation of a real-time intrusion detection system (IDS) is the aim of this effort.
The preprocessing and feature selection of the CICIDS 2017 dataset are done. To build
a predictive model, training is done using the Logistic Regression, KNN, Gaussian
Naive Bayes, and Random Forest methods. The model is then tested on real-time data to
detect attacks. By utilizing machine learning algorithms, the IDS aims to accurately and
promptly identify malicious activities in network traffic, enabling proactive measures
to be taken for maintaining network security. The Fig. 1 depicts the Architecture of the
proposed framework.

3.1 Random Forest Classifier

Random Forest Classifier is initialized with 100 estimators, then trained on the training
data. The confusionmatrix is created to assess the model’s performance after predictions
aremadebasedon the test data. The confusionmatrix provides a comprehensive overview
of the class labels, both projected and actual, supporting the evaluation of false positives,
true positives, true negatives, and false negatives. This evaluation aids in assessing the
model’s Accuracy, Precision, Recall, and F1 Score. By utilizing the scikit-learn library
and following these steps, the Random Forest classifier can effectively detect intrusions
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in real-time scenarios, providing valuable insights for security purposes.

MSE = 1

N

∑N

i=1
(fi − yi)2 (1)

3.2 Gaussian Naive Bayes Classifier

The initialization and training phases of the classifier include estimating the statistical
parameters of the Gaussian distribution for each class using the training data. Subse-
quently, predictions are made on the test data by calculating the probability of each
sample belonging to each class & selecting the group that has the highest probability.
The model’s performance is then assessed using the confusion matrix, which offers
details on the predicted and actual class labels. This enables the evaluation of accuracy,
precision, recall, and other performance parameters by allowing the examination of false
positives, true positives, true negatives, and false negatives. By utilizing the Gaussian
Naive Bayes algorithm and following these steps, the classifier can effectively detect
intrusions in real-time scenarios, providing valuable insights for IDS applications.

P(x) = 1√
2πσ 2 e

− (x − μ)2

2σ 2 (2)

3.3 Logistic Regression Classifier

The data is first scaled using the StandardScaler to standardize the features and ensure
consistent scaling across different variables. The Logistic Regression model is then
initialized with increased max iter to ensure convergence. The scaled training data are
used to train the model and teach it the logistic regression equation’s coefficients. The
learned coefficients are then used to make predictions on the scaled test data. After
that, the confusion matrix is computed to assess the model’s effectiveness and reveal
differences between the predicted and real class labels. By utilizing the confusion matrix
to examine false positives, true positives, true negatives, and false negatives, it is possible
to assess accuracy, precision, recall, and other performance parameters. By utilizing the
Logistic Regression algorithm and following these steps, the classifier can effectively
detect intrusions in real-time scenarios, providing valuable insights for IDS applications.

Z =
(∑n

i=1
wixi

)
+ b (3)

3.4 K Nearest Neighbor

Data preprocessing and feature engineering steps, such as removing irrelevant columns,
handling missing values, and encoding categorical variables are done. It splits using the
training data, a K-nearest neighbors (KNN) classifier is created, trained, and applied to
the dataset. The code then makes predictions on the test set and evaluates the classifier’s
accuracy using the accuracy score metric. This code provides a basic framework for
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implementing a KNN classifier for intrusion detection on the CICIDS 2017 dataset, but
further modifications and enhancements may be needed for optimal performance and
customization to specific requirements.

dist (x, z) =
(∑d

r= 1
|xr− zr|p

)1/p

(4)

3.5 Pearson Correlation Coefficient

The linear connection between two continuous variables is measured by the Pearson
correlation coefficient, sometimes known as Pearson’s r. It is calculated by taking the
sum of the product of the differences between each variable’s value and its mean, and
then dividing it by the product of the standard deviations of the variables. The resulting
coefficient, which ranges from−1 to 1, shows the strength and direction of the link. The
perfect correlation is represented by a value of 1, the perfect correlation is represented
by a value of−1, and the perfect correlation is not represented by a value of The Pearson
correlation coefficient can be used for feature selection by calculating the correlations
between each feature and the target variable, and then selecting features based on their
absolute correlation values or by setting a correlation threshold. However, it assumes
linearity and may not capture non-linear relationships or be suitable for all types of data.
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4 Simulation and Results Discussion

In this section, we evaluate the proposed methodology’s results with those obtained
using the LR, KNN, Naive Bayes and RF classifiers. For the experiment, we considered
the following datasets and simulation environment.

4.1 Dataset Description

The CICIDS2017 dataset captures the network behavior of various types of network
traffic, including both normal traffic and malicious activities. Intrusion detection offers
a thorough understanding of network behavior. With over 2.8 million instances and 79
features per instance, the dataset provides a comprehensive representation of network
behavior. The features include packet headers, payload information, and flow statistics.
Source and destination IP addresses, ports, protocol types, and flags are just a few of
the details found in packet headers. Payloads include packet data, and flow statistics
record the characteristics of the overall network flow. The development and evaluation
of intrusion detection systems use the CICIDS 2017 dataset as a benchmark.

The dataset provides labeled data, with each network flow labeled as either nor-
mal or belonging to a specific attack category. Web assaults, denial-of-service attacks,
reconnaissance attacks and botnet attacks are among the several types of attacks. Among
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Table 1. Description of files containing CICIDS-2017 dataset

others. This labeling allows researchers and developers to train and evaluate their intru-
sion detection and prevention systems on real-world attack scenarios. With regard to
each network flow, the CICIDS 2017 dataset provides a wealth of details and properties,
such as source IP and destination IP addresses, port numbers, protocol types, packet
sizes, and time duration. The Table 1 and Table 2 presents the description and features
of the CIC-IDS dataset.

4.2 Simulation Environment

To generate a real-time dataset, you will need specific tools and virtual machines. The
necessary tools include VirtualBox, Wireshark, and CICFlowmeter. Virtual machines
such as Windows XP and Kali Linux are required for this process, and they should be
installed within a virtual box environment. The goal is to use these virtual machines to
carry out various attacks, including DoS, DDoS, Slowloris, and Synflood attacks. While
performing these attacks, it is essential to have Wireshark running to capture the live
traffic, which will generate a Pcap file. The next step involves using CICFlowmeter to
convert the Pcap file into a CSV file. Finally, the two CSV files are merged for testing
purposes.

Performing Slowloris Attack
Step 1: Start Kali Linux, and then Start up your terminal. Use the command below

to create a new directory on your desktop with the name Slowloris. Navigate to the
Slowloris directory you need to create. The Slowloris tool must now be copied from
Github so that it can be installed on your Kali Linux computer. You just need to type the
following URL in your terminal inside the Slowloris directory you generated to do that:
https://github.com/GHubgenius/slowloris.pl.git. Figure 2 depicts the slowloris attack in
kali.

Step 2: Now, in order to execute that kind of command, you must first check your
machine’s IP address. It is now time to launch the Apache server. Enter the following
command to do so: sudo service apache2 start. Figure 3 depicts thewireshark file capture.

https://github.com/GHubgenius/slowloris.pl.git
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Table 2. Features of CICIDS-2017 Dataset

Now that we need to determine whether your server is active or not, use the following
command to find out its status: service apache2 status

Step 3: The tool should now be run using the following command: perl slowloris.pl
-dns 10.0.2.15 –options

Step 4: Capture the live traffic data using wireshark.
Step 5: A Pcap file will be generated from wireshark tool. Convert the Pcap file to

CSV file using CICFlowmeter tool.

Performing Synflood Attack
Step 1: Firstly, we should get IP address of 2 virtual Machines- Windows XP and

Kali-linux. Communication should be done for both VMs using ping command.
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Fig. 2. Performing Slowloris Attack

Fig. 3. Generating live traffic data

Step 2:We should enter into Metasploit using the following command: msfconsole
Metasploit is a widely used penetration testing framework which provides a com-

prehensive group of tools and exploits for assessing the security of computer systems. It
allows security professionals to identify vulnerabilities, launch attacks, and test the effec-
tiveness of security measures. Metasploit simplifies the process of scanning, exploiting,
and gaining access to target systems, helping to identify potential weak- nesses before
they can be exploited by malicious actors. With its extensive collection of exploits,
payloads, and auxiliary modules, Metasploit is a powerful tool for ethical hacking and
security assessment.

Step 3:Next command is search synflood. Enter showoptions. It shows some options
about rhosts,num, rport.

Step 4: Set RHOST to IP address of other virtual machine and enter exploit.
InMetasploit, RHOSTS, RPORT, andNUMare parameters used to specify the target

host, target port, and the number of concurrent targets, respectively.
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• RHOSTS: RHOSTS refers to the remote hosts, which are the target IP addresses or
hostnames that you want to scan or attack. It can be a single host or a range of hosts
specified using CIDR notation or wildcard characters.

• RPORT: RPORT stands for remote port and represents the target port number on the
remote host. It is the port to which you want to establish a connection or attempt an
exploit.

• NUM:NUM is an abbreviation for the number of con- current targets. This parameter
is typically used when launching attacks that require targeting multiple hosts simulta-
neously. By settingNUM to a specific value, you can control the number of concurrent
targets that Metas- ploit will attack simultaneously, increasing the efficiency of the
operation.

• Set RHOSTS ipaddress
• Set RPORT 134
• Set NUM 50,000

Step 5:Capture the live traffic data usingwireshark tool. APcap filewill be generated
fromwireshark tool. Convert the Pcap file to CSVfile usingCICFlowmeter tool. Figure 4
depicts the Synflood attack.

Fig. 4. Performing Synflood Attack

4.3 Performance Metrics

The performance evaluation phase, which tests and assesses the approach for general-
ization using several evaluation met- rics, is essential to the development of a strong ML
model. To evaluate the model performance in this work, many evaluation metrics have
been used.
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Accuracy: Accuracy is a metric that counts the number of examples in a dataset and
counts the fraction of accurately predicted instances out of those instances. It is calcu-
lated by dividing the overall forecasted number by the number of accurate estimates.
The accuracy score goes from 0 to 1, with 1 denoting perfect accuracy. However, it is
important to consider other metrics alongside accuracy, particularly when dealing with
imbalanced datasets or when different types of errors have varying impacts. The formula
for accuracy is:

Accuracy = (Number of Correct Predictions)
/

(Total Number of Predictions)
(6)

Precision: A classification model’s accuracy of correctly predicting future events is
measured by a parameter called precision. The formula for calculating it is to divide the
total number of true positive predictions by the total number of true positives and false
positives. It focuses on minimizing false positives and provides a demonstration of the
model’s accuracy in identifying positive events. Precision values range from 0 to 1, with
1 representing perfect precision. A higher precision score indicates a lower rate of false
positives, making it particularly important in applications where false positives have
significant consequences, such as medical diagnoses or spam detection. The formula for
recall is:

Precision = (TP)
/

(TP + FP) (7)

Recall: Recall, also known as true positive rate, is a statistic used to assess the effective-
ness of a classification model, particularly in situations where the goal is to reduce false
negatives. It calculates whether percentage of all real positive instance true positives plus
false negatives were accurately anticipated positive instances. The formula for recall is:

Recall = (TP)
/

(TP + FN) (8)

F1 Score: By integrating precision and recall into a single value, the F1 score is a
statistic that offers a fair evaluation of the effectiveness of a classification model. It is
especially beneficial when there is an uneven distribution of students among classes or
when both false positives and false negatives matter. The F1 score is calculated as the
HM of recall and precision. The F1 score formula is as follows:

F1 Score is calculated as : 2 ∗ (Precision ∗ Recall)
/

(Precision + Recall) (9)

5 Results and Discussion

The below result provides a comparison of the performance metrics as Accuracy, Preci-
sion, F1 score and Recall for Four classification algorithms: LR, RF, and Naive Bayes,
KNN. It states that Random Forest algorithm achieved the highest scores in all metrics,
indicating its superior performance. The testing of a real-time dataset was conducted
using the Random Forest classification, which resulted in an impressive accuracy of
99%. The model successfully predicted attacks with a label of 1. These results highlight
the effectiveness of the Random Forest algorithm in detecting and classifying attacks
in real- time scenarios, demonstrating its high accuracy and reliable performance. The
results are listed below in the Table 3.
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Table 3. Comparison of various algorithms

Models Accuracy (%) Precision (%) Recall (%) F1Score (%)

Random Forest 99.993 99.886 99.902 99.894

Logistic Regression 98.074 97.079 96.372 96.724

KNN 97.305 94.667 96.318 95.486

Gaussian Naïve Bayes 87.434 83.729 71.255 76.990

The ROC graph in the Fig. 5 below, which uses the four algorithms RF, KNN, LR,
and Naive Bayes, shows the true positive rate on the y-axis and the false positive rate on
the x-axis, respectively. The percentage of real positives that were accurately detected is
known as the true positive rate. The percentage of genuine negatives that are mistakenly
classified as positives is known as the false positive rate.

Fig. 5. ROC Curve

The outcomes demonstrate that ML models are useful for identifying attack traffic.
TheTable 4 presents the comparison of results of our proposedmodelwith related papers.
Based on the suggested framework, we note that our method outperforms the baseline
classifiers in accuracy. Therefore, we draw the conclusion that the PC+RF architecture
successfully addresses the feature selection and attack categorization issues.
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Table 4. Comparison of results of our proposed model with related papers.

Method Dataset Accuracy (%)

Author in [1] designed a model ML
and DL Algorithms

CICIDS 2017 97.24

Author in [2] proposed a model using
SVM Algorithm

KDDCUP 99 and NSL-KDD 94.31

Author in [9] proposed a model using
KNN,SVM,DT, RF algorithm

CICIDS 2017 92.19

Author in [12] designed a IDS model
using DNN,LSTM

CICIDS 2018 96.47

Our Proposed Model CICIDS 2017 and Real-time dataset 99.93

6 Conclusion

This study focuses on developing a real-time IDS using ML techniques. We leverage
the CICIDS 2017 dataset for training our IDS model. The dataset encompasses attacks,
including DoS, DDoS, FTP, SSH, and benign traffic. Through extensive data prepro-
cessing, which involves removing duplicates and handling infinity values, we ensure the
dataset’s quality. We employ RF, KNN, LR, and Naive Bayes algorithms to train the
IDS model. SMOTE is employed to address the class imbalance between benign and
attack instances. Through feature selection, we identify and select the ten most relevant
features. In the testing phase, we use our created real-time dataset to test the model.
The accuracy achieved during the testing phase is an impressive 99.99% indicating the
robustness of our model.
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Abstract. This article demonstrates how to use Maixdock to build a drowsy driv-
ingmonitoring system.Abehavioral deterioration in one’s ability to drive is known
as drowsy driving. To categorize sleepiness signs like breathing and squinting deep
learning has been used in this study. Yolo design training was done using exam-
ple pictures. To categorize sleepiness signs like blinking and breathing, this study
employs the Convolutional Neural Network (CNN). The CNN design was trained
using 1310 images in total. Then the yolo was trained with Adam’s optimiza-
tion method. Ten people participated in a live experiment to determine how well
this version worked. In this study, a new deep learning-based method for real-time
sleepinessmonitoring is proposed. It can be easily applied on a low-cost integrated
chip and has a good level of performance. A single computer can then receive the
data that was gathered. Facial characteristics, such as gaping, and ocular metrics,
such as eye-closing, are the areas of concern used here. In this study, additional
variables like camera distance from the vehicle and illumination effects are exam-
ined. These variables have the potential to influence the rate of categorization
accuracy. The key of the car will not turn on if the motorist is intoxicated until
the situation is altered. If the vehicle is already in a drivable state, the system will
warn the driver via an alarm, and a heartbeat monitor will also identify the data
and warn the driver. The Proposed method gives a good accuracy of detection,
approximately 90% higher than existing methods.

Keywords: Raspberry Pi · Convolutional Neural Network · Drowsiness
detection · Yawning

1 Introduction

One of the main sources of fatalities in humans is traffic mishaps. The fact that there are
more cars on the road globally makes this worse. Long drives frequently make drivers
drowsy and mentally exhausted. 2.3 to 2.5 percent of all deadly crashes nationally were
reportedly the result of drowsy driving [1]. According to National Sleep Foundation
research, 32% of motorists experience driving while fatigued on a monthly average.
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A cognitive deterioration in driving abilities that is typically linked to long-distance
driving [2] is what is known as “drowsy driving.” Lack of sleep the night before trav-
eling is typically the reason. It can occasionally also be brought on by other issues like
unresolved sleep conditions, medicines, consuming alcohol [3], or shift employment.
Because of this issue, checking a driver is fundamental to blood alcohol content and
notifying them if necessary.

In recent years, several novel low-cost, non-invasive technological advances have
been developed to identify sleepy driving. It very well may be isolated [4] into two
classifications given whether signal processing is used for images or not. The distinction
between the two groups is made based on the sort of incoming data, which can be either
bodily signs or pictures from the camera.

Eye tracking and blinking are a couple of warning indications that a video can detect
as a sign of driving [5] fatigue. To identify these characteristics for sleep monitoring,
numerous methods have been created. Head part examination, support vector machines,
and brain organizations are the most promising methods.

Deep Learning [6] offers modern and effective methods for identifying sleepiness
trends in drivers. Convolutional Neural Networks (CNN) and Deep Neural Networks
(DNN) are two popular Deep Learning models utilized for image-based driving sleepi-
ness detection systems. For physiological kinds of input data, Recurrent Neural Network
(RNN) is one of the Profound Learning plans habitually utilized for driving drowsiness
[7] discovery systems.

In this paper, different types of deep learning techniques were studied and analyzed.
To train a CNN classifier model, raw images of people yawning or being seated in a
car were taken with a wide range of images varying from each other, including the
lighting part, and capable of potentially giving false values when used. The drowsiness
symptoms should be identifiable. Some of the images have people yawing and drowsy
whereas others do not such that we can segregate accordingly.

Globally, road mishaps and deaths are frequently caused by drowsy driving. Despite
numerous efforts to increase public awareness about the dangers of driving while
fatigued, drowsiness remains a significant risk on the road. Traditionalmethods of detect-
ing drowsiness, such as monitoring driving behavior or asking drivers to self-report their
level of fatigue, have limitations and are not always reliable.

To address this issue, there is a need for an automated system that can detect drowsi-
ness in real-time, using advanced technologies such as head pose estimation, facial
expression analysis, andmachine learning algorithms. The system should be able to iden-
tify indications of sluggishness, like hanging eyelids or changes in facial expressions,
and alert the driver before an accident occurs.

This project’s objective is to create a sleepiness detection system that can accurately
and reliably detect driver drowsiness in real-time, and potentially save lives by preventing
accidents caused by drowsiness.
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2 Literature Survey

2.1 System for Monitoring and Warning Driver Fatigue Based on Eye Tracking

“Eye following based driver weakness checking and cautioning systems” are becoming
increasingly popular in the automotive industry. The device monitors the driver’s eye
motions with an infrared sensor to detect indications of tiredness or sleepiness and sends
a warning.

The technology works by analyzing the driver’s eye movements, such as how often
they blink and how long their eyes stay closed. If the system detects that the driver’s eyes
are closing for too long or too frequently, it will sound an alarm or display a warning
message to alert the driver that they need to take a break.

Some advanced systems may also use other sensors, such as steering angle sensors
to ascertain the driver’s degree of depletion. The framework can then adjust the vehicle’s
speed, sound an alarm, or even apply the brakes if necessary.

Eye following-based driver weariness checking and cautioning systems are essential
for improving road safety, particularly for long-distance drivers, commercial vehicle
operators, and shift workers. The technology can help prevent accidents caused by driver
fatigue [8] and lessen the number of fatalities on the streets.

Although the technology is still relatively new, it has the potential to become a
standard safety feature in vehicles in the future.

2.2 Yawning Detection Reduction System for Driver Drowsiness

There have been numerous studies on yawning recognition and sleepiness forecast tools
for drivers. One such paper is “Yawning Detection and Prediction System for Driver
Drowsiness” by Hsu et al. published in the Journal of Sensors in 2015.

Ramani P. et al. (2022) developed a method for smart parking system using optical
character recognition. Parking slots were identified automatically by OCR and placing
a car without traffic and in time. The accuracy of prediction is lower [9].

Ramani P. et al. (2023) used segmentation algorithm to partition the images and
classified the monuments using Multi layer Neural Network classifier and achieved
good results for classification of heritage images [10].

Ramani P. et al. (2023) reviewed various non destructive methods for classifica-
tion and segmentation algorithm for detection and classification of heritage structures.
Measurement of different decay parameters is discussed and compared with different
methods [11].

The paper proposes a yawning detection and prediction system based on an image
processing technique using a webcam. The system can detect yawning and predict driver
drowsiness before it becomes a critical issue. To identify and retrieve face features,
the writers used the Viola-Jones method. To classify yawning and non-yawning facial
movements, they used a Support Vector Machine (SVM).

The system also includes an algorithm to calculate the duration of time between
yawns to predict the onset of drowsiness. The authors conducted experiments on a
dataset of videos recorded by 26 subjects driving a car in a real-world setting. The
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findings demonstrate that the recommended technique is exceptionally exact at wheeze
location and sleepiness detection in drivers.

The yawning detection [12] and prediction system proposed in this paper have the
potential to enhance driver safety by providing an early warning system to prevent
accidents caused by driver fatigue. The system could be integrated into vehicles as a
standard safety feature or used in other industries where fatigue-related accidents are a
concern, such as aviation and heavy machinery operations.

Overall, this paper demonstrates the potential of image processing and machine
learning techniques in addressing the issue of driver drowsiness. in developing reliable
and accurate systems for detecting and predicting drowsiness in drivers.

2.3 A Better System for Detecting Fatigue Based on the Personality
Characteristics of the Driver

A study article titled “A superior weariness discovery framework in the view of social
qualities of driver” recommends a strategy for recognizing driver fatigue that considers
the person’s unique behavioral patterns. The paper was published by Wang et al. in the
Journal of Transportation Research Part C: Emerging Technologies in 2016.

The proposed system collects data on the driver’s [13] behavioral characteristics,
such as steering wheel movements, brake pedal pressure, and accelerator pedal usage, to
determine if the driver is fatigued. The authors used a Support Vector Machine (SVM)
algorithm to analyze the data and classify the driver’s state as alert or fatigued.

In a trial using a driving simulator, 30 volunteers were given instructions to operate
a vehicle for two hours on a fictitious motorway to assess the system. The findings
demonstrated that, with an average accuracy rate of 92.8%, the suggested method has a
high degree of precision in identifying driving tiredness.

The paper suggests that the proposed systemhas several advantages over other fatigue
detection systems that rely onphysiologicalmeasures, such as heart rate andEEGsignals.
The proposed system is non-intrusive, easy to implement, and can provide real-time
feedback to the driver, allowing them to take corrective action before an accident occurs.
The proposed method provides more accuracy than existing methods.

2.4 A Real-Time Driver Fatigue Detection Technique Based on SVM Algorithm

The authors of the study “Real TimeDriver FatigueDetectionBased onSVMAlgorithm”
propose a Support Vector Machine (SVM) algorithm-based method for the real-time
detection of driver fatigue. The paper was published by Chen et al. in the Journal of
Sensors in 2018.

The suggested system utilizes characteristics like the length of time the eyes are
closed, the regularity of breathing, and the driver’s head posture to ascertain whether
they are tired or not. The SVM method is then used to decide if the driver is alert or
sluggish considering these characteristics. The device is built to function in real-time,
providing the user with instantaneous input.

The framework was assessed in a driving test system to try different things with 10
members, where they were instructed to drive for two hours on a simulated highway. The
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outcomes showed that the proposed framework has high precision in detecting driver
fatigue, [14] with an average accuracy rate of 93.3%.

The paper suggests that the proposed systemhas several advantages over other fatigue
detection systems that rely onphysiologicalmeasures, such as heart rate andEEGsignals.
The proposed system is non-intrusive and can provide real-time feedback to the driver,
allowing them to take corrective action before an accident occurs.

2.5 Applying Composite Features in Viola-Jones Algorithm for Face Detection

A technique for face recognition is proposed in the study article “Face Detection Based
on Viola-Jones Algorithm Applying Composite Features.” This method combines the
Viola-Jones algorithm with composite features.

The Viola-Jones algorithm is a well-known approach to face recognition; it employs
a chain of algorithms and Haar-like characteristics to identify human expressions in pic-
tures. In this paper, the authors propose using composite features that combine Haar-like
features with other feature types, such as Local Binary Patterns (LBP) and Histograms
of Oriented Gradients (HOG), to improve face detection accuracy.

The proposed strategy was assessed on several datasets, including the popular FDDB
dataset, and accomplished a high precision pace of more than close to 100%. The pro-
posed strategy is additionally contrasted with other cutting-edge facial acknowledgment
techniques in the article, where its superior precision and speed are demonstrated.

The authors suggest that the proposed method has potential applications in various
fields, including surveillance, human-computer interaction, and driver safety. In the
context of driver safety, the proposed method could be used to identify driver [15]
exhaustion and sluggishness by checking looks, for example, yawning and eye closure
duration, in real-time.

3 Existing System

3.1 Introduction

The existing system monitors the vehicle’s manual alcoholic checking is done by the
manual process, traffic cameras are streaming the live video andfind the accident location
using a manual process.

3.2 Drawbacks

In the Existing system the cost of the Raspberry Pi (software) which they used is so
effective. They have used only one detection. They used a low-power microprocessor,
which is restricted in its ability to conduct multiple parallel operations and in its ability
to connect high-power devices. AI camera is not used and the process is being done
manually.
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4 Proposed System

In the suggested system, a low-power AI microcontroller, an AI camera, and the Maix-
dock processor are used to identify the driver’s sleepiness using CNN. In addition to
it, GPS is used to track the location and alcohol sensor to detect the drunk and driving
scenario. A heartbeat sensor (Max30102) is used to find the driver’s health. Esp8266
relates to IoT to update the status of the sensors. If the vehicle is now in driving con-
dition, then the framework cautions the driver to utilize a bell and pulse sensor also
detect the readings and alert the driver, if the risk is present or not. These pulse sensors
can be monitored by the owner through their CCTV. Hence it gives a combined output
of whether a person is drowsy or not. The proposed system can be used for Android
applications.

5 Methodology

5.1 Introduction

To stop car accidents driving with an obstacle in the flow of vehicles, turning on the
power supply, and making sure the maixdock is successfully attached are the first steps
of this project. This will be known once the maixdock properly interprets and examines
the camera and the incoming pictures. 480p quality footage can be transmitted from the
webcam. The driver’s visage will be recognized, and the condition notice will appear.
Finding the eyes,mouth, and heartbeat comes next. The level of the driver’s tirednesswill
be classified by the drowsiness detection engine once these features have been identified
(what about alcohol?) Our drowsiness recognition system requires two conditions to be
satisfied before notifying the motorist. When the video detects that the motorist has his
eyes closed for longer than two seconds is the first thing to watch out for. The alert will
sound and “Drowsiness detected” will appear on the display.” The schematic diagram
of proposed method is shown in Fig. 1.

Fig. 1. Block Diagram for Proposed Method

When the camera notices the driver yawning, the second circumstance occurs.
“Drowsiness detected” is displayed on the monitor, and an alarm is activated.

Use of an end-to-end neural network that predicts bounding frames and class odds
simultaneously is suggested by the You Only Look Once (YOLO) theory. It is distinct
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Fig. 2. Block Diagram for Drowsiness Detection

from the strategy used by earlier object recognition algorithms, which used classifica-
tions as detectors. With a completely different strategy to object identification, YOLO
outperformed other real-time object detection algorithms and produced cutting-edge
findings. While algorithms like Faster RCNN perform recognition on individual regions
after using the Region Proposal Network to identify potential regions of interest, YOLO
performs all of its predictions in a single iterationwith the aid of a single layer that is fully
connected. For the same image, methods that make use of Region Proposal Networks go
through multiple iterations, whereas YOLO only needs to go through one. While Just go
for it just requires one cycle, strategies that utilize district proposition networks require
various rounds for a similar picture. Since the original introduction of YOLO in 2015,
several new iterations of the same model have been suggested, each of which builds
upon and enhances its precursor. The block diagrams of drowsiness detection and Yolo
architecture are given [16] in Figs. 2 and 3.

Fig. 3. Yolo architecture
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5.2 Convolutional Neural Network (CNN)

It has three layers: a convolutional layer, a completely linked layer, and a pooling layer.
It is a type of neural network that uses a grid-like design to handle input. The convolution
layer is the fundamental part of CNN that is mainly in charge of calculation. Pooling
reduces the number of computations required aswell as the physical area of the depiction.
However, the Prior Layer and Recent Layer are both connected to the Fully Connected
Layer. Figure 4 shows the general architecture of CNN [17].

Fig. 4. CNN architecture

6 Result

The improved code for the driver drowsiness detection system uses head pose estimation,
facial expression analysis, machine learning, and CNN to detect drowsiness based on eye
aspect ratio, blinking of eyes, yawning, heart rate, location of the driver, and detecting
of alcohol.

Overall, the improved code for the driver drowsiness detection system is more accu-
rate and robust as it combines multiple techniques, machine learning, and CNN to detect
drowsiness in drivers. According to the performance and grid in Fig. 5, this displays the
training loss and precision for the project’s circumstances under evaluation. As well as
using the sample data set for CNN shown in Table 1 and dataset for testing has taken
from Kaggle [18].
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Table 1. Sample Data set for CNN.

Eye closed   
Eye open 

Yawning 

Not yawning 

Empty seat 
Seat with driver

Figure 6 is the hardware component that has been tested giving an output of alcohol
detection which is shown in Fig. 7.

Table 2 compares the accuracy of the proposed method at different epochs. The
proposed method gives 89 percent accuracy.
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Fig. 5. Performance and confusion matrix for the proposed method

Fig. 6. Hardware component
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Fig. 7. Detection of alcohol

Table 2. Performance metric of proposed method

Epoch Value Accuracy Value Loss

18/200 0.8945 0.3602

19/200 0.8955 0.3528

20/200 0.8993 0.3347

7 Conclusion

The system is trained to identify the drowsiness symptoms of yawning and blinking using
a convolutional neural network (CNN). This study used 1310 photos, including shots of
eyes open, closed, yawning, or not gaping, vacant seats, and seats with drivers were used
to teach CNN. Ten individuals tried the system prototype, which was developed in real-
time. CNN’s training results showed that our algorithm consistently anticipated a driver’s
sleepiness rate more than 80% of the time. The proposed system can be implemented
on dashboards in future generations of automobiles.
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Abstract. Cardiac-related disorders have been one of the major concerns in
recent decades. The electrocardiogram, an extensively utilized medical instru-
ment, records the electrical activity of the heart as a wave. Cardiac arrhythmia is
a condition of having an irregular heartbeat. Manually identifying irregularities in
an ECG wave is a complicated and challenging task. The current work focuses on
computationally identifying the ECG wave fluctuations to determine the abnor-
mality in the heartbeat. We propose to use a 1-Dimensional Convolutional Neural
Network (CNN) that analyses a given ECG signal data to identify irregularities
in the functioning of the heart and represent the associated risks using graphics
interchange format (GIF) files of a 3-dimensional heart. We obtained an accu-
racy score of 96.72% in classifying given ECG data into five different arrhythmia
classes. Automated detection and visual representation of cardiac conditions can
help medical associates easily interpret ECG signals and determine arrhythmia
early.

Keywords: Electrocardiogram · Cardiac Arrhythmia · 1-Dimensional CNN ·
Graphics interchange format

1 Introduction

The heart is an essential structure of living beings which pumps blood across the entire
body through a network of blood vessels and related pathways of the circulatory system.
The circulatory system is essential for human life because it is responsible for trans-
porting blood, oxygen, and other vital materials to all the different parts of our body.
Cardiovascular diseases (CVDs) are a class of ailments of heart and related blood vessels,
which can comprise cardiac arrhythmia, coronary heart disease, rheumatic heart disease
and other heart related conditions. Diseases related to the heart and associated cardiac
systems are among the leading causes of mortality today. The most prevalent cause for
mortality globally is cardiovascular diseases which approximately claims 18 million
lives each year [6]. Amongst the significant causing CVDs, cardiac arrhythmias are a
primary illness type where the normal functioning of the heart is affected. Normal heart-
beats indicate regular functioning of the heart, but an arrhythmia is a condition where
the heart has an abnormal beating pattern. Automatic identification of such paradigms
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can be of great help in the medical field for dealing with cardiac disorders. A few known
characteristics of the cardiac system require expert clinical knowledge to identify any
heart ailments.

An electrocardiogram is a standard and painless test that medical practitioners use
to measure the electrical variations in the heart’s rhythmic functioning. Cardiologists try
to analyze ECG signals to determine any irregularities in the functioning of the heart
before suggesting a specific treatment. Manual analysis of ECG is a time-consuming
and difficult job for doctors that demands great expertise to examine the data exten-
sively because of the large amount and varying complexity of ECG data. To overcome
these challenges faced by traditional manual practices of ECG data analysis, automated
computer-aided diagnostic methods have been devised to analyze and interpret ECG
signals effectively. Much research has been carried out in this area by applying several
popular machine learning algorithms and other computer science-based principles to
analyze ECG signals practically. It is a demanding task because of the varied wave mor-
phologies between patients and redundant noise that can be present in the input data.
The algorithm must be capable of implicitly identifying the distinct wave patterns and
their underlying dependencies.

Considerable amounts of research work have already been done in automated ECG
analysis. All these works focus on different techniques that can be applied to analyze
ECG data and detect the corresponding heart-related conditions. Interest in this area
has been analyzing ECG-related data to detect and classify cardiac arrhythmias. Many
algorithms have shown promising results in analyzing ECG data and seeing arrhythmic
conditions. Also, automated analysis can be very efficient and less time-consuming
compared to traditional manual ECG signal analysis done by cardiologists.

J. Ferretti et al. [1] presented a novel approach employing a 1D-CNN to analyze and
classify an ECG dataset into 16 different arrhythmia conditions. They implemented a 1D
convolutional neural network, tested four different network architectures, and compared
their results.

In [2], Amin Ullah et al. have implemented a 2-D CNN to classify ECG signals into
different arrhythmic types automatically. They used a short-time Fourier transform to
convert simple 1-dimensional ECG time series signals into more refined 2- dimensional
spectrograms. 2-D spectral images were input to a 2-DCNNmodel to classify the dataset
into eight kinds of arrhythmia.

In a paper titled “Cardiac Arrhythmia Classification based on 3D Recurrence plot
analysis and deep learning”,HuaZhang et al. [3] implemented an advanced deep learning
algorithm based on three-dimensional recurrence plots to analyze ECG andVCG signals
and detect four different types of arrhythmic cardiac conditions. The 3D RP maps were
constructed to train and test a 3D CNN model. This method provided a better visual
representation of the outputs and achieved an efficient average F1 score of 93.50 in
classifying cardiac arrhythmia.

Elena Merdjanovska et al. [4], in their paper titled “Comprehensive survey of com-
putational ECG analysis: Databases, methods and applications”, provide a complete
survey of 45 various ECG records along with different computational methods applied
for their analysis. They present a summary of machine learning algorithms and multiple
tools used for data analysis in machine learning. They have explained the recent works in
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heart disease detection using machine learning algorithms and concluded that choosing
the proper techniques for cleaning the data with productive algorithms is beneficial to
develop enhanced accuracy prediction systems.

The traditional machine learning approach uses efficient ML algorithms such as
decision trees (DTs), random forest (RF), support vector machine (SVM), and other
algorithms to classify cardiac arrhythmia. Automated analysis and classification of ECG
signals have been carried out using various techniques, including ML algorithms, arti-
ficial neural networks (ANNs) [10, 13], frequency analysis [12], wavelet transform [9],
statistical methods [15] and various other approaches.

We implemented a 1-dimensional convolutional neural network to train on an ECG
dataset to detect cardiac arrhythmia and then visualize the output through a 3-D model
of the heart in GIFs. The beneficial advantage of 1D CNN lies in its simplicity, and
it is also computationally less expensive when compared to other complex models.
Automated processing and analysis of ECGusing neural networks can be very beneficial.
Representation of associated arrhythmic conditions using GIFs of 3-dimensional heart
models can help everyone better interpret the ECG signals.

2 Methodology

Electrocardiogram (ECG) can be considered as a visual representation of the rhyth-
mic activity of the heart, depicted as wave-like signals, commonly used to diagnose
cardiovascular diseases. In our proposed project work, we implement a 1-dimensional
convolutional neural network to analyze ECG signals from an ECG dataset and classify
the related arrhythmic conditions into one of five classes of heart arrhythmia. We then
visualize the predicted arrhythmic class using graphics interchange format (GIF) files of
heart to represent the associated arrhythmic condition as the output. The different types
of arrhythmias combined into five major categories are presented in Fig. 1.

Figure 2 depicts the basic flow of our proposed work.

2.1 Dataset Collection

We use a processed version of the popularly used PhysioNet’s MIT-BIH Arrhythmia
ECG—databases with labelled ECG records [5]. The processed version of the dataset
that we are using has the ECG lead II recordings re-sampled to 125Hz. This dataset
we are using has multiple groups of heartbeats, represented symbolically as N, S, V, F,
and Q, that are numerically stored using these indices- 0, 1, 2, 3, and 4, respectively.
Of these character symbols, ‘N’ means Normal heartbeats, ‘S’ means Supraventricular
ectopic beats, ‘V’ means Ventricular ectopic beats, ‘F’ means Fusion beats, and ‘Q’
means Unknown beats.

The input dataset includes two.csv files, one with samples for training the neural
network and the second has sample data for testing the model. The “train.csv” file
consists of 87,554 samples, while the “test.csv” file has 21,892 samples. This selected
input set of data is loaded and prepared using appropriate Python modules.
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Fig. 1. Major arrhythmic classes and their types in the input ECG dataset (Ref: Liu, Fan, et al.
2019)..

2.2 Data Pre-processing

Since the processed ECG dataset is very imbalanced, we must adequately balance the
dataset for efficient application of the CNN model. We process and segregate the data
into five distinct groups, each with samples corresponding to five different arrhythmic
classes. Each data set is later resampled to obtain 50000 examples of every arrhythmic
type. These five distinct classes of records are then combined to procure a balanced
input dataset containing a total of 250000 samples of records. This dataset is further
pre-processed by adding white Gaussian noise (AWGN), and the class labels are then
processed using one-hot encoding.

2.3 Model Implementation

Wehave implemented a classifier that can classify the given ECG signal data into 5major
arrhythmic classes: Normal beats, Supraventricular Ectopic beats, Ventricular ectopic
beats, Fusion beats, and Unknown beats.

A 1DCNNmodel is implemented using “tensorflow.keras.models”, and the different
layers for themodel are imported from “tensorflow.keras.layers”modules of Python. The
model has three pairs of 1D Convolution and 1D MaxPooling layers as initial layers.
These are then accompanied by a single flattening layer that lessens the input values
into one-dimensional ones. It is then followed by three Dense layers, of which two of
the dense layers have a ReLU function to activate neurons. The last third thick layer
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Fig. 2. The basic flow of the arrhythmia classification used in the proposed work.

employs a SoftMax activation function giving out five probabilistic outputs associated
with five different output categories of arrhythmia.

Activation functions are mathematical functions that transform the inputs given into
the required output within a specific range. Neurons are activated only when the work
reaches a set threshold value of the function. Rectified linear activation function (ReLU)
is a non-linear activation function that is a simple and effective function that returns zero
as output for any negative input while returning the input value directly as the output if
it is positive.

Mathematically ReLU output for any given input value ‘A’ is written as:

f(A) = max(0,A) (1)

SoftMax activation is a function used to convert a vector of numbers into a vector of
probabilities. So, these are usually used in the final layer of a neural network to obtain
chances of each output value vector

The structural design of proposed model is presented in Fig. 3.
The implemented CNN algorithm is then fitted to the training dataset and later tested

on the test dataset. We have executed our CNN model for 13 epochs with a batch size
of 32. The configuration of the implemented CNN model is shown in Fig. 4.
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Fig. 3. The proposed 1-dimensional CNN model.

Fig. 4. Network configuration of the implemented 1-dimensional CNN model in jupyter.
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The functionality of the achieved model is assessed in terms of accuracy percentage
and precision score. Other evaluation metrics such as F1 score, recall value and support
values are also calculated. These comparison metrics are beneficial in evaluating the
performance of the model in the multi-class classification of arrhythmia.

3 Results

This section shows the resultant outcomes we have collected by applying the proposed
method to detect cardiac arrhythmia. A brief analysis of the results obtained from the
1D CNN model is also given.

3.1 Experimental Setup

We implemented our proposed 1D CNN model using a computer system having an
AMD Ryzen 7 5800H processor with a clock speed of 3.20 GHz and 16 Gb of RAM.
The python code was executed on Jupyter Notebook software to implement the model
and visualize the results. Libraries like pandas, sklearn, matplotlib, seaborn, tensorflow
and other advanced python libraries were used in the implementation of the proposed
model.

3.2 Results

After successfully training ourCNNmodel usingAdamoptimizer on the training dataset,
we apply it to the test dataset to predict the arrhythmia condition. The prediction result
with the accuracy score and other performance metrics is calculated and displayed as
the final prediction result in a classification report.

The performance of the proposed 1D CNN classifier is evaluated using perfor-
mance metrics such as accuracy, precision, recall and F1 score. These metrics are
mathematically explained in Eqs. (2)– (5), respectively.

Accuracy and precision score of the model are found from the confusion matrix
using the following formulae:

Acccuracy = (TP + TN )

(TN + TP + FN + FP)
(2)

Precision = TP

(TP + FP)
(3)

Recall = TP

(TP + FPN )
(4)

F1Score = 2 ∗ Precision ∗ Recall

Precision + Recall
(5)

where,

• TP indicates the number of cases that are correctly classified as arrhythmia.
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• FP indicates the non-arrhythmic cases classified as arrhythmic.
• TN indicates the non-arrhythmic cases classified as non-arrhythmic.
• FN indicates the arrhythmic cases classified as non- arrhythmic.

The prediction result with the accuracy score and other performance metrics is cal-
culated and displayed as the final prediction result in the form of a classification report
as shown in Fig. 5.

Our 1D CNN model has given an accuracy score of 96.72% with a F1 score of
85.08% to detect and classify cardiac arrhythmic condition from the test dataset.

Fig. 5. Classification report of the CNN model that depicts the evaluation of the proposed model
in detecting 5 different classes of arrhythmia.

The prediction outputs attained after applying our CNN model are analyzed using
accuracy percentage and other evaluation metrics to measure the model’s efficiency.
Evaluation metrics are utilized to visualize the results using various functional Python
modules. The performance of the model is analyzed with respect to five classes of the
output using a confusion matrix as shown in Fig. 6.

The output prediction of the different arrhythmic classes is represented using GIF
files that indicate the corresponding arrhythmic condition. A GIF file of the heart is
shown as output for the inputs corresponding to the heart’s regular beats.

The Fig. 8 presents the output GIF shown in case of supraventricular heart beats.
Supraventricular beats include various arrhythmic conditions that affect atrial parts

of the heart. Functioning of the atrium is affected resulting in abnormal heartbeats.
Figure 9 depicts the output GIF file that will be shown when the input data

corresponds to ventricular arrhythmic condition.
Ventricular beats include cardiac conditions associated with ventricular part of the

heart. Functioning of the ventricle is affected resulting in abnormal heartbeats.
Figure 10 shows the output GIF file that will be displayed in the case of input data

being a fusion beat.
Fusion beats include the combination of ventricular and normal beats.

The classification results of the proposed model are analyzed by doing a comparative
analysis of relevant works that have achieved promising results in the task of arrhythmia
classification.
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Fig. 6. Proposed model’s performance is visualized through a confusion matrix.

Fig. 7. Representation of normal heart beats.

Fig. 8. Representation of supraventricular heart beats.

In terms of accuracy percentage, Table 1 depicts a comparison of similar works with the
proposed model.
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Fig. 9. Representation of ventricular heart beats.

Fig. 10. Representation of fusion beats.

Table 1. Comparison of classification results of relevant works.

Work Approach Accuracy (%)

Proposed Work 1D CNN 96.72

J. Ferretti et al. [1] 1D CNN 95

Acharya et al. [16] CNN + Augmentation 93.5

Singh S et al. [17] RNN 87.1

Martis et al. [18] SVM + DWT 93.8

This analysis helps us to compare the performance efficiency of different approaches
that have been used in automated classification of cardiac arrhythmia. The output results
obtained from the proposed model show better efficiency and accuracy.

4 Conclusion.

In our proposed project work, we are using a 1-dimensional CNN model to analyze a
given ECG dataset and automatically detect and classify a given set of heartbeats from
ECG data, which can be very beneficial in the precise and early diagnosis of cardiac
diseases. Arrhythmic condition detected by the model is further represented as a visual
output using GIF files of the heart that help in easy understanding of the corresponding
arrhythmic condition. Our model achieved a satisfactory classification with an accuracy
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of 96.72% and a F1 measure of 85.08%. This paper explores a simple classification
method to analyze and categorize ECG data and visualize the arrhythmic output class. In
future works, we would like to consider more straightforward and productive techniques
to optimize convolution neural networks and obtain improved detection results. And we
would also like to implement advancedmodels like 2DCNN to get more efficient results.
We will use deep learning algorithms and learn more about medical data analysis that
can help us in our future work.
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Abstract. Engineering, science, health, and other fields have all used machine
learning algorithms. The idea of machine learning is used in this study to forecast
solar energy output. Predicting solar energy, a well-known renewable source with
a number of advantages, can help with energy consumption planning. Inconsis-
tent weather makes it difficult for grid operators to manage solar energy output,
which makes it harder to satisfy customer demand. Utilizing various algorithms
including Lasso, Ridge, Linear and Support Vector Regression (SVR) algorithms,
our suggested strategy entails developing prediction models. These algorithms
produce forecasts based on past weather information such as temperature, dew
point, wind, cloud cover, and visibility. SVR algorithm outperformed the other
algorithms, according to the Jupyter Notebook examination.

Keywords: Solar production · Algorithms · Jupyter Note book

1 Introduction

Solar energy offers numerous merits; however, it is plagued by the issue of irregular
production,which creates difficulties for grid operators trying tomeet consumer demand.
By anticipating the output of solar energy, grid operators can address this problem and
ensure that they are adequately prepared to reach the needs of loads. For prediction of
solar energy, one must acquire data on various factors that impact production, including
wind speed, humidity, temperature, and dew point. This information can be obtained
from meteorological departments or online sources. The effective way to examine this
data is through the application of machine learning, which can be segregated into three
categories: supervised, unsupervised, and reinforcement learning [1–14].

Unsupervised learning just includes input data, letting the model to independently
find patterns. Supervised learning necessitates providing the model both the input data
and the desired output. Contrarily, in reinforcement learning algorithm, a software deals
with an environment to accomplish a certain goal and receives feedback in the form
of incentives. Regression and classification are two subcategories of supervised learn-
ing, which is used in this work. Regression techniques including linear, ridge, lasso,
and support vector regression are the most often used ones. Regression involves using
independent variables to predict the dependent variable values.
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The implementation of algorithms involves a set of steps, including data collection,
analysis, wrangling, training and testing, and accuracy evaluation. The first step involves
collecting data, which is then analyzed for duplicates, missing values, and incorrect
formatting.Data cleaning,which involves removing duplicates, imputingmissing values,
and correcting formatting errors, is performed as necessary. The model is then trained
using 80% of the data, with the remaining 20% used for testing. The final step is to
examine the accuracy of the model using error method. The efficiency of the model is
proportional to its accuracy.

Python’s numerous libraries make it easier to buildmachine learningmethods. These
libraries facilitate and improve the implementation of algorithms. Due to its simplicity of
use and abundance of libraries, Python is frequently used for machine learning. Machine
learning algorithms are run on platforms like Anaconda, Google Colab, and Jupyter.
Jupyter stands out among them for its ease of use and ability to share files via Jupyter
Notebook. Users can conduct mathematical operations like trigonometry and Fourier
transforms using Jupyter, which is open source.

2 Methodology

2.1 Linear Regression

Several regression approaches, including linear regression, were used in this study [15].
A fundamental regression technique that aids in determining the relationship between
two variables (independent and dependent) is linear regression. It is based onminimizing
the error between the line and the data points by applying several strategies to determine
the line that best fits the data points. The least-squares approach is used to find the
regression line, also referred to as the line of best fit. Accuracy is measured using the
R-squared value, which measures how closely the data adhere to the regression line. A
good model is one that has an R-squared value better than 0.5. The evaluation of trends
and projections of sales and trend forecasting are two common uses of linear regression.
The slope for the predicted regression equation is represented by formulas (1).

b1 =
∑

(x1 − x)(y1 − y)

(x1 − x)2
(1)

2.2 Lasso Regression

This algorithm is applied as a regularization method to prevent over fitting in machine
learning models. Over fitting occurs when a model performs exceptionally well on the
training dataset, but poorly on the testing dataset, due to a high cost function. To mitigate
this issue, Lasso Regression incorporates a regularization term represented by lambda,
which multiplies the weights of the model.
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2.3 Ridge Regression

Regularization furthermakes use of Ridge Regression [16]. It is amethod to stop amodel
from fitting too tightly. Sometimes a machine learning model performs well when tested
on training data, but when tested on testing data, it performs poorly compared to training
data, leading to over fitting. When using this, the objective function is modified by the
addition of a penalty factor. Ridge Regression Penalty is the measurement of the penalty
that was applied to the model.

2.4 Support Vector Regression

The Support Vector Regression (SVR) [17–20] algorithm is a machine learning method
that is used to predict continuous values. The SVR algorithm is based on the same
principle as Support Vector Machines (SVMs), where the aim is to find the best fit
hyperplane. The algorithm tries to minimize the distance between the predicted values
and the actual values, while also maintaining a margin of error. This margin of error is
controlled by the threshold value,which determines the trade-off between the accuracy of
the model and the complexity of the hyperplane. Overall, SVR is a powerful algorithm
for predicting continuous values and can be used in a variety of applications. When
compared to other algorithms, SVR offers the benefits of being extremely simple to use
and having a high degree of prediction ability.

2.5 Purpose

The study compares and analyzes the performance of four different machine learning
algorithms used for solar energy prediction. Themain objective of the study is to identify
the most efficient method for forecasting energy output of solar system.

The algorithms used in the study are carefully selected and include the most com-
monly used methods for time-series forecasting. These algorithms are trained on histor-
ical solar energy data, and their performance is evaluated based on their ability to predict
future solar energy output accurately.

The study utilizes various performance metrics to evaluate the accuracy of each
algorithm, including the following,

• mean absolute error,
• root mean square error,
• Coefficient of determination.

The results of the study are then analyzed and compared to determinewhich algorithm
performs best for solar energy prediction.

By conducting a comparative analysis of these four machine learning algorithms, the
study aims to provide valuable insights into the most effective method for solar energy
forecasting. This information can help inform decision-making processes and support
the development of more accurate and reliable solar energy prediction models.
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3 Results

Understanding the link between the dependent and independent variables is crucial
before conducting an accurate analysis of solar energy forecast using machine learn-
ing algorithms. In this scenario, solar output is the dependent category, which implies
that numerous things impacting it, which are independent variables, are the output or
consequence of solar energy.

The study moves further with the implementation of machine learning models after
identifying the variables. In order to forecast solar energy output, the analysis employs
four alternative regression algorithms: support vector, lasso, linear, and ridge.

To facilitate the analysis, various Python libraries are imported into Jupyter Note-
book, including pandas, numpy, matplotlib.pyplot, and seaborn. The weather data is
imported into the platform i.e. Jupyter book using the various commands, which varies
depending on the file type (.xls or.csv).

The imported data is then analyzed using several methods, such as info(), describe(),
and isnull().sum(), to identify any empty, duplicate, or incorrectly formatted values. The
goal of this step is to minimize differences between values and improve the accuracy of
the analysis. If null values are present, they are replaced with suitable values through
mean or median methods. Rows with duplicate values are dropped, while rows with
incorrect formats are corrected to ensure the accuracy of the data.

Overall, this rigorous analysis of the solar energy data using different machine learn-
ing algorithms and data analysis techniques helps to provide accurate and reliable pre-
dictions of solar energy output, which can be valuable for various applications in the
renewable energy industry.

Finally, evaluating the effectiveness of different algorithms are obtained as follows
(Table 1).

Table 1. Evaluating the effectiveness of different algorithms

Algorithm Accuracy

In linear regression, 51.3%

In Lasso regression,51.2%

In Ridge regression, 51%

In Support vector regression, 88.4%

The results of various algorithms’ predictions for solar energy are depicted in Figs. 1,
2, 3 and 4. Upon analyzing the figure, it becomes evident that the SVR algorithm per-
forms better than the other algorithms tested. The SVR algorithm’s superior performance
indicates that it is the most accurate model among the algorithms compared. Therefore,
the results suggest that SVR is the optimal choice for predicting energy of solar system.
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Fig. 1. The output from the SVR test is shown in blue, while the expected output is shown in red.
(Colour figure online)

Fig. 2. The output from the linear regression test is shown in blue, while the projected output is
shown in red. (Colour figure online)

Fig. 3. The output from the Lasso Regression test is shown in blue, while the expected output is
shown in red. (Colour figure online)
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Fig. 4. The output from the Ridge Regression test is shown in blue, while the expected output is
shown in red. (Colour figure online)

4 Conclusion

This study’s objective was to forecast solar energy using different models. Jupyter Note-
book was used to implement and analyse the models. After investigation, it was dis-
covered that the Ridge, Lasso, and linear regressions had accuracy levels between 51%
and 52%. The Support Vector Regression model, however, has a substantially higher
accuracy rate of 88.4%. The results clearly indicate that SVR outperformed the other
regression models in predicting solar energy. The higher accuracy of SVR suggests that
it is a more appropriate and reliable model for predicting solar energy as compared to
other models. Therefore, this study recommends the use of Support Vector Regression
for predicting solar energy.
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Abstract. The aim of this study is to investigate mental fatigue using
the Kaplan-Meier and Nelson-Aalen estimators in survival analysis. Men-
tal fatigue is a common occurrence when the mind becomes tired from
regular tasks, and it can have a negative impact on an employee’s oper-
ational functions and job efficiency. To detect mental fatigue, the shal-
low Kaplan-Meier method is employed by analyzing data from employee
burnout evaluations.

Both the Kaplan-Meier and Nelson-Aalen estimators have proven to
be effective in automatically analyzing various features from raw data.
However, they often impose a significant burden on system resources dur-
ing training and predictions. Therefore, alternative methods of analysis
are necessary to derive the survival curve.

In this paper, we provide a mathematical foundation for the Kaplan-
Meier method and explain the concept of censoring, including right cen-
soring, interval censoring, and left censoring. Furthermore, we construct
a Kaplan-Meier survival curve, which represents the probability of sur-
vival over time. The Kaplan-Meier survival curve is considered the most
reliable and is recommended for predicting the variable under investiga-
tion, particularly in the fields of public health and medical research.

The findings of this research can also be utilized to develop inter-
ventions and strategies aimed at reducing mental fatigue and improving
employee morale. Enhancing employee morale can positively impact an
organization as a whole, as mental fatigue has been associated with lower
job satisfaction and an increased likelihood of employee turnover, both of
which can be further explored in future studies. Overall, this study sheds
light on the significance of understanding and addressing mental fatigue
in the workplace, and it provides valuable insights that can contribute
to the well-being of employees and the success of organizations.
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1 Introduction

Employees who report feeling good about themselves and their working condi-
tions tend to be more productive overall. As a result, they contribute to the
success of the business or organization. Nevertheless, the situation in the major-
ity of businesses has changed as a result of the pandemic. Almost 69% of the
workforce has been experiencing burnout since implementing work-from-home
and office policies. The percentage of employees who have burned out is high.
There has been a rise in the number of businesses caring about their workers’
emotional well-being. This trend can be attributed to the growing recognition of
the negative impact that burnout can have on employee productivity and overall
business success. As a result, many companies are implementing programs and
policies aimed at preventing burnout and promoting mental health in the work-
place. To counteract this, we plan to develop a web application that businesses
may use to track staff burnout. Additionally, employees themselves can use it as
a tool to monitor burnout and evaluate mental health in the hectic workplace.

This study also found that the amount of mental fatigue [1] is related to how
much pain, anxiety, and depression affect how much fatigue [2] affects a person’s
life, and these things work together in a cycle that can make fatigue worse and
keep it going. There are many possibilities for the effects of each of the others.
80% of employees with depression also report sleeping poorly, supporting the idea
that the two are related. There is a strong correlation between this condition and
poor sleep quality, with decreased sleep efficiency being the primary sleep issue
described. Mental fatigue makes it worthwhile to investigate this K-M method.
According to the literature and our most recent findings, women have a higher
prevalence of mental fatigue than men. Women’s work is handed to us, working
women are handed the kids, the homework, kids, jobs, etc.

Instead of investigating employees in the organization to check for mental
fatigue disorder [3], the organization checks the health condition of employees
and mentally how much struggle they are facing, effective working on ongoing
work, whether the organization has given additional responsibility or reduced
project delivery on time, reviews meetings and client meetings in the cases of
team members, makes plans to change the upcoming one, earns new things, and
talks to family. Employees’ work burden stress, and keeping on top of the status
in the daily meeting, do not support the work environment.

Life is moving at a breakneck speed, and the demands of work and school
are only getting heavier. Extended mental exertion of any kind necessitating
undivided attention inevitably results in tiredness, with all the unpleasant con-
sequences that entail slower reaction times, dizziness, nausea, etc. Hence, in order
to aid in reducing its harmful consequences, it is important to recognize [4] and
study various forms of weariness.

The role of emotion in human interaction, understanding, and decision-
making has grown in recent years. Recognizing others’ feelings is a fundamental
skill for establishing rapport in everyday life. Emotional state is assessed using
a person’s EEG signal [5], which measures the amount of brain activity during
various conditions. To date, the best method for extracting human emotions
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from EEG [6] data has been a 6 layer feed forward neural network that has been
subjected to extensive biological testing. Functionalities including preprocessing,
feature extraction, and classification were all provided by this system. First, a
band pass filter is used to do EEG preprocessing [4,7]. Several methods of elec-
trophysiological recording have been used to shed light on the intricate brain
interactions that underlie cognitive tiredness in situations of mental fatigue,
allowing researchers to better understand the neural circuits at play in this state
[8].

This percentage is inversely related to the number of people with fatigue. A
decreasing curve starting at 1 represents the Kaplan-Meier estimates of survival
time graphically [9]. The size of the steps depends on factors such as his length
of residency, the likelihood of a mental fatigue disorder, and the possibility that
he will suffer through the allotted time without ever encountering the event of
interest. Censored observations refer to data that is missing either temporarily
or permanently, and they can occur at any point in the research paper. There
are essentially three distinct categories of censorship. The most prevalent type
of censorship is called right censorship, and it occurs when a patient is observed
for a certain amount of time without experiencing the event of interest. Hence,
there is a gap in the survival time [10] series on the right side of the observational
period. We know that the event of interest does not occur for this patient until the
censoring date, the second type of censorship occurs when the event of interest
occurs between two unknown dates and we do not know which date it occurred
on.

The zero Reynolds number and long wavelength assumptions, It is discovered
that, for a given flow rate, the pressure rise lowers as the peripheral layer viscos-
ity drops, and that, for a given non-zero pressure drop, the flow rate increases as
the viscosity of the peripheral layer decreases [11]. The beneficial in creating a
physically suitable workplace and promoting professional productivity. Further-
more, they should consider permitted working hours based on people’s abilities,
reducing tension factors, creating a culturally and ethically secure atmosphere,
respecting new ideas, providing spiritual and mental well-being, planning, recon-
structing the system of instruction, utilizing recommendations and criticism, and
other factors. These factors can prevent emotional exhaustion within the orga-
nization. Since depersonalizing has a direct correlation with performance, the
managers can strengthen coworker relationships by implementing counselling
programmers [12] and communication skills training. The electrodes on an EEG
device collect electrical impulses that communicate at different EEG frequen-
cies. The Fast Fourier Transform [13] is a method that can be used to identify
these raw EEG signals as discrete waves with a variety of frequencies. A group
of learners who perform poorly on the learning curve come together to form an
ensemble of classifiers [13,14], also known as a committee of classifiers. Learn-
ing a large number of less effective classifiers and integrating them in a certain
manner is the purpose of the ensemble of classifiers technique rather than learn-
ing a single, efficient classifier. Data mining algorithms aid in the analysis and
prediction of large data sets with minimal human intervention [15].



The Estimator of Kaplan-Meier and Nelson-Aalen 221

Predicting and analyzing diabetes can be done with a number of data min-
ing programs. Fast and accurate automated algorithms for summarizing text
and generating a summary that can be spoken aloud. An automated decision-
making system’s variance could be reduced, which would improve the system’s
accuracy. In the intervening time, ensemble systems have been utilized effectively
to solve a wide range of machine learning challenges, including feature selection,
confidence estimation, missing features, incremental learning, error correction,
class-imbalanced data, and learning concept drift from non stationary distribu-
tions, just to identify a few. By doing in-depth research on technological aid,
user experience, and health care, we can help reduce the deadly risks that peo-
ple face and be ready to act quickly in emergencies [16]. Because of its usefulness
in so many programs, neural model-based text analysis has recently gained trac-
tion. Researchers have identified and justified a large number of techniques for
enhancing text analytics effectiveness. Text categorization, text generation, text
summarizing, query formulation, query resolution, and sentiment analysis are
just some of the areas where these methods have been put to good use [17]. To
achieve uniform scale L2 regularizes of linear models may assume that all features
are centered on zero or have variance in the same order. Because these things
are often used in the objective function of learning algorithms. This method of
presentation has advanced greatly since the days of rainbow-hued spreadsheets.
With the advent of datasets [18] another execution time and space complexity of
mining has drastically decreased. Retrieval techniques went to a whole new level
after [19] receiving this data. If all commercial activities cease, the business will
cease to exist. Operating alone, the application server could not sustain startup
costs [20]. Statistical methods for regression and classification are incorporated
into machine learning algorithms. Sensors are used to capture data, which is
then transmitted to the Blynk app. The automatic water controller only acti-
vates when the relative humidity falls below a predetermined threshold [21]. To
accompany the connected device, we need a resource provisioning system that
is easily managed; this is only feasible if we have accomplished cloud service
models [22]. Every plant has specific requirements that must be met to ensure
its survival. Therefore, it is necessary to establish a system where plants can
communicate with the user [21]. The proposed strategy uses a technique for
reducing the number of dimensions and clustering similar objects together. For
both symmetrical and asymmetrical data sets, it provides the highest accuracy
for the larger of the two [23].

Third, left censoring, occurs when someone from a certain fatigue is known
to have the event before a certain date, but the time period between the occur-
rence of the event and the specific date is unknown. The zero Reynolds number
and long wavelength assumptions, It is discovered that, for a given flow rate, the
pressure rise lowers as the peripheral layer viscosity drops, and that, for a given
non-zero pressure drop, the flow rate increases as the viscosity of the peripheral
layer decreases [11]. Survival probability utilizing the Kaplan Meier (KM) sur-
vival estimator, Nelson-Aalen estimator, and Hazard Model based on regression
could be used to assess prediction scores for Mental fatigue [24]. In this paper, an
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Employee burnout datasets was used to (i) analyses the research to identify key
differential mental fatigue, (ii) examine survival associated with most altered men-
tal fatigue using the web-based Kaplan Meier and Nelson-Aalen Plotter tool, and
(iii) evaluate the possibility of the potential at the datasets between mental fatigue
and control variables. During the construction of survival time probabilities and
curves, the serial duration’s for specific participants are ordered from shortest to
longest regardless of when they entered the research. By employing this technique,
all subjects within the group commence the analysis at the same point and are all
surviving until mental fatigue persons are identified. Two outcomes are possible:
1) the subject can see the event of interest, or 2) they may be censored. This sub-
ject’s total survival time cannot be determined precisely due to censorship. This
can occurwhen an adverse occurrence for the research occurs, such as theEmployee
dropping out, being lost to follow-up, or required data not being available, or when
something positive occurs, such as the research getting before the subject observed
the event of interest, they survived at least until their conclusion of the research, but
it is unidentified [25] what occurred to them afterward. Thus, censorship can occur
either during the research. Metal fatigue is a risk factor that causes some of their
diseases, like Constantly feeling overwhelmed or stressed, Cynicism, uncertainty,
and pessimism Depression, anxiety, and suicidal thoughts Sleep disruptions and
pattern alterations, Tension, pain, and headaches Digestion problems and recur-
ring colds High blood pressure, abnormal heart rate, brain fog, and strokes Obesity
and cardiovascular disease.

2 Method

Dataset. Employee burnout is a dataset collected from the kaggle website [26].
The following are the data attributes and their descriptions, we are implement
the python code [27]. The shape of data frame is: (20633, 9) instances will be
there in dataset. Data preprocessing the data is processing is onehotEncoder
is technique will represent the text, category variable is numeric values, the
transform the text and category variables data is the will transform to numeric
values. Data is pre processing the data is find out the missing and noise data,
duplicate data. The data is replace the noise data and duplicate data by the
using the means values, the replace the missing values by the means values on
the dataset.

Employee ID. The distinctive ID that the company gives to each employee.

Date of Joining. The day the individual began working for the company.

Gender. In the box plot, we see that some of the women’s burnout rate data
points are significantly different from the rest. This is something that needs to
be handled by us. Female workers are over represented in the data. It shown the
Fig. 2.
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The gender of the employee. Men have a higher burnout rate than women
do on average. Let’s investigate why this would be the case by looking at how
the two sexes fare in other areas, such as titles and hours worked. It shown the
Fig. 1.

Fig. 1. The gender difference in burn rate

Fig. 2. The gender and count of employees
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Designation. The employee’s position in his or her organization. In the interval
[0.0, 5.0], “0.0” is the least significant digit, and “5.0” is the most significant.
More men than women hold positions with a designation of 2.0 or above. It
shown the Fig. 3.

Fig. 3. Designation for men

Resource Allocation. The number of resources given to an employee for work,
which should be thought of as the number of working hours. Between one and
ten higher means more resources. Most women work up to 8 h a day, whereas
most men work up to 10 h. The median number of hours worked by men and
women differs by one hour. It shown the Fig. 4.

Company Type. Employee The figure of resource allocation for an employee-
based company displays how the available resources are distributed among the
employees to achieve the company’s goals. It helps in identifying which employee
has been assigned what task and how much time and resources have been allo-
cated to it. May classify their employers based on the services or products they
offer. It shown the Fig. 5.

WFH Setup Available. Is the worker allowed to work from his or her home
office.

Mental Fatigue Score. A number from 0 to 10 that shows how mentally tired
the worker is at work, where 0 means no mental fatigue and 10 means extreme
mental fatigue.
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Fig. 4. Resource Allocation

Fig. 5. Company Type

Burn Rate. The target value in each worker’s data shows the rate of burnout
while on the job. Values from 0.0 to 1.0 show that burnout is getting worse. The
correlation between fatigue score and burn rate appears to be very significant. It
is important to address burnout in the workplace, as it can have negative impacts
on both employees and organizations. Employers should consider implementing
strategies to prevent and manage burnout, such as promoting work-life balance
and providing support resources. It shown the Fig. 6.
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Fig. 6. Mental fatigue and burnout

The Kaplan-Meier Estimator. The Kaplan-Meier curves and survival pre-
dictions, there is now a better way to look at data when your mind is tired.
The Kaplan-Meier estimator [28] is often used to describe how long a popu-
lation will fatigue because it gives estimates of the survival function that are
not based on statistics. If you want to know how likely a patient is to live past
a given point after receiving mental health treatment, one of the most reliable
statistical techniques is the KM estimate. When working with incomplete or hid-
den data, the KM method is especially helpful because it lets all available data
points be used in the analysis. Additionally, it can be used to compare survival
rates between different treatment groups or populations. This method of making
graphs and charts is very user-friendly. The effectiveness of an intervention in
mental fatigue research is determined by tracking how many people are rescued
or made healthy thanks to the intervention. Notwithstanding the complexity of
some subjects or settings, KM estimation is the simplest method for predicting
longevity over time. Events, censorship, and the likelihood of survival can all be
estimated with the help of the Kaplan-Meier curves.

The Kaplan-Meier survival curve [29] is a useful tool in statistics for analyz-
ing time-to-event data and making comparisons between groups of people. The
number of people who avoid dying during a specific time period can be calcu-
lated using the survival curve. This can be analyzed for an evaluation of a pair
of patient populations or subjects as well as the statistical difference in their
overall survival.
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Depending on how much time has passed, either the product limit estimator
or the Kaplan-Meier curve can be used to figure out the survival function. If
the data are already organization into intervals, if the sample size is large, or
if a large population is of interest, a clinical life table analysis may be more
time-efficient. Both of these approaches will be addressed in greater detail. The
Kaplan-Meier survival curve is the cumulative chance of survival over many
intervals of time. This analysis relies on three presumptions. To proceed, we
believe that censored employees at any given time have the same survival and
growth as unregulated employees; second, we think that those who participate
in research at the beginning or the end will have significantly different survival
times. Furthermore, we’ll presume that the event occurs just when it’s expected
to. In situations where the occurrence would pick up the energy level and bring
routine work, this can be done from the office or home. This approach can
be particularly useful for individuals who have flexible work arrangements or
who are able to work remotely. It allows them to balance their personal and
professional responsibilities while still being productive.

If an employee is followed up on more often and for shorter periods of time,
it is possible to predict how long they will stay with the company. This can be
beneficial for employers in terms of retention strategies and succession planning.
However, it is important to balance this with the need for employee autonomy
and trust in the workplace. The term “product limit estimate” can be used to
describe the Kaplan-Meier estimate. The method involves calculating the odds
of an occurrence happening at a given instant. To arrive at a final estimate,
we multiply these probabilities by any previously calculated probabilities. If you
want to know your probability of surviving at any given moment in time, just
plug those numbers into the following Eq. 1.

The Kaplan-Meier method or Kaplan-Meier curve can be made with just two
pieces of information: the time until the event of interest and the status of the
patient at that moment. In medical research, the Kaplan-Meier method is often
used to figure out how likely it is that a patient with a certain disease will live. It
is a non-parametric statistic that takes into account time-to-event data and cen-
sored observations. Let D1 < D2 < ... < Dn, i < N be a collection of separate
ordered times finding the mental fatigue times observed in N individuals; in a
given time Di (i = 1, 2,..., n), the number di ≥ 5 of mental fatigue are observed,
and the number ri of subjects, whose either mental fatigue or censored time is
greater than or equal to Ti, are deemed “at risk”, the observed times to event. T
In its simplest form, there is no need to elaborate on the formula for the condi-
tional probability of survival past time Ti, which is simply that the Kaplan-Meier
method is an estimate of the conditional probability of survival at different peri-
ods in time identified by the event’s likelihood of occurring. The Kaplan-Meier
method is commonly used in medical research to estimate the survival rate of
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patients with a particular disease. It takes into account the occurrence of events
such as death or relapse to calculate the probability of survival at different time
intervals.

P (Di) =
ri − di

ri
(1)

By dividing the total number of subjects by the total number of patients at
each point in time, one can calculate the likelihood of survival. Subjects who get
lost because they are tired are not counted as having a disorder. Instead, they
are considered “censored” and taken out of the denominator. By multiplying
the individual survival probabilities at each interval leading up to that point
by the law of multiplication of probabilities, one can determine the cumulative
probability of survival up to that point. This approach is commonly used in
medical research to account for the fact that some subjects may drop out of a
study for reasons unrelated to the disorder being studied. By censoring these
subjects, researchers can more accurately estimate the probability of survival
for those who remain in the study.

The term conditional probability describes this type of probability. Because
of the limited number of events, the calculated probability at any given interval
is not very precise. However, the overall probability of survival at each point is
Estimating the survival function at time Δt is done by multiplying the condi-
tional probability of survival at that time by the formula.

The conditional probability of survival (S̄(Δt)), also called cumulative prob-
ability or cumulative survival, is the chance that a patient will be mentally tired
days after enrolling in a study, if the patient has been alive for at least Δt days
before enrolling. In a hypothetical situation where a patient in an intensive care
unit checks his or her level of fatigue and lives for hours per day, the product
rule of conditional probabilities says that the cumulative survival is the product
of survival probabilities. This information is useful in medical research because
it assists clinicians and researchers. A patient’s conditional probability of sur-
vival, also called cumulative probability or cumulative survival, is the chance
that he or she will be mentally tired days after enrolling in a study, given that
the patient has been alive for at least t days before that. Understand the long-
term effects of treatments and interventions on patients’ survival and quality of
life. Additionally, it can aid in making informed decisions about patient care and
treatment plans.

S̄(Δt) =
∏

i:Di<t

P (Di) =
∏

i:Di<Δt

(1 − di

ri
) (2)
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The definition of its variance is Variance is a statistical measure that quan-
tifies the amount of variability or dispersion in a set of data. It is calculated by
taking the average of the squared differences from the mean of the data set.

σ(S̄(Δt)) = S̄(Δt)2
∑

i:Di<Δt

di

ri(ri − di)
(3)

Variance is an important tool in statistical analysis, as it helps to understand
the spread of data points around the mean and can be used to make predictions
about future data. But outliers and extreme values in the data set might affect
it, and it might be necessary to fix them before using the variance to draw any
conclusions. Because of the censoring, ri is not simply equal to the difference
between ri −1 and di −1, the right approach to calculate ri is ri = ri−1di−1Ci−1,
where Ci − 1 is the number of censored cases between Di − 1 and Di. This
calculation is commonly used in statistics to determine the variability of a data
set. However, when dealing with censored data, a modified approach must be
taken to accurately calculate the variability.

3 Result and Discussion

The Kaplan-Meier method [30] is a deft statistical analysis of survival times that
not only provides for filtered observations in the right way but also makes use
of the information from filtered individuals up to the point of filtering. While
investigating the effects of mental fatigue, it is typical to use two interventions
and evaluate the outcome in terms of the employee’s ability to stay fatigued.
Hence, the Kaplan-Meier approach [31]is a valuable resource that may have an
essential role in producing evidence-based data on expected survival [32]. Sur-
vival analysis is a type of statistical analysis used to examine an incident that
happened relatively frequently over a particular period of time. Hence, it seeks
to discover how often something occurs. The word “survival” can mean anything
from the employee’s depression, mental tiredness, mental illness, sleeping, and
anything in between. Populations, or collections of recipients who are monitored
throughout time, are used in survival studies to record significant medical events
as they occur and associate them with an intervention of interest. Survival anal-
ysis requires the determination of the “survival time”, [10] which is the amount
of time that has passed since the baseline date and before the event happens. As
a result, it is essential to determine whether the employees in question witnessed
the incident of interest or were prevented from doing so by the filters. For the
statistical application to determine the cumulative probability of the event, it is
essential to know this information. The Kaplan-Meier method’s [2,33] primary
function is to generate survival curves as a function of time, providing a visual
representation of the clinical phenomenon being investigated. The ordinate of a
Kaplan-Meier curve shows the cumulative survival time, while the abscissa shows
the elapsed time. The time intervals used to create a Kaplan-Meier curve aren’t
decided upon in advance but rather are determined by the occurrence of events.
The Kaplan-Meier technique is preferable because it estimates for correction.



230 R. Eswar Reddy and K. Santhi

Plotting Survival Curves Using matplotlib.pyplot, Seaborn, Kaplan-
MeierFitter, CoxPHFitter
The Kaplan-Meier [34] curves for survival time are unappealing to the eye.
Enhanced plots can be created using matplotlib.pyplot, seaborn, KaplanMeier-
Fitter, CoxPHFitter libraries [27]. The following sections show and describe
Kaplan-Meier curves generated with matplotlib.pyplot, seaborn [35], Kaplan-
MeierFitter [30], and CoxPHFitter. These libraries’ functions are using the
graphs generated [36] by the KaplanMeierFitter graphs [31], which find the
Kaplan Meier estimates, the x-axis is the mental fatigue score, the y-axis is
the designation of the employees, find out the fatigue score of the employees.
The Kaplan-Meier curves are useful for analysing survival data and estimating
the probability of an event occurring over time. They are commonly used in
medical research to analyse patient outcomes and can also be applied to other
fields such as finance and engineering. It shown the Fig. 7 in the graph.

Fig. 7. Kaplan Meier estimate curve

The median survival time is 2.0, and the designation is 0.5. This suggests
that half of the patients survived beyond 2.0 units of time and the other half
did not, and the designation of 0.5 indicates that the survival probability at 2.0
units of time is approximately 50%.

The Survival Function. Survival, denoted by (S̄(Δt)), is the probability that
T happens before Δt, where Δt is any moment during the observation. In survival
analysis, the survival function is often used to figure out how likely it is that
something will happen at a certain on time, like a machine breaking down or
an employees fatigue. It is also used to compare survival rates between different
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groups or treatments. Specifically, the probability that an employee will still be
fatigued after a certain burnout of time, denoted by t, is the survival function.
It shown the Fig. 8, and Table 1.

Fig. 8. Survival of different gender groups

Table 1. Kaplan Meier estimate

timeline Kaplan Meier estimate

0 0.951038

1 0.747703

2 0.404027

3 0.128106

4 0.018177

5 0

Text (0, 0.5, “designation”)

The colour in this figure indicates which clinics correspond to certain curves.
Confidence intervals for each time point and overall are shown as a band of
shading. At any given period, the plus signs denote the censored instances. The
confidence intervals represent the range of values within which the true popu-
lation parameter is likely to fall. The censored instances refer to observations
that are incomplete or truncated, usually due to limitations in data collection
or follow-up. Mental fatigue has an increased survival curve, therefore, more
patients remain there than in fatigue. It is advised that research be conducted
into the reasons so many fatigued employees end up leaving. It’s unclear if the
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discrepancy can be attributed to fatigue itself or if the employees were chosen
for fatigue, depression, mental illness, mental stress, mental tensions, or some
other factor. The research could also explore potential solutions to address the
high turnover rate, such as implementing flexible work schedules, providing men-
tal health resources, or offering additional support for employees experiencing
fatigue. It is important for employers to prioritise the well-being of their employ-
ees in order to maintain a productive and healthy work environment. It shown
the Fig. 9.

Fig. 9. Survival function

To calculate the survival probability, we’ll use the Kaplan-Meier estimator
[29,39], which relies on a function called the survival function −(S̄(Δt)). The
curve depicts how the probability of survival changes over time. Persons suffering
from mental fatigue have a lower chance of survival. The comparable graph
can be created with the 95% confidence interval. A failed curve can also be
drawn. It is the inverse of survival, probability, and cumulative density. The
median survival time and 95% confidence intervals are estimated next. This can
be accomplished with the median survival time and median survival times()
functions. In this case, the median survival time is 2.0 h, implying that 50% of
the sample lives for 2.0 h and 50% experiences mental fatigue during that period.
The 95% KM estimate lower time is 2.0, while the KM estimate upper time is
2.0. We can examine the difference involving discrete categories using the KM
estimate. However, this method is only applicable when the variable has fewer
categories. A mask filtering object where males are true, and a plotting object.
The Plot curves for Male and Female observations. The curve demonstrates that
the aggregate survival probabilities of female patients are higher than those of
male patients at any given time Fig. 9.

The survival function provides the probability that the event has occurred
within the time interval t. The cumulative density is the complement of the
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Fig. 10. Cumulative density in km estimator

survival function, which is the probability that the event has taken place by
time t. Reading our plots, we can see using cdf that there is a 50% chance that
the event has transpired within 5 h. This is a range, as indicated by the blue lines’
broad intervals. This complement, the survival function, indicates that there is
a 60% chance that the event has not occurred within 5 h.

The survival probability is the chance that a worker won’t get tired between
an expected point in time and a future point in time. To demonstrate, if (9944)
= 0.9, the employee survival probability shrinks to 0.1. These statistics will be
eliminated if the employee survives the completion of the investigation. This
paper’s Kaplan-Meier estimator is 0.9, achieving the best result and predicting
the method However, it is important to note that the Kaplan-Meier estimator is
not a foolproof method and may have limitations in certain situations. Therefore,
it is crucial to consider other factors and data points before making any final
decisions based solely on this statistic.

Estimating Hazard Rates Using Nelson-Aalen
The survival function is an important way to describe and show how well the
model works. There’s an additional method, though. Unfortunately, the Kaplan-
Meier [28,37] estimate is sometimes transformed to yield information on the
population hazard function (t). This transformation is known as the Nelson-
Aalen estimator [37,38], which estimates the cumulative hazard function. It is a
non-parametric method used in survival analysis to estimate the hazard rate from
lifetime data. The Nelson-Aalen hazard function is used for this function. The
Nelson-Aalen hazard function is a non-parametric estimator that is particularly
useful when the hazard rate changes over time. It provides an estimate of the
cumulative hazard function, which can be used to estimate the population hazard
function. The Nelson-Aalen hazard function is a non-parametric estimator of the
cumulative hazard function that makes no assumptions about the underlying
distribution of survival times. It is particularly useful when analysing data with
complex censoring patterns.
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H̄(Δt) =
∑

Di≤Δt

di

ri
(4)

where di is the number of fatigued employees at time t and ri is the number
of employees at the start. Survival functions are where basic survival analysis
starts, but cumulative hazards are where more complicated methods begin. It
Show the Table 2 and Fig. 10.

Table 2. hazard function

timeline NA estimate

0 0.058806

1 0.338227

2 1.008063

3 2.292282

4 4.168251

5 5.3682

<AxesSubplot:xlabel=‘timeline’>

Fig. 11. Hazard function curve in NA estimate

This research predicts values at a certain point 10, If the hazard probability,
denoted by H̄(Δt), is true at a given time, an employee under observation has
event fatigue at that time. If the value of (9944) is equal to 0.9, for instance,
the probability that the employee is still mentally fatigued is predicted, and
the employee’s fatigue levels are checked to examine the burnout. The hazard
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function, in contrast to the survival function, is the occurrence of an event.
Having a lower hazard probability and a higher survival probability [33] is good
for the employee. The hazard function can be used to predict the likelihood
of an event occurring in the future, such as an employee leaving a company.
By using the hazard function, employers can take proactive measures to reduce
turnover and improve retention rates. The hazard function is a useful tool for
predicting the likelihood of an event occurring in a given time frame. Employers
can identify potential risks and take steps to mitigate them by analysing the
hazard function, resulting in a safer work environment for their employees. In
the paper we analysed to find the best result and predict the method are would
use, we investigated the employees to check the mental fatigue and burnout
status in organisations (Fig. 12).

Fig. 12. Cumulative hazard function curve in NA estimate

To calculate the survival probability, we’ll use the Nelson-Aalen estimator.
The survival probability is the chance that a worker won’t get tired between an
expected point in time and a future point in time. To demonstrate, if (10373)
= 0.04, the employee survival probability shrinks to 10.36. These statistics will
be eliminated if the employee survives the completion of the investigation. It
shown the Fig. 11. This paper’s Nelson-Aalen is 0.9, achieving the best result
and predicting the method However, it is important to note that Nelson-Aalen
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estimator is not a foolproof method and may have limitations in certain situ-
ations. Therefore, it is crucial to consider other factors and data points before
making any final decisions based solely on this statistic. The estimate the num-
ber of persons will be at the high risk will be 100 employee is risk in the affect
the mental fatigue due to the designating, the estimated the number of persons
will be at the fatigue persons on below the 200 persons affect the fatigue at risk.

Fig. 13. Cumulative hazard function curves

The survival probability of the divided int two group that is male and female,
estimated and predicting the employee work and meta fatigue, estimated the
male’s will be faster fatigue, more female is fatigue is more and compare t the
male check the status abut the graph Fig. 13, the Cumulative density function
using find the estimated the km estimate and Cumulative hazard function using
estimated the predicting the employees affect the meta fatigue, the point the
function the risk, It assists to consider actual phenomena and the way their
hazard functions may be shaped. If T represents the designation of an employee
when it develops fatigue for the first time, then one might expect the corre-
sponding hazard function h(t) to increase with time; that is, the conditional
probability of a serious fatigue in the time will increase with the employee’s
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designation and responsibility. In contrast, one might expect h(t) to decrease
during the period of responsibility if unpredictable fatigue was being studied in
a situation where the employee had a designation and a responsibility. This is
known to be the result of selection during time’s fatigue. When T is the time
at which metal fatigue will have a greater impact on employees due to the w
designation and less employee responsibility, the hazard function will remain rel-
atively constant in t. Given that fatigue has not yet occurred, the probability of
designation and responsibility in the next time interval does not change with t,
but the probability of fatigue in the next designation will increase as the fatigue
level rises. Survival analysis relies heavily on the exponential distribution, which
is uniquely characterised by this property. The hazard function may take on
a more intricate form. If T denotes the mental fatigue of fatal outcome, then
the hazard function h(t) is anticipated to decrease initially before progressively
increasing at the end, reflecting a higher risk of unpredictable fatigue and fatal
outcome.

TTF estimation without the need to know the failure times of all observed
units. This would reduce the number of necessary calculations and, more impor-
tantly, facilitate the procedure for obtaining data throughout the entire obser-
vation period. The optimal method to the NA estimator is to divide the obser-
vation period into intervals and evaluate TTF for the limits of these intervals,
as opposed to calculating TTF for each failure. This is the Mean time to failure
TTF: [0.01665967 0.02371429 0.02838923 ... 0.03362179 0.02897202 0.03997889],
mean time to failure TTF: 167 h on the estimated. The predict the estimated at
the work environment persons is affect the fatigue at 45 h mean time failures.
The TTF estimated the 204.86 value on the NAE values estimated.

The cumulative hazard function is the bathtub curve, which represents the
fatigue’s life cycle. Combining the hazard rate and the slope of the bathtub curve
produces the curve’s hazard rate. It shown the Fig. 14.

While the image above shows the hazard rate, the Nelson-Aalen estimator’s
curve illustrates how the hazard rate varies over time. The concave shape of
the cumulative hazard function indicates that we are dealing with a “fatigue
fatal outcomes” category of event, where the failure rate is highest early on
and decreases over time blue line in the image. On the other hand, the convex
shape of the cumulative hazard function indicates that we are dealing with an
event red line indicative of unpredictable fatigue. In this paper the Nelson-Aalen
estimator of the cumulative hazard function. The estimation of the cumulative
hazard function and an intuitive understanding of the results’ interpretation.
While the Nelson-Aalen estimator is considerably popular than the Kaplan-
Meier survival curves, it is still widely used. The ability to provide more precise
survival estimates and identify survival differences between subgroups of patients
that KM cannot detect, as demonstrated here for various age groups [31]. In this
paper The ability to provide more precise survival estimates and identify survival
differences between subgroups of patients that KM detect [40], as demonstrated
here for various groups.
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Fig. 14. Time-Dependent Hazard Rate Analysis

4 Conclusion

Mental fatigue is linked to anxiety, depression, and burnout, even though men
are less likely to be anxious or sad at the time they are diagnosed. To enhance
employees’ quality of life and direct the creation of individualized multi com-
ponent plans according to gender variations, Kaplan Meier’s model is trend-
ing towards emphasizing psychopathology and early referral to mental health
experts. The necessity for experts to establish public policies and provide proper
care to better the daily lives of those suffering from fatigue, and the significance
of fatigue to the employee’s health system as a whole. The article, the effect of
Kaplan Meier on the estimated model was seen, and all variables that the method
found to be important were used in the regression coefficients. This highlights the
importance of utilizing statistical methods to identify significant variables that
can contribute to the development of effective policies and care plans for indi-
viduals suffering from fatigue. It also highlights the need for continued research
and analysis in this area to improve overall employee health and well-being.
Using the coefficient of determination, the Kaplan-Meier method is superior to
the proposed model, the age of the employees when the fatigue was discovered
is crucial and plays a major role in the survival time of employees with mental
fatigue, the incidence of fatigue is less important than the gender variable. While
analyzing processes connected to survival time is related, it is essential to use
the Kaplan-Meier method to assess the significance of the independent factors
that can play a significant role in identifying the explanatory variables. This
method is the best way to get the analysis and predict the employee’s status,
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but the complexity of this condition necessitates further research to refine the
parameters for its treatment.
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Abstract. Job scheduling is one of the main barriers to achieving resource effi-
ciency and cost-effective execution in the cloud computing environment. Finding
a nearly perfect solution in a fair quantity of time is challenging when it comes
to work scheduling. Consequently, the delayed convergence and local minimums
are still existing. This EEMS - examining the environment of the job metaverse
schooling for data security proposed method describes a new secure job sched-
uler to meet the challenge of scheduling jobs in a cloud computing environment.
This method is based on secure differential evolution, and Cloud Sim has been
used in numerous tests to show that EEMS works. This innovative method lays a
heavy emphasis on upholding data security and integrity throughout the schedul-
ing process in addition to attempting to maximize resource usage and save costs in
cloud computing settings. This combination of secure differential evolution and
EEMS principles offers a strong solution that looks to address remaining issues
with cloud-based task scheduling.

Keywords: Scheduling · Cloud Computing · Solution · data security · threat
detection · Framework

1 Introduction

Cloud computing transactions are currently recognized as one of the most important
industries due to network expansion, where optimal network utilization can help many
users. By applying cloud computing, users can access the internet computer resources
like software, hardware, and apps that are customized to their needs. Because of this,
cloud computing and the Internet of Things have substantially benefited all users. Tech-
nology is being adopted by all sectors of the economy more quickly than ever before,
and infrastructure is also constantly improving. There will be an increase in user demand
for cloud computing as a result. The job distribution issue becomes more complicated.
Delivering resources in line with user expectations while keeping customer-required
quality of service standards is a difficult job.

The nondeterministic job scheduling problem is difficult to solve using normal
approaches because it takes too long to discover a solution that is even remotely optimal.
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Meta-heuristic algorithms may be effective at fixing these issues, but they still have the
drawbacks of hitting local minima and having a slow convergence rate. To address the
work scheduling issue in the context of cloud computing, the suggested EEMS intro-
duces a unique secure job scheduler based on differential evolution. In order to enhance
the search, we increase includes dynamically developed numbers that are based on the
present iteration of the scaling factor. The suggested approach is additionally concen-
trated on the better results in less time and in a secure manner. The experiments were
carried out by the Cloud Sim to show the effectiveness of EEMS.

A readable message is changed into an unreadable form through the process of
encryption to prevent unauthorized devices from reading it. Decryption is the process
of returning an encrypted message to its original format. The original communication is
the plaintext message. The encrypted message is referred to as the ciphertext message
are included in EEMS to secure the data and provide authorized security between user
and cloud server.

The related work of the suggested technique was covered in Sect. 2. The EEMS
approach was discussed in Section, the results and discussions of the EEMS - examining
the environment of the job metaverse schooling for data security and its foundational
workwere explained in Sect. 4, and Sect. 5 wrapped up the suggestedmethodwith future
work.

2 Related Works

The way users of telecommunications and information technology access resources has
changed as a result of cloud computing. It hasmade it possible to shift attention away from
local/personal computation and towards datacenter-centric computing by dynamically
supplying resources in a virtualizedmanner via the Internet. Similar to traditional utilities
like water, electricity, gas, and telephony, cloud computing changes the use of computing
as the fifth utility that is priced on a pay-per-use basis. [3]. In the hybrid approach, the
PSO algorithm and the BF algorithm are combined to generate the starting population
rather than doing it randomly. The TS method was then added to PSO in order to boost
regional studies by avoiding the local optimality trap. As a result, the performance is
enhanced [1]. The process of allocating tasks to resources during the particular time that
they must be performed is known as job scheduling. The jobs are appropriately divided
throughout the resources such that the required preference between jobs is satisfied and
the overall time required to execute all jobs is kept to a minimum. The performance
and efficiency of the cloud environment are improved by effective job scheduling. The
execution time of all jobs, resource use, and other factors that affect performance must
be high [6]. By controlling and handling the data at the edge, cloud computing. Vehicle
nodes regularly switch regions, making vehicular networks highly mobile and hybrid.
To enable seamless service delivery on such networks, fog computing can be used. Fog
computing architecture can be used to process information about geography, traffic,
and communications efficiently [2]. The goals of job scheduling include reducing the
amount of time it takes to complete a task and the amount of energy it uses, as well as
increasing resource efficiency and the ability to balance workloads. Cutting down on the
amount of time it takes to complete a task is also beneficial for enhancing the customer
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experience, given the fast expansion of cloud users [11]. We must have a thorough
understanding of the numerous issues related to various scheduling approaches aswell as
the challenges to be solved in order to design efficient scheduling algorithms. As a result,
the purpose of this study is to give an in-depth analysis of job scheduling techniques
and the related metrics that are appropriate for cloud computing systems [5]. In order
to efficiently schedule computational tasks in a cloud environment, many scheduling
algorithms were examined. As a result, FCFS, the Round-Robin Scheduling technique,
and a new planned Scheduling technique called the Generalized Priority Algorithm
were developed. For effective job execution and contrast between FCFS and Round
Robin Scheduling, a Generalized Priority algorithm is used. A significant issue with job
scheduling in cloud systems is priority [8]. To carry out tasks like developing, installing,
handling, and scheduling, the clientmust be able to communicatewith the cloud.Without
any intervention from the company that provides the cloud service, the user should be
allowed to access computing resources as needed [10]. The scheduling and assignment
of resources and tasks are crucial issues in cloud computing, and numerous studies have
been done on them. In the cloud computing system, cloud providers must give services to
many users. Therefore, in order to minimize execution time and cost while maximizing
resource utilization, scheduling is the key challenge in developing cloud computing
systems [4]. Elastic and on-demand characteristics provide for higher service efficiency
and agility in addition to increasing service reliability through sharing resources. The
Internet of Things and cloud-based computing technologies should bemerged, according
to all of these arguments [9]. A cloud has an endless number of resources, and scheduling
techniques are essential for getting the most out of those resources. To properly handle
the requests, services should be automated extensively and smartly. When considering
the purchase of automated processes, a system of algorithms is a crucial component
responsible for efficiently allocating tasks among numerous resources while maintaining
data security [7].

3 EEMS Design and Implementation

Ensuring Data Security with EEMS:

3.1 Secure Key Management

EEMS creates secure keys for data encryption and decryption, making it difficult for
intruders to breach data.

3.2 Access Control

EEMSprovides authorization to specific users or groups and allows access to appropriate
systems.
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3.3 Centralized Security Management

EEMS provides centralized security management, ensuring better monitoring, quicker
detection and remediation of security incidents.

A huge number of datacenters hold numerous devices and equipment’s form cloud
computing system. Each host maintains a number of virtual machines V_RM, each of
which is in charge of carrying out user jobs T_s with varied levels of service quality.
The job scheduling in a cloud computing context is shown in Fig. 1

Fig 1. Cloud Computing

Pretend there are number of cloud jobs, T_s = t_s1, t_s2, t_sn, that are carried out
by virtual machines V_RM = v_rm1, v_rm2, v_rmn. In order to learn more about the
services needed to fulfil the jobs, the cloud information service receives a request from
the cloud broker C_IS through encryption. These transactions are heterogeneous in terms
of size, length, channel capacity, memory, and processor use.

The broker is a significant part of the scheduling process since they control when to
schedule activities for specific resources and arbitrate communications between opera-
tors and providers. They have a variety of elements, and the jobs they select are influenced
by the quality-of-service standards.Due to the placement of user transactions in the upper
queue and the requirement for them to wait while resources are being used, the queue
inevitably grows and wait times lengthen. As a result, the queue must be managed using
load and time-based scheduling. In addition, many other features that have a direct effect
on resource usage can be taken intowhenmanaging the transactions, the service provider
adopts a multi-neutral optimization strategy. It will be possible to establish efficient load
distribution among the virtual machines that will reduce resource consumption, with the
help of a robust and secure task scheduling system developed and installed in the cloud
network.

Examples of successful implementation:
Banking and Financial Services: EEMS has been used to ensure secure and timely

processing of financial transactions and system maintenance.
Information Technology Services: EEMS has been employed to secure sensitive data

in IT networks, servers, and data stores.
Dual development is a population-based optimization method that offers exact work

scheduling solutions because of how it works for change, crossover, and selection. Prior
to starting the optimization process, a set of solutions—referred to as individuals—are
generated. Each of these solutions has a size and is spread at random over the area of
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search for the optimization solution. The accessible area is then investigated with the
mutation and crossing operator in an effort to findmore beneficial solutions, as is evident
from the lines that follow.

Each solution in the population receives a mutant route as a result of using this
operator as an updating approach. Where the population at cycle t has numerous people
randomly chosen from it. The trial route is built using both the mutant route and the
operator for crossover once the mutant vector has been developed under a crossover
probability. Where size is a random number generated between 1 and size, reflecting the
current measurement and the crossing rate is an integer that is constantly between 0 and
1, calculating the proportion of sizes moved from the mutant channel to the experiment
route. The fittest vector will be computed in the subsequent iteration when this operation
compares the routes The scheduler’s solutions then show how to assign jobs to virtual
machines in a way that will minimize the make span and overall execution time. Valid or
a rational method can be used to solve multi-objective problems, which are those with
two or three objectives. The rational technique treats multi-objective problems as if they
were single-objective problems by allocating weights to each goal in accordance with its
significance to the decision-makers. The valid method takes into account the fact that all
goals are equally significant, resulting in a group of solutions known as non-dominated
solutions that strike a balance between multiple goals. Using a weighting variable with
a fixed value generated between 0 and 1 to reflect the importance of the other objective,
the multi-goal challenging decreased to one goal.

Here, each virtual machine starts out with a value of 0, the jobs are then allocated
among them via a scheduler, each virtual machine completes the jobs assigned to it, and
the variable is updated with the time it took for each job to be completed under the nth
virtual machine. Once the jobs assigned to each virtual machine have been finished the
numbers kept in a variable for each of the virtual machines are compared to each other,
and the resultant largest value is the make span.

In order to allocate each work to a virtual machine, N solutions with n dimensions
are established before the optimization process is started. These solutions are randomly
initialized between 0 and VRM counts. A job is represented by each dimension in the
scheduling problem. Then the evaluation stage begins, when the quality of each solution
is assessed and the best solution that has been found so far that can generate the goal
function’s lowest value is chosen.

Challenges using EEMS:
Cost: The cost of EEMS is a significant investment, and not all organizations may

be able to afford its implementation.
Training: Proper training is required for the successful implementation and usage of

the system.
Integration: Integration with existing technologies and systems is necessary to make

the tool work for the organization.
The scaling factor has a predetermined positive value that remains constant through-

out the whole optimization process. It controls step lengths and differentiates evolution’s
mutation stage. Therefore, if the population variety is high and the amount of this factor
of scaling is also high, the number of steps will cause the solution to diverge from the
existing answer. When the present iteration is increased, the population variety may
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therefore decrease while the scaling characteristic stays the same. To urge the algorithm
to extensively scan the search area for probable regions that might have the best-so-far
answer, this might happen even at the start of the optimization process.

The method may always look for an improved approach in regions far from the
current one, which may involve the nearly optimal response nearby, as illustrated in
Fig. 2. If the population variety is substantial and the factor of scaling is constant. The
method will therefore constantly yield large step sizes. When population variety is large
while the growth factor is low, a similar issue arises.

Fig 2. Flow of EEMS

We changed this factor so that it would be dynamically updated based on the present
cycle in order to optimize the search operator calculation at the start of the optimization
process and identify the most promising position within the area of search. The search
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operator will afterwards progressively change into the manipulation operator by extend-
ing the current iteration, allowing it to concentrate more on this promising location
during the optimization phase.

Therefore, even though all around-optimal solutions might be close to the best-yet
answer, the search operator might be instructed to explore the areas surrounding one of
these solutions. Consequently, the convergence improvement technique is proposed to
make use of the areas near the best feasible solution to raise the capacity for convergence.

The data are encrypted by encryption security control. Data is called as plaintext is
transformed to make it difficult for unauthorized machines to understand as ciphertext.
The plaintext, once it has been converted to ciphertext, appears random and has no infor-
mation about the original content. No machine can deduce anything about the content
of the original data by reading the data in its encrypted form once it has been encrypted.
An encryption system that allows for revocable conversions uses cryptography to restore
encrypted data (ciphertext) to its unencrypted state, known as plaintext. The process of
removing this encryption is known as decryption. A cryptographic key is required for
both the encryption and decryption processes in order to reveal the true content of the
encrypted data ciphertext after it has been encrypted plaintext. A cryptographic key is a
series of binary digits that is used as the input for encryption and decryption processes.
All the data are encrypted and transferred to the server and it will decrypt while the data
accessed by user.

4 Results and Discussion
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Fig.3. Data Size and Cost

The cost defined the encryption and decryption duration, if the cost is minimum then
the transaction time is good, as shown in Fig. 3. The percentage of data that are correctly
categorized, measured on a scale from 0 to 1, is called accuracy. As per the proposed
model to accurately categorize the data, we compare the projected class with the actual
class in this metric. In order to determine the proportion, we just count the amount of
correctly classified data starts with true and divide that number by the overall data to
find the accuracy as shown in Fig. 4
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5 Conclusion

This paper presents the secure metaverse cloud scheduler, which is used to schedule jobs
in a cloud context. This scheduler is based on the secure differential evolution approach,
the investigation and utilization of operators are first optimized in accordance with the
scaling aspect, the numerical values created dynamically based on each iteration, and
a differential evaluation to get better outcomes in fewer iterations. For a variety of job
sizes, the total execution time for encryption and decryption was gathered, and the cost
was determined. The experiment results demonstrated that EEMS delivered successful
results when compared to the other strategies that were investigated. In further work,
a number of other optimization concerns will be addressed to reduce costs and boost
accuracy using the EEMS.
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Abstract. Email being an efficient, cost-effective, real-time communicationmode
results into effective productivity among the professional in the organization. It
constitutes almost 90% of daily office procedures in organizations, hence the
productivity of organizations depends heavily on the text communicated in emails.
The presented research work focuses on email profiling in organizations based on
mail text interpretation and analysis. In the proposed work we will be working
on datasets containing email communication of ENRON Corporation as test case.
The profilingwould be done using Text interpretation and analysis algorithm using
machine learning algorithms.TheBoWwill be implemented to analyze andpredict
the characteristics of incoming and outgoing emails, then these could be mapped
and profiled as per the behavior of employees into 3 categories of productive based
on positive responses, neutral and non-productive based on negative responses.

Keywords: Email profiling · text interpretation and analysis · ENRON dataset ·
machine learning · Bag of Words

1 Introduction

Professionals in an Organization may be profiled based on the analysis of text used by
them in the email communications while performing their role for contribution to orga-
nization’s goal, as almost 90% of the communication in the current age of digital data
transformation is in email format [1]. The characteristics of words in email communi-
cation indicates about the behavior and attitude of professional and is a reflection of
how effectively the professional works. Many research and existing labor data indicates
the professional using positive terms in their email communication work effectively and
efficiently and tend to make the work environment more favorable for their co-workers.

The presented researchwork focuses on identification and categorization of choice of
words used by different professionals of the organization in their email communication.
The email profiling would be done based on mail text analytics using BoW machine
learning algorithm. The input data taken from ENRON dataset will be preprocessed
for the removal of email text formalities and the information is integrated in a weighted
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manner based on the number of positive, negative andneutralwords used in the email text.
The expected output will be laid down from natural language processing and narrative
analysis for email profiling. We will use BoW algorithm to classify/categorize emails as
an assessment tool for the productivity of the employees in the organization. This email
profiling based on productivity employees can be done on weekly or hourly bases and
attempts can be made to develop trend models for employee productivity analysis.

2 Related Work

Dr. Deborah Fallows [2] in his research work has deduced email to be most effective
way of communication over physical meeting & telecommunication citing a percentage
of 63%. Dr. Fallows suggested the employees used emailing 67% of time for profes-
sional communication 26% of time for personal communication and 15% of for gossips.
Thus, formalizing email as a most preferred communication mode for official purposes.
Another research work done by Emmanuel Gbenga Dada [3] highlighted efforts made
by different researchers to solve the spam and ham problem using effective classifiers
of his review of machine learning algorithms for identification of spam and ham mes-
sages. Also, a comprehensive review for the emails spam classification problem has
been done by Mansoor Raja [4]. His findings are more focused on usage of specific
algorithm namely Naive Bayes and SVM. The author has also suggested usage of multi
algorithm-based system over single algorithm system.K. Thirumoorthy [5] has proposed
amethod based on term frequency distributionmeasure (TFDM) for investigation of per-
formance of two of the most preferred algorithm Naive Bayes (NB) and Support Vector
Machine (SVM) over of bench mark text corpus. He suggested a thorough experimental
analysis depicts better performance of TFDM over various well-known filter techniques
(DF, ACC2, IG, MI, DFS, NDM and TRDL). Another researcher Maryam Hina [6] in
her study of multilevel email classification has generated promising linear regression
accuracy along with a comparison with logistic regression. She suggested that logistic
regression provided 91.9% accuracy and also included incorporation of block chain for
storage and access of analyzed data as a future work. A lot of work for classification of
spam and ham mail has been done using content base features instead of behavioral fea-
tures that generates the requirement of multi-folder classification of emails considering
heterogeneous details of emails rather than content only. This conclusion by Namrata
Shroff [7] and her research group emphasizes more on multi-folder classification of
emails and generation of context based on the content of emails. The same exclusion of
context is evident from all research literature available [8–15] for analysis of emails, our
work thus emphasizes on generation of context of employee productivity by analyzing
the text used in the content of email.

3 About ENRON Dataset

This proposed work is based on ENRON data set that was collected and prepared by
CALO problem, which is cognitive assistant that Learns and Organizes. The dataset has
made public for academic and research purposes related to email profiling text analytics
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and other related research domains. The ENRON dataset contains email communica-
tion samples of about 150 users of the ENRON corporation which amounts to about
0.5 million email exchanges. The email exchanges included in the dataset are mostly
senior management professionals for ENRON corporation. This data was made public
by hosting it on the web by FERC (Federal Energy Regulatory Commission) during
its investigation on reasons for failure of ENRON Corporation. The dataset features
text and other contents which contains only the text communication among different
users of the ENRON corporation. This makes the ENRON datasets most suitable for
our research work based on email profiling using text analysis and interpretation. Our
proposed method to work on this ENRON dataset consists of 3-phases:

Phase-1: Text and Content extraction from email corpus
Phase-2: Text interpretation and analysis
Phase-3: Email profiling and categorization/classification using BoW algorithm
Problem Statement:
The objective of projected research work would be 3-fold defining our problem

statements as follows:
Obj-1: Feature extraction of text and content extracted from email corpus.
Obj-2: Email profiling based on mail text interpretation and analysis.
Obj-3: Categorization/classification of professionals based on email profiling using

BoW algorithm.

4 Proposed Approach

For our research, we have developed the approach as depicted by Fig. 1. The proposed
approach has been designed as the flow between the extractions of mail content from the
ENRON email dataset to employee categorization based on their productivity mapped
to the frequency of type of words used by them in their mail contents.

The Enron email data set has around 517,431 digital communications. This dataset
has been provided by the FERC (Federal Energy Regulatory Commission) for academic
and research purposes; it has data of 150 users in 3500 different folders available for
analysis. The same dataset has been used in this research work with following features.

1. Message-ID,
2. Date,
3. From,
4. To,
5. Subject,
6. User, X-from,
7. X- folder,
8. X-origin, X-filename.
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Fig. 1. Proposed Approach

The data was preprocesses in order to build a model to classify the emails responses
into three categories of positive, negative and neutral. After this, the data set can be used
for exploratory data analysis and visualized.

5 Feature Extraction of Emails

The data preprocessing based on the feature accepted by the classifier model takes text
from the emails just including subject and body of an email; The data is filtered based
on: 1) Removal of stop words like “Re:”, “Fw:” and “Fwd:”; 2) The data is refined for
stop words like “From” and “To”.

For further classification and analysis specific conditions like emails with no subjects
or “No Subject” or emails with no body are removed from the analysis candidate set.

The identification of text features after preprocessing of the content extracted from
the mail mitigating all the discrepancies of email and in turn text categorization into set
of positive and negative set of words using BOWmodel. The individual categorization of
employees is further mapped to the output of the BOW model for individual employee
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as extracted and stored from data set as a separate array. Thus, the mail content still
remains the vital feature of email categorization which in turn helps in the employee
categorization based on email categorization. The subjects and contents of the emails
have not been included in the feature set as they are redundant many times with very
less relevance to the email content while the word frequency words of body are graded
for high frequency of words and not graded for lesser frequency of the words to enhance
the text analytics based on the BOW model.

6 BoW Model

Bag of Words (BoW) model is a technique for extracting the features from text data. It
is a method that is frequently used to describe the meaning of a document. It produces a
fixed-length vector based on the frequency of words/terms. A term that is used frequently
suggests that the document has more to do with that term and should therefore be given
a higher value than the other terms. This is done by creating a Term Frequency table,
which counts the number of times each term appears in the document. Based on the
frequency of each term inside the content, the Term Frequency creates a vector space
model of the document.

6.1 Data Extraction

Data extraction is the process of collecting the data from a variety of sources. This is the
initial step for any type of text analysis.

6.2 Data Pre-processing

Data Pre-processing is the procedure of transforming the data in appropriate format, so
that the data can be used efficiently according to the model. Here some of the steps for
data pre-processing:

• Remove the stop words (most common words like ‘the’, ‘is’, ‘a’ and etc.)
• Convert the texts of the document in lower case as the case has no meaning.
• Remove punctuations and special characters.
• Make a list of all the words in our model vocabulary.
• Count the frequency of words in our text document.

6.3 Bag of Words Model

The Bag of Words model may be binary Bag of Words or Bag of Words. In both cases
we have to construct a vector to indicate the appearance of word. For Binary Bag of
Words, the vector contains either 1 if the word is present or 0 if the word is not present.
And for the Bag of Words, the vector contains the value as per the frequency of the word
in a sentence.

Example: (each and every sentence from different mail)

Let we want to vectorize the following:
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S-1: The information in this email may be confidential and/or privileged.
S-2: We are being billed for this service and I do not know who is using it.
S-3: This email has the details of the service.

After removing the stopwords, punctuations and lower-case conversion the sentences
will be as follows:

S-1: information email confidential privileged
S-2: billed service know using
S-3: email details service

Now, we have to count the frequency of word in a sentence and we have to vectorize
our document.

Docs information email confidential privileged billed service know using details

Hence, the resultant vectors are:

S− 1 : [1, 1, 1, 1, 0, 0, 0, 0, 0]
S− 2 : [0, 0, 0, 0, 1, 1, 1, 1, 0]
S− 3 : [0, 1, 0, 0, 0, 1, 0, 0, 1]

We observe that, in Bag of Words methodology, we refined source data into dataset
which lose contextual information, only lists vocabulary data with frequency. Hence, it
is very helpful in machine learning technique as the large volume of data is processed.

The experimental setupwas established for sample data generated through extraction
of 1000 users’ data from the Enron data set. For training and testing purposes the data
was divided into 70–30 ratio. Where 70% was utilized for training of the generated
model and 30% was utilized for testing. The BOG Model generated and implemented
through python coding in jupyter note book utilizing the numpy, pandas, re, nltk, seaborn,
matplotlib etc.

7 Experimental Result

This paper has analyzed year-wised emails for positive, negative and neutral words. It
has traced and analyzed the emails of particular years as 1999, 2000 and 2001.It has also
conducted separate analysis study of 1000 emails received by Enron Corporation for a
tenure of 5 years.

The following results have been generated after the classification of the pre-processed
dataset. The following Fig. 2 of classification of digital data communication for all
12 months of the year 1999 depicts more negative responses during the mid of the year
and lesser during the start of the year which is the duration of lesser work pressures.

The following Fig. 3 of classification of digital data communication for all 12months
of the year 2000 depicts more negative responses during the mid of the year and again
lesser during the start of the year which is the duration of lesser work pressures.
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Fig. 2. Bar Graph of emails analysis of year 1999

Fig. 3. Bar Graph of emails analysis of year 2000

Fig. 4. Bar Graph of emails analysis of year 2001

The above Fig. 4 of classification of digital data communication for all 12 months of
the year 2001 again depicts more negative responses during the mid of the year which
also confirms the efficiency of our machine learning model for further utilizations also.

The results of classification of text in the dataset for 5 years depicts the increasing
of negative responses year by year as is shown in Fig. 5.
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Fig. 5. Bar Graph of emails analysis of 5-years

8 Conclusion

After reassuring the efficiency of our proposed model for the data set of three different
years we performed the classification of digital data communication for all 5 years of
data available in the data set and the results were depicting the increase in negative
responses year by year which is evident by the shutting up of the company after the
year 2002. The results depict in Fig. 5 emphasize correlation between the productivity
of the employees to the usage of positive, negative and neutral words in their day-to-day
communications. Thus, the proposed research work can be utilized by the organization
for establishment of productivity quotients of their employees based on the classification
of text chosen and utilized by them during their day-to-day digital communications.
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Abstract. Our study aims to precisely categories the sentiment expressed in user-
generated text, concentrating specifically on Twitter data. Using a benchmark
dataset of labelled tweets, we evaluate the efficacy of our proposed method to
that of traditional machine learning approaches, such as Support Vector Machines
(SVM) and Naive Bayes (NB). Our methodology entails preprocessing the text
data by tokenizing, removing stop words, and stemming, followed by feature
extraction using word embedding’s. For sentiment classification, we employ a
Convolutional Neural Network (CNN) architecture with multiple convolutional
layers and pooling operations. In terms of accuracy, precision, recall, and F1
score, the experimental results indicate that our proposed deep learning method
outperforms conventional machine learning techniques. In addition to this, we do
an error analysis in order to identify challenging scenarios and give insight into the
constraints as well as prospective improvement areas. The results of this research
provide a significant contribution to the field of social media sentiment analysis
and provide evidence of the usefulness of deep learning algorithms for the correct
categorization of sentiments in Twitter data.

Keywords: Support vector machine · Naïve Bayes · Convolution Neural
Network

1 Introduction

The fast growth of social media platforms has led to an explosion of user-generated
content, which has led to a vast quantity of text data holding significant insights and
emotions. This data has resulted in an explosion of user-generated content. It is crucial
for a variety of applications, including brandmonitoring, reputationmanagement,market
analysis, and public opinion monitoring, to have a solid understanding of the sentiment
that is being communicated in these social media posts. When it comes to the process
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of automatically evaluating and categorising the feelings that are included in textual
material, techniques from the discipline of Natural Language Processing (NLP) play an
incredibly essential role.

The goal of this study is to offer a novel approach to assessing the sentiments
expressed in social media communications, particularly Twitter data. Sentiment analy-
sis, often known as opinion mining, is a method for gauging the tone of a written item.
This analysis classifies the text as good, negative, or neutral, depending on the results.
Our goal is to accurately categorise the mood conveyed in tweets so that we can pro-
vide useful insights on the evolution of public opinion and the emergence of sentiment
patterns.

Traditional machine learning algorithms, such as Support Vector Machines (SVM)
and Naive Bayes (NB), and built features have hitherto formed the backbone of
approaches to evaluating social media sentiment. These methods have demonstrated
some success, but they still have some ways to go before they fully convey the full rich-
ness and complexity of spoken language. Convolutional Neural Networks (CNNs) and
other recent advancements in deep learning have improved performance in many NLP
tasks. Sentiment analysis is one such activity.

In this research, we offer a method for assessing the sentiment of social media
postings that is based on deep learning. We have a hypothesis that suggests that more
accurate sentiment categorizationmay be achieved by combiningword embeddings with
a CNN architecture. CNNs are superior to word embeddings when it comes to capturing
local patterns and dependencies in textual data. Word embeddings are able to capture
the semantic links that exist between words and give rich contextual information.

In order to determine whether or not the approach that we have presented is effective,
we undertake in-depth tests using a benchmark dataset consisting of tagged tweets. Our
deep learning model’s accuracy, precision, recall, and F1 score are compared to those
of SVM and NB, two classic machine learning methods. In addition, we do an error
analysis in order to have a better understanding of the limitations of the technique and
the challenging scenarios it faces.

This study makes a contribution by putting forward an innovative deep learning-
based method for analysing sentiment in social media messages, with a specific focus on
Twitter data. We expect that by utilising the capabilities of word embeddings and CNNs,
we will be able to achieve more accuracy and sentiment classification performance than
is possible usingmore traditional machine learningmethods. This research will illustrate
the usefulness of deep learning approaches for accurate categorization of sentiment in
Twitter data, as well as contribute to the area of sentiment analysis in social media, which
it will help advance.

The following is the order in which the subsequent sections of this article are pre-
sented: The third section offers a complete review of the existing research on sentiment
analysis and deep learning for natural language processing, which can be found in the
existing literature. In the fourth section, both the methodology and the recommended
technique are broken out in great depth. In the fifth section, we present the experimen-
tal design as well as the findings of our comparison study. The findings are discussed
in the sixth part, along with potential limits and possibilities for development, which
are offered as insights. The essay is brought to a close in the seventh section, which
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reviews the most important takeaways from the research and outlines potential avenues
for further investigation.

2 Literature Survey

Paper Key Findings Future Scope

[1] Wang, S., & Manning, C.
D. (2020)

Using bag-of-words models
and bigram features, this
paper introduces simple and
effective baselines for
sentiment analysis and topic
categorization

Future research might look at
more advanced feature
representations and deep
learning approaches

[2] Tang, D., Qin, B., & Liu,
T. (2020)

Propose a document
modelling strategy with
external focus on sentiment
classification, leveraging
external sentiment
knowledge to enhance
model performance

Incorporating a wider variety of
external knowledge sources and
evaluating the approach across
various domains require
additional research

[3] Zhang, Y., Wallace, B., &
Huang, R. (2020)

Examines opinion mining
and sentiment analysis
techniques for social media
data, emphasising
approaches, challenges, and
prospective developments

Future research could focus on
addressing challenges related to
social media-specific
characteristics, such as noise
and context dependence

[4] Devlin, J., Chang, M. W.,
Lee, K., &Toutanova, K.
(2019)

Introduces BERT, a
pre-trained language model
based on the Transformer
architecture that has a
significant impact on NLP
tasks such as sentiment
analysis

Future research can focus on
enhancing the BERT
architecture, training
methodologies, and techniques
for sentiment analysis tasks

[5] Li, X., Zhang, W., Wang,
Y., & Ji, H. (2021)

Provides an exhaustive
overview of sentiment
analysis, highlighting the
importance of opinion
mining and discussing
numerous techniques and
obstacles

Future research directions could
include the development of
more precise opinion extraction
methods and the resolution of
problems associated with
subjective data

[6] Sun, C., Huang, L., Qiu,
X., Zhang, X., & Huang, X.
(2020)

Propose a method for
aspect-based sentiment
analysis using BERT and
auxiliary sentences to
characterise sentiment
relations between opinion
words and aspects

Future research could
investigate the incorporation of
more complex contextual
information and the evaluation
of the method across various
domains and languages

(continued)
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(continued)

Paper Key Findings Future Scope

[7] Chen, Q., Zhu, S., Ling, Z.
H., Wei, Y., & Jiang, H.
(2020)

Examines the use of BERT
for question-answering
tasks and proposes an
enhanced model that makes
use of historical context to
increase performance

Future research could
concentrate on developing more
sophisticated models that utilise
historical context effectively
and examining their application
in real-world
question-answering scenarios

3 Methodology

3.1 Data Preprocessing

In order to get the data from social media platforms ready for sentiment analysis, a
number of preprocessing steps are carried out. To begin, the text is tokenized, which
means that it is broken down into its component words and subword units. After that,
we get rid of any stop words and unnecessary punctuation in order to quiet the noise
and make the future processing processes more effective. In addition, procedures such
as stemming or lemmatization are used in order to standardise the words and limit the
number of different inflectional forms.

Before doing an analysis on the text data (X_train and X_test), it is necessary to first
perform preprocessing techniques like as tokenization, stemming, and any others that
may be needed.

3.2 Feature Extraction

Word embeddings are utilised by our company in order to extract the semantic infor-
mation included inside the text. Word embeddings are dense vector representations that
embody the contextual meaning of words. These representations are determined by the
distributional features of words. We begin by providing the word representations with
pre-trained word embeddings, such as those generated by Word2Vec or GloVe, both of
which have been trained using substantial corpora.

Word vectors that have been through previous training are used to seed the matrix
of word embeddings (W).

X_train_embeddings is equal to W multiplied by X_train.

3.3 Convolutional Neural Network (CNN) Architecture

A CNN architecture is utilised in our suggested technique in order to identify regional
patterns and relationships hidden within the text data. CNN is made up of a number of
layers, the most notable of which are the fully connected, convolutional, and pooling
layers.



A Novel Technique for Analyzing the Sentiment of Social Media Posts 267

Set the initial values for the parameters of the CNN model. These include the filter
weights (K), the bias (b), the pooling function, and the activation function, amongst other
hyperparameters.

The convolutional layers function by applying a collection of filters of differing
sizes to the representation of the text that is being fed into the network. This gives
the network the ability to recognise a variety of patterns or features at varying degrees
of granularity. In order to extract features from the input text, these filters perform
element-wise multiplication and summation while also scanning the text using a sliding
window.

K multiplied by X-train embeddings plus b equals Conv.
The dimension of the representations is decreased by the pooling layers, which

achieve this by downsampling the feature maps that were formed by the convolutional
layers. In most cases, we use max pooling, which is a technique that maintains the
characteristics that are most noticeable by picking the value that is highest in each
section of the feature map.

Pool equals MaxPool(Conv).
The output of the pooling layers is then flattened before being transferred to fully

connected layers. These fully connected layers subsequently carry out nonlinear trans-
formations and learn representations at higher levels. The last layer of the network is
a softmax layer, and its function is to build a probability distribution across the three
different types of emotion (positive, negative, or neutral).

Calculate the output of the layers that are fully interconnected as follows:
W_fc multiplied by Pool plus b_fc equals f(Z).

3.4 Training and Optimization

For the training of our sentiment analysis model, we make use of a labelled dataset con-
sisting of social media postings that have sentiment annotations. The dataset is divided
into three distinct sets: the training set, the validation set, and the test set. During the
training process, the model parameters are improved by minimising an appropriate loss
function, such as cross-entropy loss, with the assistance of an optimisation algorithm,
such as stochastic gradient descent (SGD) or Adam. Y = Softmax(Z).

Regularisation strategies, such as dropout or L2 regularisation, are utilised to prevent
overfitting. This is accomplished by lessening the model’s reliance on certain charac-
teristics and increasing its capacity for generalisation. To improve the performance of
the model, we make adjustments to its hyperparameters, using the validation set as a
guide. These include changing the learning rate, the sample size, and the regularisation
strength.

3.5 Inference and Sentiment Classification

When the training is complete, the model is put to use to classify the emotions conveyed
in social media messages that have not been read. We next input the text that has been
preprocessed into a CNNmodel that has been trained, which then generates a probability
distribution across the sentiment classes. The class label that has the highest probability
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is the one that we identify as the projected sentiment for the input that was supplied
Fig. 1.

Y_test is equal to the softmax of Z_test.
The formula for calculating X_test_embeddings is as follows: X_test_embeddings

=W * X_testZ_test = f(W_fc * Pool(X_test_embeddings) + b_fc).

Fig. 1. Architectural diagram for analyzing the sentiment of social media posts using deep
learning techniques

4 Results and Experimental Analysis

In this part of the article, we will discuss the experimental setup that was utilised to
evaluate the efficiency of our suggested approach for the analysis of the sentiments
included inside social media postings. In this study, we evaluate the performance of our
deep learning model in comparison to that of more conventional approaches to machine
learning, specifically Support Vector Machines (SVM) and Naive Bayes (NB).

4.1 Dataset

For the purpose of our research, we make use of a benchmark dataset that is comprised
of labelled postings from several social media platforms, with a particular emphasis on
performing sentiment analysis on Twitter data. The tweets that make up the collection
are very numerous, and each one is annotated with a label indicating which of three
possible emotions (positive, negative, or neutral) it best represents.

The creation of the Twitter sentiment analysis benchmark dataset involves a number
of steps. The process of data processing is described in detail below.
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• Information is gathered from a number of social media sites, although Twitter is the
main focus.

• Detailed positive, negative, and neutral labels are assigned to each and every tweet
in the collection.

• Training, validation, and testing sets are generated at random from the dataset.
• To ensure fairness, we ensure that each set contains the same number of instances

from each sentiment class. This prevents any one emotion from swaying the creation
or assessment of our models.

• Tokenizing, lowercasing, and eliminating special characters from tweets are all
examples of preprocessing that can be used.

• It serves as a standard for research into sentiment analysis on social media and as a
resource for training and assessing models using data from Twitter.

4.2 Feature Representation

We represent the preprocessed text data with word embeddings, which are meant to
reflect the semantic links that exist between individual words. Word embeddings that
have been trained on large corpora, such as those generated by Word2Vec or GloVe, are
used to provide an initial starting point for the word representations that we create. We
try out a number of different embedding dimensions, and then choose the one whose
results on the validation set are the best.

4.3 Model Configuration

Our Convolutional Neural Network (CNN) has an architecture that is comprised of
numerous convolutional layers, each of which is followed by a max pooling layer. Using
the validation set as hyperparameters, we adjust the total number of filters as well as
the size of the filters. When attempting to capture textual patterns of varying durations,
we experiment with a variety of filter sizes. Following the condensing and feeding of
the output of the pooling layers to the fully connected layers comes the softmax layer,
which is responsible for the categorization of sentiment.

4.4 Training and Evaluation

Ourdeep learningmodel is educatedwith the help of the training set, and the validation set
is utilised to evaluate how well it is performing. During the training phase, we make use
of a suitable optimisation method, such as stochastic gradient descent (SGD) or Adam,
in conjunction with a loss function, such as cross-entropy loss. We train the model for a
predetermined number of epochs or until convergence, with early stopping determined
by the model’s performance on the validation set. This helps us avoid overfitting the
data.

After training, the performanceof ourmodel is assessedutilising a rangeof evaluation
criteria, such as accuracy, precision, recall, and F1 score. This occurs after the training
phase. These metrics offer insight into not just the overall performance of categorization
but also the model’s ability to properly detect positive, negative, and neutral feelings.
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4.5 Baseline Models

We utilise other traditional approaches to machine learning as benchmarks in addition
to the deep learning method that we have presented in order to evaluate its effectiveness.
Both Support Vector Machines (SVM) and Naive Bayes (NB) models are trained using
the same feature representations and preprocessed text input. In order to ensure that the
comparison is objective, we conduct experiments using a variety of baseline setups and
hyperparameters.

4.6 Results and Analysis

Here, we provide the experimental findings, which include the performance metrics
attained by our proposed deep learning model in comparison to the baseline models
(Table. 1) (SVM and NB). In order to ascertain whether or not our approach to the
classification of feelings is successful, we examine and compare the results. In order
(Table. 2) to assess the efficacy of the model with regard to a variety of emotional
classifications, we present not only the overall accuracy but also class-specific measures.

Table 1. Model evaluation with Accuracy, precision, recall, f1-score

Model Accuracy Precision Recall F1 Score

Proposed CNN 0.85 0.86 0.84 0.85

Support Vector Machines (SVM) 0.79 0.81 0.76 0.78

Naive Bayes (NB) 0.72 0.68 0.76 0.72

Table 2. Model evaluation using AUC-ROC, precision and specificity

Model Accuracy Precision Recall F1 Score AUC-ROC Average
Precision

Specificity

Proposed
CNN

0.85 0.86 0.84 0.85 0.92 0.87 0.76

Support
Vector
Machines
(SVM)

0.79 0.81 0.76 0.78 0.88 0.82 0.72

Naive
Bayes
(NB)

0.72 0.68 0.76 0.72 0.8 0.7 0.65

The Art of Hyperparameter Tuning:
In gradient descent optimization, the rate of learning controls the size of the steps taken.
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The number of training instances that are handled in a single iteration is determined
by the batch size.

The convolutional layer’s filter count affects how many hidden nodes are used for
feature extraction. (Fig. 2)

To prevent overfitting, the dropout rate is adjusted during training to a predetermined
value. (Figure. 2)

Comparisons for the metrics for sentimental analysis models:0

Fig. 2. Comparison of metrics for sentiment analysis models

Fig. 3. ROC Curve for receiver operation

Test cases that fit to Model.
Case 1: See if the model can consistently classify Twitter data about how people

feel.
A group of tweets that have different feelings (good, negative, or neutral).
The model should accurately describe how each post makes you feel.
Case 2: Compare the suggested deep learning method to other machine learning

methods like SVM and NB.
The labeled tweet benchmark collection is what you put in.
Compare the suggested method’s accuracy, recall, and F1 score to those of the SVM

and NB models.
Case 3: Figure out how tokenization, removing stop words, and stemming affect the

success of sentiment analysis.
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Text from Twitter that hasn’t been changed in any way before.
Find out if the preprocessing steps improve the accuracy of classifying how someone

feels compared to text that hasn’t been treated.
Case 4: Figure out what impact word embeddings have on how well mood

classification works.
Text from Twitter is put in as word-embedded images.
Compare how well the model works when word embeddings are used for feature

extraction versus when other ways of representing features are used.
Case 5: Look at how well the model works in tough situations and find places where

it could be better.
Input: tweets that are unclear or mean-spirited.
Check how well the model can handle tough situations and look for places where it

might struggle or get things wrong.
Case 6: Use a different set of data to check if the suggested model can be used in

other situations.
A new set of labeled tweets that has nothing to do with the standard dataset.
Expected Outcome: Check how well the model works on data that hasn’t been seen

before to see if it can generalize beyond the training set.

5 Conclusion

In conclusion, our study makes a contribution to the field of sentiment analysis by
presenting a deep learning approach that is able to successfully capture the sentiment of
social media postings. The findings, in addition to showing the benefits of employing
word embeddings and the CNN architecture, also reveal the limits of these tools and
offer prospective areas for improvement. It is possible to improve sentiment analysis in
social media by addressing these constraints and pursuing the indicated research areas.
Doing so will make it possible to have a better understanding of how the general public
feels about various online platforms. In the future, it may be possible to broaden the
scope of this study by improving text representation, domain adaptation, and transfer
learning, as well as by fixing imbalances in the data.
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Abstract. Speech Enhancement is the set of techniques and algorithms aimed
at enhancing the overall quality of speech signals across diverse conditions both
qualitatively and quantitatively. Speech enhancement aims to enhance voice sig-
nals whose quality has been diminished by various kinds of noise or distortion.
Different techniques were adopted in previous years. Researchers have started
working with Machine Learning techniques recently, prior to which they have
followed traditional methods like Wiener Filtering, Spectral Subtraction, etc. The
advancement of machine learning techniques day by day has laid the path for our
work. Our work is to investigate the performance of three models viz., ESPNet-
SE, SpeechBrain MetricGAN+ and SpeechBrain SepFormer models on a mixed
dataset namely VoiceBank and Demand, which has added noise on clean signals.
Among all the models, SpeechBrain MetricGAN+ performed well by approxi-
mately 30.05% on ESPNet-SE and 10.29% on SpeechBrain SepFormer models.
Trained models are publicly available.

Keywords: Speech Enhancement · ESPNet-SE · Generative Adversarial
Network · SepFormer · SpeechBrain MetricGAN+ · SpeechBrain SepFormer

1 Introduction

Speech Enhancement is a specialized domain within signal processing that strives to
enhance the perceptual quality and intelligibility of speech signals that are affected by
external factors such as noise, reverberation, or other forms of interference. It involves
the development and application of algorithms and techniques to estimate and separate
underlying clean speech from corrupting components, while minimizing distortion and
preserving essential characteristics of original speech signal. The primary goal of speech
enhancement techniques is to improve speech intelligibility and improve the overall user
experience across a broad spectrumof applications [1]. The need for speech enhancement
comes when working on activities such as speech recognition [2], speaker diarization [3,
4], hearing aids, speaker identification [5], telecommunications and voice assistants to
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improve quality and intelligibility of speech that has been degraded by the presence of
background noise. The development of speech enhancement models is crucial because
they reduce listener fatigue, especially when the listener is subjected to loud noise levels.
Speech enhancement algorithms work to reduce background noise to a certain degree,
or suppress noise that occurs when a speaker is engaged in communication with others.

There exist numerous scenarios where the enhancement of speech signals is desired
[6]. Consider a scenario where students learning through online meeting platforms typ-
ically suffer from background noise, microphone sensitivity, audio distortions, audio
feedback and compression artifacts. This is where the speech enhancement algorithms
come into picture, such algorithms can be applied at the receiving end to improve the
speech. People who are impaired to listening use hearing aids, experience difficulty in
hearingwhen the background noise is too high. Techniques like spectral subtractionwere
used in such hearing aids to preprocess or clean the audio signals before amplification
[7].

The paper follows a structured flow as outlined. Section 2 provides an overview of
the related work conducted by other researchers in the field of speech enhancement.
It discusses the traditional and existing approaches that have been employed for this
task. Section 3 outlines the methodology employed in the study, including the process of
dataset creation, preprocessing techniques applied, description of the models used, and
evaluationmetrics. Section 4 details the experimental setup, including information about
the hyperparameters of the pre-trained models utilized. Section 5 presents the results of
the experiments, where the performance of the models on the dataset is analyzed.

1.1 Contributions

• A dataset which consists of mixed audio signals from voice bank corpus dataset and
demand dataset, containing various types of noise along with the clean signals. The
curated dataset includes audio recordings with 16 kHz and 8 kHz sampling rates to
accommodate the requirements of different models.

• Evaluating the prepared dataset on ESPNet-SE, SpeechBrain MetricGAN+, Speech-
Brain SepFormer models.

• The prepared data and the source code of model evaluation are publicly available to
benefit the researchers working in this area.

2 Related Work

In this section, we present a comprehensive overview of the recent advancements and
research conducted in the field of speech enhancement. The focus is on summarizing
the significant work carried out in this area. Researchers adopted various techniques to
address this task. Most of the techniques fall into machine learning and deep learning
approaches.

2.1 Traditional Methods

The Spectral Subtractionmethod proposed by Boll et al. is widely studied and adopted
for speech enhancement, aiming to reduce the influence of background noise on the



276 C. Mahesh et al.

speech signal. This technique was introduced in 1979 and it works based on the subtrac-
tion of an estimated noise spectrum from the magnitude spectrum of the noisy speech.
This approach involved dividing the noisy speech signal into frames of short duration
and calculating the magnitude spectrum of each frame using the Fast Fourier Transform
(FFT). This method assumes that every frame consists of stationary noise only, which
is not the case in real-life scenarios. This can lead to imprecise noise estimation, con-
sequently diminishing the effectiveness of spectral subtraction. To evaluate the perfor-
mance of the method, metrics such as signal-to-noise ratio (SNR), perceptual evaluation
of speech quality (PESQ), and mean opinion score (MOS) were utilized [8–10].

Adaptive wiener filtering was introduced in 2008 by Abd El-Fattah, M., et al.
This approach utilizes a Short-Time Fourier transform (STFT) for the conversion of
the noisy speech signal into frequency domain representation. This method estimates
the statistical properties of the noisy input signal and then filters noisy components in
the frequency domain. This method uses SNR to calculate filter coefficients to create
a balance between noise suppression and speech preservation. The performance of the
method was evaluated using signal-to-noise ratio improvement (SNRI) and PESQ [11].

Due to their interpretability and simplicity, traditional approaches like spectral sub-
traction and Wiener filtering have been frequently employed, however they can have
difficulties when dealing with non-stationary and dynamic noise circumstances. Deep
learning models, on the other hand, offer the promise for enhanced generalization and
flexibility to various noise environments, but they demand a significant amount of labeled
data and may be difficult to comprehend. Additionally, research is needed to enhance
the adaptability of deep learning models to handle limited data scenarios, improve their
interpretability, optimize their computational efficiency for real-time applications, and
develop techniques for reliable uncertainty estimation.

2.2 Deep Learning Models

Wave-U-Net: Macartney et al. proposed adeep learningmodel that is specially designed
for the audio source separation and enhancement tasks. It is built upon the U-Net archi-
tecture, a widely used model in image segmentation. The Wave-U-Net works directly in
the time domain and takes raw audio waveforms as input. The performance of the model
is evaluated on the benchmark datasets using SNR, PESQ, and STOI. The computational
complexity of the Wave-U-Net model may require significant resources for training and
interference [12].

Dual-Path RNN (DPRNN): Luo et al. A novel approach has been proposed for effec-
tively modelling long sequential inputs using a combination of different types of recur-
rent neural network (RNN) layers. The idea revolves around dividing the input sequence
into smaller segments and employing two RNNs: one within each segment (intra-chunk
RNN) and one that considers the relationships between segments (inter-chunk RNN).
This enables both local and global modelling of the input data. During training, the
model is optimized by reducing the disparity between the improved speech signal, and
the original clean speech signal using loss functions like mean square error (MSE) or
SNR. While DPRNN has proven to be successful in modelling long sequential inputs,
it may not be the best option for all types of speech processing tasks. A drawback of
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DPRNN is its reliance on a substantial amount of training data to achieve optimal per-
formance. This can pose a challenge in certain applications where obtaining a sufficient
quantity of labeled data is difficult [13].

ESPnet-SE: ESPnet-SE is a toolkit for speech enhancement and separation that pro-
vides a unified framework for developing systems to improve speech quality and sepa-
rate sources, by Li, Chenda, et al. It supports various models, including time-frequency
masking networks, neural beamformers, and time-domain models, and provides multi-
ple loss functions for training these models. The toolkit also includes evaluation metrics
for assessing the performance of both the speech enhancement and the speech separa-
tion systems. Additionally, ESPnet-SE offers optional downstream speech recognition
integration, allowing users to evaluate the impact of the speech enhancement and the
separation on speech recognition performance. The toolkit has been evaluated on several
benchmark datasets, and its implementations have achieved promising results on these
datasets [14].

The SpeechBrain MetricGAN+: This model was proposed by Fu, Szu-Wei, et al. It
enhances speech signals by removing noise and other distortions while preserving their
quality. The model uses a combination of various training techniques that include multi-
task learning, adversarial training, and a learnable sigmoid function to optimise objective
metrics such as PESQ and STOI. Experimental results have shown that MetricGAN+
was effective in improving speech quality and achieved state-of-the-art results [15].

The SpeechBrain SepFormer: This model mainly focuses on speech separation along
with speech enhancement, which reduces background noise and distortions. The authors
Subakan, Cem, et al. have introduced a novel structure of a neural network model for
speech separation called SepFormer. Unlike the traditional RNNs and LSTM models,
the SepFormer employs a masking technique that is composed of transformers only. The
masking technique is commonly utilized to separate the speech signal from background
noise or distortion. This approach has demonstrated exceptional performance on standard
datasets, establishing itself as state-of-the-art in the field [16].

Table 1. Comparison table for various models

Models PESQ STOI SSNR

Spectral Subtraction 2.13 0.897 4.52

Adaptive Weiner Filtering 2.22 0.902 5.07

Wave-U-Net 2.40 0.915 15.41

DPRNN 3.07 0.928 15.53

ESPnet-SE 3.25 0.953 15.94

MetricGAN+ 3.15 0.972 18.23

SepFormer 3.08 0.923 17.61

A sample of 10 audio signals is taken and are fed as inputs to the various models
above and Table 1. was formulated with the results from various models specified above.
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It is evident from Table 1. that ESPNet-SE, SpeechBrain MetricGAN+, and SepFormer
have exhibited remarkable performance and achieved state-of-the-art results in the realm
of speech enhancement techniques. Therefore, the objective of our study is to evaluate
the performance of these three models on our custom Voicebank+Demand dataset that
we have created.

3 Methodology

This section of the paper is divided into three subparts, where the first subpart provides
a clear view of the processes followed while creating the corpus and sampling the audio
signals tomeet the requirements of the variousmodels.While the second subpart provides
a detailed description of the pre-trained models that have been chosen to evaluate on our
custom dataset, the third subpart of this section gives insights into the evaluation metrics
that were taken into account to compare the enhanced signal and the corresponding clean
signal.

Fig. 1. Architectural Diagram

Figure 1 depicts the creation of the corpus from voice bank and demand datasets,
which are then merged to create a VoiceBank + Demand dataset. To meet the model’s
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requirements, the sampling rates of the audio signals are converted to 16 kHz and 8 kHz.
The pre-trained models are loaded into the Google Colaboratory Notebooks for evaluat-
ing the performance of the model against the dataset, which was split into training and
testing sets.

Our work leverages the Voice Bank + Demand dataset to generate the denoised
speech signals. Threemodels, ESPNet-SE, SpeechBrainMetricGAN+, and SpeechBrain
SepFormer, are tested for speech enhancement on this dataset, and their performance is
evaluated.

3.1 Dataset

The dataset consists of 12,396mixed audio records sourced from the Voice Bank corpus,
and the Demand dataset. It combines speech signals with various types of noise and
the corresponding clean signals to evaluate the performance of different models. Both
datasets are available publicly and are used for research purposes. The 300 h of speech
data in the Voice Bank dataset of 500 healthy speakers with a range of accents and
speaking styles are represented in the recordings [17]. The audio signals are crystal
clear and of good quality. The speech signals are offered inWAV format, 16-bit, 48 kHz.
Each speaker’s audio is kept in a separate folder to make it easy to access their own
audio. The Demand dataset comprises a diverse collection of 16 environmental noise
recordings, including sounds such as car noise, babble noise, factory noise, and more.
The noise signals are provided in 16-bit, 16 kHz WAV format.

Various speakers’ audios from the voice bank dataset are merged with various noisy
signals from the demand dataset and added into a new dataset, VoiceBank+Demand.
The merging process is done with the help of the librosa1 library in Python as shown in
Fig. 2; the audio recordings sum up to 12396 noisy recordings. The generated dataset
consists of 12,396 noisy recordings along with corresponding clean signals.

Among our three models, two of them, namely ESPNet-SE and SpeechBrainMetric-
GAN+, use 16 kHz sampling rate audio signals, and the SpeechBrain SepFormer model
uses 8 kHz sampling rate audio signals. To meet this requirement, our dataset is made
in such a way that it contains recordings of both 16 kHz and 8 kHz sampling rates in
separate folders. The sampling rates are converted to the desired values using the Scipy2

library in Python. Figure 2 shows a clear process for the creation of the dataset. The
dataset is now split into training and testing sets, with 11572 recordings for the training
set and 824 recordings for the test set for the models that require 16 kHz and 8 kHz
sampling rates [18].

3.2 Trained Models

ESPnet- SE
The ESPnet speech enhancement model utilizes a modified version of the Conv-TasNet
architecture [19]. Conv-TasNet was initially designed for the task of speech separation,

1 Librosa—librosa 0.10.0 documentation.
2 SciPy documentation—SciPy v1.10.1 Manual.
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Fig. 2. Merging process followed to obtain mixed dataset VoiceBank + Demand

but it has been adapted for the speech enhancement task in this case. The encoder,
separator, and decoder are the three primary parts of the model. By lowering noise and
interference, these parts combine to enhance the quality of the incoming speech signal.

Encoder:This component in ESPNet takes an input noisy audio waveform and processes
it through 1D convolutional layers. These layers capture different aspects of the audio
signal, such as spectral and temporal characteristics.

Decoder: This component in ESPNet-SE takes enhanced audio signals that have been
separated from noise and reconstructs clean speech. It uses 1D convolutional layers to
un-sample the masked signal and generate the final output. The decoder’s purpose is to
remove noise and interference.

Separator Component: The separator component uses the encoded features generated
by the encoder to separate the speech and the noise components of the input signal.
It typically consists of additional 1D convolutional layers that further process masked
features to remove any remaining noise and interference.

Training: This model is trained to improve speech quality by reducing noise and inter-
ference. This process makes use of a loss function called SI-SNR, which measures the
similarity between the predicted and clean speech signals. The training data is divided
into batches for efficient processing. This toolkit was trained using the CHiME-4 dataset,
which consists of a large number of noisy speech recordings made in a variety of every-
day environments. The model learns to map a noisy input to a clean speech output during
training. It adjusts its parameters using gradient descent and backpropagation to min-
imise the SI-SNR loss. The model goes through multiple epochs, where it processes
the training data, computes the loss, and updates its parameters. Throughout training,
the model learns to extract features, separate speech from noise, and reconstruct clean
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speech. The goal is to enhance speech quality in real-world situations with noise and
reverberation [14].

SpeechBrain MetricGAN+
The SpeechBrain MetricGAN+ uses a generative adversarial network (GAN) [20] to
generate high-quality signals from degraded or noisy signals. The generator and the
discriminator are the two main parts of the model.

Generator: The noise-filled input signal is converted into a clean, better signal with
fewer noise and distortion using the generator.

Discriminator: The discriminator plays a major role in differentiating the optimised
output signal from the corresponding clean, high-quality signal. It also contains a deep
neural network that classifies if the output is actually a clean signal or not.

Training: It uses a combination of adversarial and metric-based training. The genera-
tor and discriminator models are trained in such a way that one outperforms the other.
Adversarial training focuses on enhancing the performance of the model by training it to
generate more realistic samples that can fool a discriminator. The feedback mechanism
comes from the discriminator. Discriminator, which provides feedback to the generator
by classifying the input signal to it. The generator then adjusts to give a more realistic
output. Adversarial training involves optimising the generator and discriminator simul-
taneously. It also involves a loss function that measures the difference between generated
samples and real samples. During training, the parameters of the generator and discrim-
inator are updated using the learnable sigmoid loss function. During the training phase,
stochastic gradient descent (SGD) with a learning rate of 2e-5 was used to optimise the
model’s parameters [15].

SpeechBrain Sepformer
Model Architecture: The SpeechBrain SepFormer model architecture consists of an
encoder, a transformer-based decoder [21], and a mask estimator.

Encoder: This component receives the noisy speech signal as input and transforms
it into a high-dimensional feature representation. Typically, the encoder consists of
convolutional layers followed by a self-attention mechanism that captures long-range
dependencies in the input signal.

Transformer-Based Decoder: The transformer-based decoder takes the encoded features
as input and generates the clean speech signal as output. The decoder is composed of
multiple layers of transformer blocks, where each block contains a multi-head self-
attention mechanism and a feed-forward neural network. The transformer blocks enable
the model to capture complex dependencies between different parts of the input signal
and generate a high-quality, clean speech signal.

Mask Estimator: The mask estimator is responsible for estimating the binary masks that
indicate which parts of the input signal are noise and which parts are speech. The mask
estimator is typically composed of a feed-forward neural network that takes the encoded
features as input and generates a binary mask for each time-frequency bin in the input
signal.
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Training: The SpeechBrain SepFormer speech enhancement model was trained on a
dataset of noisy and clean speech signals called the DNS Challenge dataset. The dataset
consists of 16,000 audio clipswith a duration of 3 s each. The audio clipswere recorded in
four different noisy environments: babble, car, street, and train. STFT features were used
for pre-processing the audio signals. The MSE function was employed to quantify the
dissimilarity between the predicted clean speech signal and the ground truth clean speech
signal. Additionally, binary cross-entropy loss was utilized to minimize the disparity
between the estimated binary mask and the ground truth binary mask. During training,
the model was optimized using the Adam optimizer with a learning rate of 0.001 and a
batch size of 32. The training procedure spanned 100 epochs, and the model with the
lowest validation loss was chosen as the final model. [16].

3.3 Evaluation Metrics

All three models were evaluated against various metrics for speech enhancement based
on the training and testing sets. STOI, SSNR, PESQ, and composite objective metrics
(COVL, CBAK, and CSIG) were used to assess the models’ performance [22, 23].

Segmental Signal-to-Noise Ratio(SSNR): A voice or audio signal’s energy is com-
pared to the energy of the background noise in the same signal segment to calculate
the SSNR. A higher SNR value indicates that the model has succeeded in reducing the
noise, thereby producing quality output [22, 23].

Perceptual Evaluation of Speech Quality(PESQ): It is used to evaluate the improve-
ment of the signal quality achieved by the model. The range of the PESQ score is from
-0.5 to 4.5, where higher values indicate better quality of speech [22, 23].

Short-TermObjective Intelligibility(STOI): It is a measure of similarity between the
enhanced and noisy speech signals. It measures the intelligibility of degraded speech
signals relative to the corresponding clean signal. It ranges from 0 to 1 [22, 23].

COVL: It is a measure of how well the enhanced speech signal matches the clean
speech signal [23, 24].

CBAK: It quantifies how well the algorithm is able to suppress or remove the
background noise in the enhanced speech signal [23, 24].

CSIG: It measures the amount of residual echo or reverberation that is present in the
enhanced speech signal [23, 24].

The higher the values of COVL, CBAK, and CSIG, the better the enhanced speech
signal.
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4 Experiment

We conducted our experimentation using Google Colaboratory (Colab)3 notebooks,
a cloud-based Python environment. The experiments were implemented and exe-
cuted within Colab, leveraging its built-in libraries and computing resources. The
hyperparameters employed in our work are tabulated in Table 2.

Table 2. Parameters of the adapted models

Models → ESPnet-SE MetricGAN+ SepFormer

No of Parameters 8,645,184 1,895,514 25,613,569

Loss Functions MSE, SI-SNR MSE, PESQ SI-SNR

Model Size 9695.76 MB 151.85 MB 40353.41 MB

Memory Usage 252.932 MB 209.630 MB 942.521 MB

Activation Function ReLU, Sigmoid & tanh Learnable Sigmoid Function GeLU

From Table 2, EPSNet-SE, MetricGan+, and SepFormer differ in terms of their
number of parameters, loss functions, model size, memory usage, and activation
functions.

EPSNet-SE,with 8,645,184 parameters, is amodel that utilises various loss functions
for different objectives. The mask approximation loss employs MSE and cross-entropy
(CE) cost functions. The signal approximation loss is based on MSE, and the metric-
based loss uses scale-invariant SNR as the metric. The model has a size of 9695.76 MB
and requires 252.932 MB of memory. The activation functions used in EPSNet-SE
include ReLU, sigmoid, and tanh.

MetricGan+, on the other hand, has 1,895,514 parameters. The model primarily
utilises SI-SNR as the loss function. It has a smaller model size of 151.85 MB and a
memory usage of 209.630MB. The activation function used inMetricGan+ is a learnable
sigmoid function.

Lastly, SepFormer has 25,613,569 parameters. The model utilises MSE and PESQ
as the loss functions. SepFormer has the largest model size among the three, with
40353.41 MB, and requires 942.521 MB of memory. The activation function used in
SepFormer is GELU (Gaussian Error Linear Units).

These models are designed for speech enhancement tasks, aiming to enhance the
quality and intelligibility of speech signals. The differences in their architectures, param-
eters, loss functions, model sizes, memory usage, and activation functions provide
options for researchers and practitioners to choose the model that suits their specific
requirements and constraints in terms of computational resources and performance

3 Welcome To Colaboratory - Colaboratory (google.com).
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objectives. Trained models are publicly available in Github and Hugging Face Platforms
ESPnet-SE4, SpeechBrain MetricGan+5and SpeechBrain SepFomer.6

The following figures depict the waveforms of clean, noisy and enhanced audio
signals.

Fig. 3. Audio waveform of clean signal

Fig. 4. Audio waveform of clean+noisy signal

Fig. 5. Audio waveform of an Enhanced signal

Figure 3 presents audio waveform of clean audio signal i.e., when there is no noise
in the speech signal, Fig. 4 presents the waveform for an audio signal that consists of

4 ESPNet-SE: https://github.com/ESPNet/ESPNet.
5 SpeechBrain MetricGAN+: https://huggingface.co/speechbrain/metricgan-plus-voicebank.
6 SpeechBrain SepFormer: https://huggingface.co/speechbrain/sepformer-whamr-enhancement.

https://github.com/ESPNet/ESPNet
https://huggingface.co/speechbrain/metricgan-plus-voicebank
https://huggingface.co/speechbrain/sepformer-whamr-enhancement
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speech along with the noise while Fig. 5 presents the general waveform for an enhanced
audio signal when passed to a specific model (MetricGAN+ here).

5 Results

From the Table 3, the performance of three existing speech enhancementmodels, namely
ESPNet-SE, SpeechBrain-MetricGan+, and SpeechBrain- SepFormer, was evaluated
using variousmetrics, includingSSNR, PESQ, STOI,CSIG,CBAK, andCOVL. In terms
of SSNR, all models achieved negative values, indicating a reduction in noise. Among
the models, SpeechBrain-MetricGan+ demonstrated the highest PESQ scores, outper-
forming both ESPNet-SE and SpeechBrain-SepFormer by approximately 39.05% and
10.29%, respectively. Regarding STOI, SpeechBrain-MetricGan+ achieved the highest
scores on the test set. Additionally, SpeechBrain-MetricGan+ exhibited the best perfor-
mance in terms of CBAK, CSIG, and COVLmetrics, surpassing the other models. These
results highlight the superior performance of SpeechBrain-MetricGan+ in enhancing
speech quality and reducing noise compared to the other evaluated models.

Table 3. Performance Evaluation of models using metric

Existing Models Train/Test SSNR PESQ STOI CSIG CBAK COVL

ESPnet-SE Train −7.304 1.892 0.869 2.585 1.811 2.197

Test −7.258 2.233 0.932 3.140 2.031 2.668

SpeechBrain-MetricGAN+ Train −0.797 2.731 0.866 3.303 2.609 2.983

Test −0.191 3.108 0.925 3.725 2.894 3.403

SpeechBrain-SpeFormer Train −4.133 2.617 0.873 3.109 2.321 3.110

Test −4.167 2.818 0.893 3.307 2.810 3.890

6 Conclusion

This paper investigated and compared the performance of three speech enhancement
models, namely ESPNet-SE, SpeechBrain-MetricGan+, and SpeechBrain-SepFormer.
The evaluation was based on various metrics, including SSNR, PESQ, STOI, CSIG,
CBAK, and COVL. The results indicate that SpeechBrain’sMetricGan+ outperforms the
other models across multiple metrics. It achieves higher PESQ scores, indicating better
perceived speech quality, compared to both ESPNet-SE and SpeechBrain-SepFormer.
Furthermore, SpeechBrain-MetricGan+ demonstrates superior performance in terms of
STOI, CBAK, CSIG, and COVLmetrics, highlighting its effectiveness in reducing noise
and enhancing speech signals. These findings suggest that SpeechBrain-MetricGan+ is
a promising model for speech enhancement tasks, offering improved speech quality and
noise reduction capabilities. The superior performance of SpeechBrain and MetricGan+
underscores their potential for real-world applications that require high-quality speech
processing.



286 C. Mahesh et al.

References

1. Benesty, J., Makino, S., Chen, J. (eds.): Speech Enhancement. Springer Science & Business
Media, Heidelberg (2006). https://doi.org/10.1007/3-540-27489-8

2. Bai, Z., Zhang, X.-L.: Speaker recognition based on deep learning: an overview. Neural Netw.
140, 65–99 (2021)

3. Park, T.J., et al.: A review of speaker diarization: recent advances with deep learning. Comput.
Speech Lang. 72, 101317 (2022)

4. Arla, L.R., Bonthu, S., Dayal, A.: Multiclass spoken language identification for indian lan-
guages using deep learning. In: 2020 IEEE Bombay Section Signature Conference (IBSSC),
pp. 1–2. IEEE (2020)

5. Tirumala, S.S., et al.: Speaker identification features extraction methods: a systematic review.
Expert Syst. Appl. 90, 250–271 (2017)

6. Gogate, M., et al.: CochleaNet: a robust language-independent audio-visual model for real-
time speech enhancement. Inf. Fusion 63, 273–285 (2020)

7. Loizou, P.C.: Speech Enhancement: Theory and Practice. CRC Press (2013)
8. Boll, S.: Suppression of acoustic noise in speech using spectral subtraction. IEEE Trans.

Acoust. Speech Signal Process. 27(2), 113–120 (1979)
9. Kumar, B.: Spectral subtraction using modified cascaded median based noise estimation for

speech enhancement. In: Proceedings of the Sixth International Conference on Computer and
Communication Technology 2015, pp. 1–2 (2015)

10. Kumar, B.:Mean-median based noise estimationmethod using spectral subtraction for speech
enhancement technique. Indian J. Sci. Technol. 9, 1–6 (2016)

11. Abd El-Fattah, M., et al.: Speech enhancement using an adaptive wiener filtering approach.
Prog. Electromagnet. Res. M 4, 167–184 (2008)

12. Macartney, C., Weyde, T.: Improved speech enhancement with the Wave-u-Net. arXiv pre-
print arXiv:1811.11307 (2018)

13. Luo, Y., Chen, Z., Yoshioka, T.: Dual-Path RNN: efficient long sequence modeling for
time-domain single-channel speech separation. In: ICASSP 2020–2020 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 1–2. IEEE (2020)

14. Li, C., et al.: ESPnet-SE: end-to-end speech enhancement and separation toolkit designed
for asr integration. In: 2021 IEEE Spoken Language Technology Workshop (SLT), pp. 1–2.
IEEE (2021)

15. Fu, S.-W., et al.: MetricGAN+: an improved version of MetricGAN for speech enhancement.
arXiv preprint arXiv:2104.03538 (2021)

16. Subakan, C., et al.: Attention is all you need in speech separation. In: ICASSP 2021–2021
IEEE International Conference onAcoustics, Speech and Signal Processing (ICASSP), pp. 1–
2. IEEE (2021)

17. Veaux, C., Yamagishi, J., King, S.: The voice bank corpus: design, collection and data anal-
ysis of a large regional accent speech database. In: 2013 International Conference Oriental
COCOSDA Held Jointly with 2013 Conference on Asian Spoken Language Research and
Evaluation (O-COCOSDA/CASLRE), pp. 1–2. IEEE (2013)

18. Koyama, Y., et al.: Exploring the best loss function for DNN-based low-latency speech
enhancement with temporal convolutional networks. arXiv preprint arXiv:2005.11611 (2020)

19. Luo, Y., Mesgarani, N.: Conv-TasNet: surpassing ideal time-frequency magnitude masking
for speech separation. IEEE/ACMTrans. Audio Speech and Lang. Process. 27(8), 1256–1266
(2019)

20. Creswell, A., et al.: Generative adversarial networks: an overview. IEEE Signal Process. Mag.
35(1), 53–65 (2018)

https://doi.org/10.1007/3-540-27489-8
http://arxiv.org/abs/1811.11307
http://arxiv.org/abs/2104.03538
http://arxiv.org/abs/2005.11611


Comparative Analysis of Pretrained Models 287
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Abstract. The article covers enhancements to the generative adversarial network
(GAN)model’s architecture and training, enabling stable training in the absence of
sufficient data. An improved generative adversarial network (GAN) architecture
has been proposed. These improvements are then applied to the augmentation of
a dataset on tyre joint defects, which is utilised for classification applications. The
dataset used has a higher percentage of conformity images and is quite uneven.
It is difficult to create precise defect classification models given this uneven and
constrained dataset of defect identification. So, in the work that is being presented,
research is done to expand the defect dataset and improve the balance between
the various defect classifications. Indeed, the quality of generated images has con-
siderably improved as a result of recent developments in generative adversarial
networks (GANs). Deep learning models in the GAN class combine a gener-
ator network with a discriminator network. The current study reveals that the
recommended augmented GAN model is useful in enhancing the performance
classification model under a small dataset. The generated effects of progressed
GAN are evaluated using the Fréchet Inception Distance (FID) score, which indi-
cates extensive development over the styleGAN architecture. Additional dataset
augmentation exams making use of generated photos monitor a 10% boom in
category version precision in comparison to the preliminary dataset. To evaluate
the effectiveness of GAN-generated picture augmentation, PCA plots can be used
to visualize the distribution of real and augmented images in a lower-dimensional
space.

Keywords: Generative Adversarial Network (GAN) · Data Augmentation ·
defect diagnosis · insufficient dataset

1 Introduction

Today, with little data, deep learning systems in the field of computer vision might
suffer greatly. With an unbalanced dataset, the deep learning model’s accuracy may
further deteriorate. In the literature [1–5], it has been shown that, in the field of medical
images, the availability of large datasets is very poor where it is needed to generate
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images that are similar to the original images. The task of defect identification in an
automated inspection process requires the model to locate defects in the input images
and categorize them according to the type of defect. The procedure of gathering images
for training such a model takes time because samples must be collected over time from
the pertinent inspection line. Another drawback of this dataset is that it may contain a
disproportionately high number of samples from the normal class. This is clear since
every invention process is built to create samples that comply. Producing normal samples
from the invention process to balance the dataset is extremely unrealistic and expensive.

To improve the dataset that is now accessible, common picture augmentation tech-
niques have been created. These methods change the original images using label-
invariant and semantically preserved transformations. Such methods include focusing in
and out, arbitrary flips, arbitrary shifts, rotations, and brightness changes, among others.
Sincemost augmented images are only changes to existing images, their utility in captur-
ing the entire probability distribution of an input dataset is limited. Furthermore, the use
of these strategies depends on the problem. Generative Adversarial Networks (GANs)
have been investigated as a potential solution to address data augmentation issues, espe-
cially in improving the precision of classification for recognizing defects. Conventional
data augmentation techniques, such as image rotation, flipping, or scaling, have limita-
tions in their ability to generate diverse and realistic variations of the original data. GANs
offer a promising approach to overcome these shortcomings and generate synthetic data
that can effectively enhance classification tasks. The primary training goal for GANs is
to confine the distribution of actual data. The GAN characteristic is especially useful for
jobs involving augmentation because GAN-generated images would completely cover
the underlying distributions of real datasets. Additionally, it may result in less overfitting
of the classification model.

To handle the low and unbalanced datasets at hand, the research effort reported
in this paper explores current state-of-the-art developments in GAN. Changes to the
GAN architecture, loss function, data augmentation, and regularization approaches are
all included in these upgrades. The approach focuses on extracting tiny features from
larger variation-generated images. For a small number of training images, this task is
extremely difficult.

The structure of the paper is as follows: In Sect. 2, discuss the basic GANmodel. The
approaches utilized to enhance the underlying StyleGAN architecture and the specifics
of studies using a suggested improved GAN to create augmented images are described
in Sect. 3. In Sect. 4, GAN training uses regularizing strategies to boost convergence and
stability. Experimental results are discussed in Sect. 5 and the conclusion is followed in
Sect. 6.

2 Related Work

Generative Adversarial Networks (GANs) can generate sample images using the same
distribution as the input real dataset (P data) [6]. GAN consists of a deep neural network
model that is generally employed to produce artificial images in accordance with the
distribution of training data. The GAN’s basic architecture is depicted in Fig. 1.



290 P. Adke et al.

Fig. 1. Basic GAN model

It includes the Generator and Discriminator models. The Generator model’s primary
goal is to produce samples that closely resemble the distribution of real data. The Dis-
criminator, on the other hand, seeks to determine if the samples that are given to it are
authentic or fraudulent.

In GAN, the generator receives a noise vector as an input to produce fresh samples.
The generator network takes a random noise vector, typically drawn from a multivariate
Gaussian distribution, and maps it to the space of the target data distribution. The typical
random distribution used to generate this noise is: The Generator picks up how to cor-
respond features in the output images to common noise. Convolutional neural networks
are modelled as both Generators and Discriminators for image generation problems.
The discriminator model performs down sampling operations that reduce the spatial
dimensions of the input images. It then outputs a probability indicating the likelihood
that the input is a real image from the original dataset. On the other hand, the genera-
tor model performs up sampling or up-convolution operations, also known as transpose
convolution or deconvolution. It takes the noise vector as input and gradually increases
the spatial dimensions of the data to generate synthetic images. The generator aims to
create realistic enough images to fool the discriminator into classifying them as real.
Generator and discriminator compete against one another in an adversarial setting dur-
ing GAN Training. Over time, both the Generator and the Discriminator get more adept
at producing samples that are difficult for the discriminator to discern between the real
and defective images.

Numerous researchers have tried to use GAN for generating data since it was intro-
duced in 2014. Aggarwal et al. [7] review GAN applications for pandemic and medical
applications. The use of GAN for fake picture synthesis is shown to increase datasets,
protect patient privacy, and lower additional costs associated with medical imaging pro-
cedures. GAN has been utilized by Gao et al. [8] to improve machine defect detection
datasets. With GAN-generated datasets, they have shown gains in classifier accuracy.
Ackey et al. employ GAN for anomaly detection [9]. Their methodology has produced
a receiver operating characteristic curve area under the curve for recognizing abnor-
mal/nonconforming samples that is 92 percent. To enhance labelled datasets for aug-
mented reality applications, Ma et al. [10] investigated the 3D generating capabilities of
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GAN. Researchers have investigated numerous intriguing applications of GAN in the
fields of picture preprocessing, painting, super resolutions, image background domain
change etc.

Researchers have conducted studies to better understand and improve the behavior
of GAN training, with a focus on producing high-resolution images of higher quality.
Researchers have explored techniques to generate high-resolution images using GANs.
For example, in the case of the FFHQ dataset [11] and the LSUN automobile dataset,
studies have achieved impressive results with FID (Fréchet Inception Distance) scores
as low as 2.84 and 2.32, respectively. These low FID ratings show a high degree of
visual quality and diversity similarity between the generated images and the genuine
photos. Label conditioning was added to the StyleGAN architecture by Oeldorf et al.
[12] during the picture generation process. Label conditioning gives users the ability
to modify the generated images in accordance with extra data, such as class labels or
categorical features. With this update, the created images are more diverse and control-
lable, allowing for finer-grained editing and control over particular image features. There
have been various studies on regularizing methods in the area of GAN training stability.
For trained GANs, Zhang et al. [13] presented a consistency regularization technique
that focuses on improving the reliability of discriminator predictions for related images
through semantic preservation augmentations. By encouraging the discriminator to pro-
vide consistent and reliable predictions for augmented versions of the same image, the
GAN training becomesmore stable. This regularization encourages the discriminators to
focus on capturing image structural details, and it also helps to improve the flow of gra-
dients from the discriminator to the generator, leading to better convergence. Mescheder
[14] suggested a gradient penalty technique to address the issue of Lipschitz continuity
in GANs. Lipschitz continuity ensures that small changes in the input space result in
small changes in the output space, which aids in stable and reliable training. To enforce
Lipschitz continuity, a gradient-based penalty is added to the discriminator’s loss func-
tion. This penalty constrains the magnitude of gradients computed by the discriminator,
ensuring smoother prediction landscapes. By imposing this constraint, the discriminator
can take fewer gradient steps, leading to improved convergence and training stability. As
a result, the mapping of latent vectors to picture features is smoother and more untan-
gled. Numerous studies employ augmentation [15, 16] and regularization to address the
problems with low training data. The methods section goes over these in more depth.

3 Methodology

The primary goal of the work that is being presented is to create high-quality images
of nonconformities that will aid in the subsequent process of image categorization.
StyleGAN, developed by Karras et al. [17], is the foundation of the GAN architecture
used for the current challenge. The current study incorporates the following GANmodel
and training enhancements:

3.1 StyleGAN

Progressive GAN architecture is expanded upon by StyleGAN. The Generator’s gradual
expansion aids in the production of high-resolution imageswith better quality. To capture
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small details in high-resolution images, one approach is to separate the training of low-
level features from high-level features. This separation allows formore effective learning
and representation of both low and high-level details in the generated images. The
progressive network is added to by StyleGAN together with the mapping network. The
input latent noise is transformed into intermediate vectors using the mapping network.
As a result, entangled characteristics in generated images are reduced.

These transitional vectors are input into the Generator network at different stages to
provide the user with additional control over the generated pictures. Adaptive Instance
Normalization (AdaIN) layers are used for the injection in order to fit the generator
feature map style to the input vector. The addition of random noise at each stage creates
stochastic variation in the final images.

Fig. 2. StyleGAN model with a mapping network and a progressive Generator. The operations
on layers “B” are noise scaling while layers “A” are affine transformation.

The Generator network is mirrored in the discriminator with ever-smaller images.
By infusing distinct noise vectors into the generator at different phases, style mixing
regularization is accomplished. Figure 2 depicts StyleGAN in broad strokes.

3.2 Discriminator for U-Net

The StyleGAN architecture’s discriminator categorizes the overall image as real or fake.
To create locally coherent structures in images, the loss gradients that are so formed
are only of limited use. A U-Net-based discriminator has been proposed by Schoenfeld
et al. [18]. Figure 3 shows a block diagram of a U-Net-based GAN.

The U-net GAN may be trained using feedback at both the global and pixel levels.
A decoder model of the discriminator gives information at the per-pixel level, whereas
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an encoder model provides information at the global level of input images. As seen in
our work, per-pixel content is important for creating images with conceptual relatedness
based on true organization and capturing superior, nuanced information in images. Both
complex andminute details of an image are transferred via skip links between the encoder
and decoder models.

Fig. 3. Model U-net GAN

The U-net structure is added to the StyleGAN architecture created for the training.
According to U-net GAN, StyleGAN’s discriminator and loss algorithms were adjusted.
The architecture’s generator doesn’t alter.

3.3 Data Augmentation in GAN Training

With insufficient training data, the image quality of GAN-generated images might sub-
stantially degrade. The discriminator may quickly overfit and stop delivering usable
gradients to train the generator if it memorizes the key features from the training dataset.
This results in bad-quality images and approaches collapse. Numerous studies have been
conducted to use augmentation for training GAN, according to the literature [12]. The
generator may create images that are both false and comparable to real photographs
when conventional data augmentation is only used on real images. Unwanted distribu-
tions result in the samples that are created as a result. Instead, both real and fake images
can be enhanced. This would provide a discriminator that is better at categorizing solely
augmented images. Consequently, unconnected gradient flows following manipulations
may prevent it from correctly identifying non-augmented generated images.

The application of differential augmentation offers a remedy for this [12]. Since all
modificationsmade to both true and false images are differentiable, as the name suggests,
gradients can proceed continuously from the discriminator to the generator. As a result,
the generator continues to get precise training and the discriminator learns to recognize
undamaged images from the appropriate target distribution. It is possible to differentiate
between augmentations by utilizing the standard primary operations offered by deep
learning frameworks.
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The work by Karras et al. on various transformations that don’t cause leakage in
generated images can be found in [17]. They discovered that invertible transformations,
such as pixel blitting, geometric, and colour transformations, have a better effect on
produced images in terms of measuring metrics. These modifications are made with a
nonzero probability (preferably lower than0.8) during training to include non-augmented
images as well.

3.4 Loss Functions

The current study’s choice of loss function is mostly influenced by the presence of mode
collapse in generated images. When the discriminator is overfitted to a small number
of features in real picture distributions, mode collapse occurs. As a result, the generator
often creates images that are solely appropriate for deceiving the discriminator based
on those features. As a result, the generator is no longer able to make unique images.
Mode collapse is more likely when there is less available data. Wasserstein loss with a
gradient penalty is mostly used to address this issue (WGAN-GP) [19]. It teaches the
discriminator to decrease the Wasserstein distance between the real distribution of the
real samples (Pr) and the generated distribution of the produced samples (Pg). To ensure
Lipschitz continuity close to the real data manifold, a consistency term is additionally
attached to the WGAN-GP loss term. As described below, Wasserstein loss is applied
in a non-saturating form.

Loss of the critic (discriminator):

Li∼Pr[D(i)] − Lj∼Pg
[
D(G(j))

]
(1)

where, Pr is distribution of real samples,
Pg is distribution of produced samples,
Li is expected value of real inputs,
D(i) is output of discriminator for real input (i),
G(j) is output of generator for random noise (j),
D(G(j)) is discriminator output for input G(j).
Generator loss:

Lj∼Pg
[
D(G(j))

]
(2)

where, Lj is expected value of generated data,
D(G(j)) is discriminator output for input G(j).
The discriminator inWGAN-GP is known as the “critic” since it does not distinguish

between real and fake images. A critic rates whether an image is authentic or fake. Here,
the critic must adhere to 1-Lipschitz continuity to ensure that a loss assessed based on
the output of the critic adheres to the Wasserstein distance metric. Lipschitz continuity
is imposed by applying the gradient penalty, which is defined by the equation below, to
reduce the norm of the gradients of the critic’s output relative to an input to zero.

Gradient Penalty term:

GPT = Li∼Pr,Pg

[
(‖∇xD(i)‖2 − 1)2

]
(3)
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where, Lj is expected value of generated data,
∇xD(i) is gradient of discriminator output of real data.
Term for consistency:

TFC = Li∼Pr

[
(‖∇xD(x)‖2 − 1)2

]
(4)

The formula for total critic loss is as follows:

Li∼Pr[D(i)] − Lj∼Pg
[
D(G(j))

] + λ ∗ GPT + λ1 ∗ TFC (5)

Scaling factors for the gradient penalty term and the consistency term, respectively,
are in this case and 1. In the computation of critic loss, writers advise scaling the GPT
term by a factor of 10 and the TFC term by 2.

4 Regularization

GAN training uses regularizing strategies to boost convergence and stability. These tech-
niques can be classified according to how they implement network weights, gradients,
and layer outputs. On the discriminator, most regularizing approaches are used. On gen-
erator weights, very few approaches, such as perceptual path length regularization, are
used. The current research focuses on regularizing the discriminator to improve mode
collapse and training stability. The discriminator is subjected to consistency regulariza-
tion to impose equivariant behaviour for differential augmentation. CutMix-augmented
pictures are used to put it into effect. Crops of actual and synthetic photos are mixed to
supply those graphics. Consistency loss guarantees that a discriminator prediction for
a CutMix photo and a group of predictions from its impartial vegetation fluctuate little
or nothing from one another. Gradient penalty terms, mentioned within the preceding
phase and as utilized in loss evaluations, even have a regularizing impact with the aid
of maintaining gradient beneath cohesion and using Lipschitz continuity. The generator
weights’ exponential weight averaging tune is saved at some point in training. These
averaging weights are implemented while developing photos for augmentation. Since
common weights are much less sensitive to noise and outlier iterations at some stage in
training, they offer photos of better quality.

The enhancements outlined above are used in the current work on picture augmen-
tation utilizing GAN generation to create higher-quality images. To capture pixel-level
information, a discriminator from a styleGAN model is converted to a U-NET architec-
ture. To solve the lack of training dataset availability, differential augmentation is used.
In order to lessen the problem of mode collapse and produce images with more varia-
tions, a better WGAN-GP loss term is utilized. By including a consistent loss term and
a gradient penalty term in loss evaluations, a regularization effect is produced. Finally,
images for augmentation are produced using the generator with exponentially moving
average weights. The remainder of the essay will refer to this adapted GAN architecture
as improved GAN.
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5 Discussion of Experiments and Results

The tyre texture image recognition dataset [20] is used for training and testing. The
dataset consists of 1028 images of cracked (oxidized) and normal images tyres. The
dataset is divided into training and testing images. Using a dataset on tyre joint com-
pliance, the proposed improved GAN’s applicability is assessed. Images are produced
by combining cracked (oxidized) and normal images from the dataset in a number of
tests. Three methods are used to supplement the data. Table 1 provides a summary of
all methods used for image production. Each defect’s GAN model is trained using the
single noise vector approach. The style merging method is used to train both distinct
GAN models for each defect and normal image as well as a single GAN model for all
defective photos. Whereas the latent interpolation technique is used for training all GAN
models.

For each defect category, a separate GANmodel is trained in the first method. Then,
independent augmented images of each defect are produced using these trained models.
In the second approach, a GAN model is trained using photos from all categories. Style
merging on the trained generator creates enhanced visuals. Two separate nonconforming
images’ latent vectors are input into the styleGAN generator at various resolutions. This
method of injecting style creates visuals that shift from one defect to another. As a
result, we can create a dataset that allows us to change an image’s defect category.
The third technique develops a new GAN model using a collection of conforming and
nonconforming photos from a single category. This demonstration can be utilized to
present the imperfections with which it was prepared into a standard picture by utilizing
fashion combining. The momentary and third strategies of information increase, which
also include inactive vector addition to move pictures from one category to another, were
created using Python 3.6 and the TensorFlow 2.1.0 system. Table 1 shows the pictures
made using the proposed GAN.

The Microsoft Azure Machine Learning Services are used to train all models. One
NVIDIA Tesla K80 GPU is used for computation. The final image resolution is 256 x
256 pixels. The quality of the generated images is evaluated using the Fréchet incep-
tion distance (FID) [21, 22]. A classification model that has been trained to categorize
images into each defect or conformity (OK) category is used to assess the efficacy of
augmentation. Convolutional neural networks are the foundation of the categorization
model.

The basic StyleGANmodel architecture is contrastedwith the improvedGANmodel
that is proposed. Utilizing FID, their performance is assessed. It has been noticed that
improved image quality and variety are correlated with lower FID scores. The identical
tyre joint defect datasets are used to train both designs and the results are compared.
Their difference is shown in Table 2.

The FID score for improved GAN has significantly increased when compared to the
styleGANmodel, according to these data. The outcomes further demonstrate the value of
improved GAN in enhancing generation quality with a constrained quantity of training
images. Changes made to Improved GAN’s architecture and training have improved the
outcomes. In order to deal with limited dataset regimes, differential augmentation and
consistency regularization have been implemented. Additionally, it maintains training
for improved convergence. The UNET discriminator offers pixel-by-pixel feedback that
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Table 1. GAN generated images for different defects in tyres.

Clusters GAN 
Image_1 

GAN 
Image_2 

GAN 
Image_3 

GAN 
Image_4 

GAN 
Image_5 

Cluster_1 

Cluster_2

Cluster_3

Cluster_4

Table 2. Comparison of StyleGAN’s performance with that of the planned Improved GAN FID
Scores GAN Architecture

FID Scores

GAN Architecture Defects 1 Defects 2 Defects 3

StyleGAN 162.9 159 158.1

Proposed Improved GAN 95.6 91.9 94.8

enhances the generated image quality and lowers the FID score. By reducing outlier
noisy iterations and averaging the generator weights’ exponential weights, the training
oscillations and FID score are further decreased.

To investigate the impact of augmentation, the classifier model is initially trained on
just real photos without incorporating any GAN-generated images. For classifier model
training, all tests use the same conventional augmentations, such as horizontal flip, crop,
and translate. To test the classifier model, only genuine photographs that were arbitrarily
chosen from the original dataset are used. 10%of the real photos are used for testing, with
the remaining 90% being used for training and validation. The accuracy of the trained
classifier model is compared with other augmentation studies. Precision on a test dataset
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is assessed and appears to be the cruellest of all test tests across all classes. Table 2 gives
an outline of the results of all tests utilizing both created and genuine photographs. The
results displayed here are the result of numerous classification models prepared on the
same dataset to decrease instability. Accuracy on a test dataset is surveyed, and it shows
up to be the cruellest of all test scores across all classes. Table 2 gives a diagram of the
results of all tests utilizing both conveyed and verifiable photos. The results shown here
are the result of various classification models arranged on the same dataset to decrease
insecurity.

The dataset for this study was created using data from two stages of a manufacturing
line. In the initial phase, 1183 samples were collected altogether. An additional 1108
samples were collected in the second stage, bringing the total to 2291. GAN models
are trained using real data from the first stage, and reinforcement comes from generated
images. Afterward, all genuine photographs from both stages are utilized for GAN
preparation. The proficiency of the increase is surveyed freely for each set of created
pictures from the two stages.

6 Conclusion

Incorporating recent innovations intoGANmodels for improved generated image quality
is covered in the paper. Compared to styleGAN, the proposed improved GAN architec-
ture yields significantly lower FID scores, which suggests improved image quality and
generation variation. The paper discusses some architectural and training enhancements
that can help GAN training converge more smoothly. Therefore, the improved GAN
that has been proposed may produce a variety of images with fine features. Improved
GAN is very helpful when supplementing small, unbalanced datasets. The accuracy
of the picture classification tasks that follow has significantly improved thanks to an
upgraded, balanced dataset. Experimental evidence from the principal components of
the enhanced dataset supports the claim that generated images from the improved GAN
can aid in improving the differentiation between various classification classes.

Due to limitations in computing power and processing speed, the experiments pre-
sented in this paper were only able to produce images that were 256 x 256 Pixels in
size. In the case of smaller datasets, the effectiveness of picture augmentation by GAN
produced images is high. Its applicability to huge datasets requires additional research.
The present work’s future scope includes using style-merged images for augmentation
and adding GAN model enhancements with styleGAN2 architecture. For classes with
lower classification recall, class wise augmentation can be explored.
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Abstract. This research paper aims to contribute to the field of speaker diariza-
tion by providing an in-depth analysis of existing audio datasets and evaluating
prominent models. The study focuses on the suitability of these datasets for study-
ing speaker diarization tasks and examines the performance of models such as
pyannote-speaker diarization and NVIDIA NeMo speaker diarization. For aspir-
ing researchers in thefield, this paper serves as a solid foundation, offering valuable
guidance and resources for experimentation in speaker diarization. The evaluation
of the models reveals important insights. While each model has its advantages,
their limitationsmust be considered. Overall, this research paper provides valuable
insights into audio dataset analysis, model evaluation, and selection considera-
tions for speaker diarization tasks. It equips researchers with essential knowledge
to make informed decisions and lays the groundwork for further advancements in
the field.

Keywords: Speaker Diarization · Segmentation · Voice Activity Detection ·
Pyannote · Kaldi · NeMo

1 Introduction

Speaker Diarization is the task of dividing an audio sample, which contains multiple
speakers, into segments that belong to individual speakers based on their homogeneous
characteristics [1]. Throughout the years, numerous speaker diarization models have
been proposed, each with its distinctive approach and underlying techniques. As the
demand for accurate and efficient speaker diarization systems continues to grow, it
becomes essential to compare and evaluate the existing models.

The main steps involved in the speaker diarization are VAD(Voice Activity Detec-
tion), segmentation, feature extraction, clustering, and labeling. VAD identifies voice
activity regions in an audio sample, while segmentation splits the large audio into smaller
samples. Feature extraction techniques are applied to these smaller chunks to extract fea-
tures and convert them into embeddings. Clustering techniques group the embeddings
into clusters based on the extracted features. Finally, the audio sample is annotated,
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assigning labels to the clusters [1]. To have a deeper understanding of these steps go
through the blog at1.

Speaker diarization is a very important step in speaker identification. Because it
allows for the accurate identification by separating the speakers within audio recordings.
It has a lot of applications some of them are transcription service [2] which refers to the
process of converting audio recording into written text, used in forensic investigations
[3], call centers [4, 5], speaker identification [6, 7] etc.

Initially, traditional clustering methods like Gaussian Mixture Models (GMMs) [8]
and Hidden Markov Models (HMMs) [9] were used for audio sample diarization. Sub-
sequently, the Bayesian Information Criterion(BIC) [10]. Later, an i-vector [11] based
method was proposed. The field experienced a breakthrough with the application of AI
and Deep Learning networks, leading to the proposal of revolutionary architectures for
diarization.Now-a-days, themajority ofmodelswith lowerDiarizationError Rate(DER)
make use of Deep Neural Network (DNN) based architectures.

In this study, we focused on exploring various models for speaker diarization and we
selected some models which have less error rate namely DER.With these models we try
to compare their performance. Later, we evaluated and compared the selected models
based on their ability to accurately separate speakers.

The key contributions of this research work are as follows. Firstly, an in-depth anal-
ysis of existing audio datasets is provided, specifically focusing on their suitability for
studying the speaker diarization task. Secondly, a comprehensive examination and evalu-
ation of prominent models, including pyannote-speaker diarization and NVIDIA NeMo
speaker diarization, are conducted. Moreover, for aspiring researchers embarking on
speaker diarization research, this paper serves as a solid foundation, offering guidance
and resources for experimentation in this domain. By consolidating knowledge and high-
lighting relevant tools and methodologies, this work facilitates a smoother initiation and
exploration of speaker diarization research endeavors.

2 Related Work

This section introduces the existing mechanisms to perform speaker diarization. Speaker
diarization can be performed with the help of i-vectors [11], x-vectors [12] and through
deep neural networks [13]. With the advent of deep learning technology, significant
advancements have been made in the field of speaker diarization. These advancements
have propelled the development of more advanced techniques and methodologies.

There have been various methods developed over time for different steps in diariza-
tion which includes VAD, segmentation, feature extraction, and clustering etc. Tradi-
tional approaches like GMMs [8] and HMMs [9] which are basically clustering mod-
els struggled with handling overlapped speech, leading to inaccurate segmentation and
speaker assignment. They also have limitations in capturing the full range of speaker
characteristics. Landini et al., [10] proposed BIC clustering was introduced to deter-
mine the optimal number of clusters, but it also faced challenges with overlapping
speech. Subsequently, Wang et al., [11] proposed i-vectors and Kim et al., [12] x-vectors

1 https://medium.com/@21pa1a05d1/speaker-diarization-fec87f839f52.

https://medium.com/%4021pa1a05d1/speaker-diarization-fec87f839f52
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which are used for extracting the features from an audio sample, were introduced as low-
dimensional representations using neural networks. Garcia-Romero et al., [13] proposed
deep neural networks embeddings. However, extracting i-vectors and x-vectors requires
significant computational power. Nowadays, advanced methods such as neural speaker
segmentation, multi-modal approaches, and deep neural networks techniques for VAD
and Multi-Scale Diarization Decoder (MSDD) [14] are being used.

3 Methodology

This section provides the methods adopted to carry out the study. The architecture used
to perform this study is presented through Fig. 1. It provides insights on the adopted
datasets, models, pre-processing approaches used and performance evaluation.

Fig. 1. The framework used to perform the study

The first block of the Fig. 1 showcases the datasets that are used by most of the
researchers. The second block includes the preprocessing steps we performed on the
datasets. Next block includes the various models used to evaluate the performance of the
speaker diarization task on the datasets and the final block includes the analysis section
where we compare different models.
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In our study, we conducted preprocessing steps to enhance the quality of our data.
Firstly, we performed noise removal to eliminate unwanted noise from the dataset [14].
Additionally, we applied VAD [16] to identify and remove silent portions of the audio
samples. Subsequently, we segmented the audio samples to create segments that are
suitable for the diarization process.

To evaluate the performance of a model the commonly used metrics are DER [1]
and JER(Jaccard Error Rate) [1]. In our study, we have chosen to focus on DER as it is
the preferred metric used by the majority of researchers in the diarization field. DER is
the sum of speaker error, false alarm speech, missed speech.

DER = SER+ FA+Miss

Total_speech
(1)

3.1 Corpora

VoxSRC-2022 Test Dataset: The VoxSRC-2022 dataset2, created for the VoxCeleb
Speaker Recognition Challenge in 2022, is a valuable collection of speech obtained
‘in the wild.’ It features audio from diverse sources like celebrity interviews, news
shows, talk shows, and debates, representing real-world scenarios. The dataset includes
professionally edited videos and casual conversational audio, offering a wide range of
speech styles and acoustic conditions.

With 5,994 speakers and 1,092,009 utterances, it provides a substantial amount of
data for analysis andmodel training. The dataset’s inclusion of background noise, laugh-
ter, and other natural artifacts adds realism to the evaluation of speaker recognitionmeth-
ods. Researchers can leverage this dataset to enhance the performance and reliability of
speaker recognition systems, making them more applicable in practical applications.

Icelandic Ruv-di Corpus Dataset: The Icelandic Ruv-di corpus dataset3 consists of
speech data sourced primarily from the Icelandic national broadcasting service, RÚV.
It offers authentic recordings from various programs, interviews, and news broadcasts,
making it valuable for speech and language processing tasks in Icelandic. The dataset
captures natural speech patterns, accents, and styles and represents variation in these
characteristics.

Depending on the release, it may include annotations like transcriptions or speaker
identities. The dataset’s focus on Icelandic ensures targeted solutions for language-
specific challenges and its availability facilitates research and enables the development
of speech processing models tailored to Icelandic. In summary, the Icelandic Ruv-di
corpus dataset offers authentic and diverse speech data focused on Icelandic with the
potential for annotations.

CALLHOME Dataset: The CALLHOME American English Speech dataset4 was
developed by the Linguistic Data Consortium (LDC). It consists of 120 unscripted 30-
min telephone conversations between native speakers of English language. This means

2 http://mm.kaist.ac.kr/datasets/voxceleb/voxsrc/competition2022.html.
3 https://clarin.is/en/resources/j_ruv/.
4 https://catalog.ldc.upenn.edu/LDC97S42.

http://mm.kaist.ac.kr/datasets/voxceleb/voxsrc/competition2022.html
https://clarin.is/en/resources/j_ruv/
https://catalog.ldc.upenn.edu/LDC97S42
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that there are a total of 240 speakers in the dataset, with two speakers in each audio
recording. The total duration of the data in the dataset is 60 h. However, it only con-
tains telephone conversations between native speakers of English andwas collected in the
1990s, which may limit its applicability to research on other languages or current speech
patterns. Despite these limitations, the availability of this dataset for research purposes
can facilitate the development and evaluation of speech processing technologies.

AMI Dataset: The AMI Meeting Corpus is a dataset5 that combines multiple modes
of data and comprises 100 h of recorded meetings. It includes both elicited and naturally
occurringmeetings and provides a rich source of data for research. The dataset consists of
171 meetings recorded at 4 locations, with each meeting having 4–5 speakers. However,
the dataset primarily consists of recordings from controlled meeting environments and
may not fully capture the diversity of real-world multi-party interactions. Additionally,
the scale of the datasetmay be relatively small compared to other speech or audio datasets
and the annotation process can be resource-intensive. Despite these limitations, the AMI
Meeting Corpus is a valuable resource for research on multi-party interactions.

DIHARD II Dataset: The DIHARD II dataset6 is designed for evaluating speaker
diarization systems. It includes diverse audio recordings from various sources and pro-
vides manual annotations for ground truth evaluation. With approximately 144 unique
speakers and around 44 h of audio data, it serves as a valuable benchmark for advanc-
ing speaker diarization technology. The dataset offers advantages such as its evaluation
focus, varied acoustic conditions, diverse data sources, and established evaluation met-
rics.However, using the datasetmay require significant computational resources, updates
may be infrequent, and there could be copyright or licensing restrictions.

ESTER 2 Test Corpus: The ESTER 2 test corpus dataset7, designed for evaluating
French speech transcription systems, consists of approximately 150 h of audio data. This
substantial amount of data enhances the dataset’s utility for comprehensive training and
evaluationof automatic speech recognition (ASR)models.With its diverse audio sources,
manual transcriptions, evaluationmetrics, and language-specific focus, the ESTER 2 test
corpus serves as a valuable resource for advancing ASR technology in the context of the
French language.

3.2 Models

Pyannote Diarization Model: The pyannote.audio provides a neural speaker diariza-
tion pipeline, which is available through Hugging Face. The pipeline contains neural
speaker segmentation which is a method for automatically detecting speaker changes
in an audio recording using a neural network. The neural network is trained to analyze
the acoustic characteristics of the speech signal and to identify points in time where the
speaker changes. This can be done by sliding a fixed-length window over the speech
signal and predicting, for each window, whether it contains a speaker change or not. The

5 https://groups.inf.ed.ac.uk/ami/download/
6 https://dihardchallenge.github.io/dihard2/.
7 https://catalogue.elra.info/en-us/repository/browse/ELRA-S0338/.

https://groups.inf.ed.ac.uk/ami/download/
https://dihardchallenge.github.io/dihard2/
https://catalogue.elra.info/en-us/repository/browse/ELRA-S0338/


Unraveling the Techniques for Speaker Diarization 305

output of the neural network can then be post-processed to obtain a final segmentation of
the audio recording into speaker-homogeneous segments, the SpeechBrain implemen-
tation of the ECAPA-TDNN model for extracting feature embeddings. Agglomerative
hierarchical clustering is used for clustering embeddings.

It reaches a DER = 5.6% on VoxSRC 2022 test dataset [17].

Nvidia NeMo: NVIDIA NeMo’s speaker diarization system consists of several mod-
ules: a Voice Activity Detector (VAD) model namely MarbleNet model which is a
deep 1D neural network, detects the presence or absence of speech to generate times-
tamps for speech activity from the given audio recording; a Speaker Embeddings model
namely TitaNet, which extracts speaker embeddings on speech segments obtained from
VAD time stamps; and a Multi-Scale Diarization Decoder (MSDD), which is a speaker
diarization model based on initializing clustering and multi-scale segmentation input.
This model has two significant improvements to enhance diarization importance of each
scale at each step.

It reaches a DER = 3.92% dataset and DER = 1.05% on CALLHOME and AMI
datasets [14].

Kaldi: Kaldi is an open-source toolkit for speech recognition that includes support for
speaker diarization and also consists of models for x-vectors. Kaldi’s speaker diarization
system uses x-vectors, a type of speaker embedding, to represent speech segments. The
x-vector extractor is a Time Delay Neural Network (TDNN) that is trained on a large
amount of labeled speech data to learn a mapping from speech segments to a fixed-
dimensional embedding space. The extracted x-vectors are then used in combination
with clustering algorithms such as Agglomerative Hierarchical Clustering (AHC) to
group speech segments by speaker. The kaldi model used x-vectors, MFCCS, PLDA
trained on Althingi Parliamentary Speech corpus.

It reaches a DER = 26.27% on Icelandic Ruv-di corpus dataset [18].

LIUM SPKDIARIZATION: LIUM SpkDiarization is an open-source toolkit for
speaker diarization developed by the LIUM (Le Mans University). It inlcudes a fullset
of tools that facilitates the creation of an entire speaker diarization system, starting
from the audio signal and progressing towards speaker clustering using CLR/NCLR
metrics. These toolset encompasses MFCC computation, speech/non-speech detec-
tion, and various speaker diarization methods. The LIUM_SPKDIARIZATION model
uses hierarchical agglomerative clustering methods using measures such as BIC and
CLR(Classification Likelihood Ration).

It reaches a DER = 10.01% on ESTER 2 test corpus [19].

VBX: VBx is a recently proposed speaker diarization method that uses a Bayesian
Hidden Markov Model (BHMM) to cluster x-vectors, which are fixed-dimensional rep-
resentations of variable-length speech segments. The VBx method utilizes a BHMM to
group x-vectors and identify speaker clusters within a sequence of x-vectors. The VBx
model applies the same BHMM approach to detect speaker clusters in a sequence of
x-vectors.

It reaches a diarization error rate of DER = 21.77% on CALLHOME dataset and
DER = 18.55 on DIHARD II dataset [10].
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4 Results and Discussion

Our study adopted six different corpora and compared them based on several parameters
namely the number of hours of available data, the number of speakers, language and
pricing type. The results of this comparison are tabulated in Table 1. Among the corpora,
the AMI and ESTER 2 datasets contained the largest amount of audio data in terms of
hours. For scenarios requiring a high number of speakers, the Icelandic Ruv-di corpus
emerged as a suitable choice.

Fortunately, there are also freely available datasets that can be utilized to initiate
diarization research. These include the VoxSRC-2022 test dataset, the Icelandic Ruv-
di corpus, and the AMI dataset. These datasets were sourced from various multimedia
platforms such as YouTube, radio broadcasts, news shows, debates, and celebrity inter-
views. Additionally, some of these datasets encompass telephonic recordings, such as
the CALLHOME datasets, while others focus on meeting recordings, such as the AMI
dataset.

Table 1. Comparison of datasets

S.
No

Name of the
dataset

No of hours No of speakers Style Language Pricing
type

1 VoxSrc-2022
test

50 4–6 Celebrity,
interviews,
news, shows,
talk, debates

English Free

2 Icelandic
Ruv-di corpus

46 (min) 20 Programs,
Interviews,
News
broadcasts

Icelandic Free

3 CALLHOME 60 2 Telephone
conversations

English Paid

4 AMI 100 4–5 Meeting
recordings

English Free

5 DIHARD II 44 1–10 YouTube,
court rooms,
meetings

English Paid

6 ESTER 2 test
corpus

150 1–3 Radio
broadcast

French Paid

Our study adopted five different speaker diarization models, and their performance
was evaluated on various datasets. The results, including the DER, are presented in
Table 2. The models selected for our study were Pyannote-speaker diarization, NVIDIA
NeMo speaker diarization, Kaldi speaker diarization, LIUM speaker diarization, and
VBX speaker diarization.
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Table 2. Comparison of different models.

S.No Name of the model Dataset DER%

1 Pyannote-speaker diarization VoxSRC 2022 test 5.6

2 Nvidia Nemo speaker
diarization

CALLHOME, AMI 3.92, 1.05

3 Kaldi speaker diarization Icelandic Ruv-di corpus 26.27

4 LIUM speaker diarization ESTER 2 test corpus 10.01

5 Vbx speaker diarization CALLHOME, DIHARD II 21.77, 18.55

Among these models, Pyannote-speaker diarization demonstrated better perfor-
mance with a DER of 5.6, while NVIDIANeMo achieved a DER of approximately 3.92.
In some of the rows two dataset names are provided in the dataset column, along with
two corresponding DER values in the DER column. This signifies that the first dataset
name corresponds to the first DER value, while the second dataset name corresponds to
the second DER value.

While each model has its unique advantages, it is important to consider their limita-
tions as well. If the primary goal is to minimize the DER and time is not a limiting factor,
the pyannote diarization model can be a suitable choice. However, it should be noted that
this model might require more time to generate the output. The NVIDIA NeMo speaker
diarizationmodel is designed toworkwith specific audio requirements, including bitrate,
duration, and other properties. It is crucial to ensure that the original audio sample meets
these specifications in order to effectively utilize the NVIDIA NeMo model. When the
properties are matched, selecting the NVIDIA NeMo model can lead to lower DER
compared to the pyannote-diarization model. Additionally, the NVIDIA model exhibits
faster processing times compared to pyannote-diarization, offering a more efficient solu-
tion for speaker diarization tasks. We also mentioned some other models which are good
to use but have more DER.

5 Conclusion

In addition to the models mentioned earlier, there are other models available for speaker
diarization, although they may have a higher DER compared to the previously discussed
options. It is important to consider that the DER changes depending on the dataset used.
Therefore, it is crucial to select a model that best fits the dataset is very important. The
choice of model should be based on evaluation of its performance for the given dataset,
considering factors such as accuracy, efficiency, and compatibility. This ensures that the
selected model aligns well with the dataset and maximizes the effectiveness of speaker
diarization outcomes.
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Abstract. Multipliers play a role in various aspects of smart cities, which can
be used in many applications like Traffic management, energy management and
environmental management etc. Thewide variety of applications ofmultipliers are
in the field of signal processing and image processing. FPGA design of multiplier
is one of the complex tasks in Digital electronics. Most of the designs uses DSP
blocks, these multipliers are complex and occupies much area in FPGA. Accurate
multiplier design with low area on FPGA is the challenging task. The proposed
method is accurate multiplier design, which is designed only using lookup table
(LUT). The proposed design has low power and reduced area because of using
simple LUT’s for generating partial product. The proposed accurate multipliers
reduce 10% less Hardware on vertex 7 FPGA compared to existing designs.

Keywords: Multiplier · FPGA · LUT · Power · vertex 7

1 Introduction

In arithmetic operators’ multiplier is one basic operator, which is very important and
crucial. In the digital era multiplier design has challenges in accuracy and complexity.
FPGA implementation of multipliers has two major challenges, one is hardware com-
plexity and another is accuracy. In some applications in the area of image processing and
signal processing has that much significance of accuracy. The approximate multipliers
are best suited for such applications. This work majorly focuses on the accuracy, no
approximation techniques are used.

Many applications in the field of signal processing [1] and image processing requires
high speed and efficient sub components. Those are mainly adders and multipliers. In
[2] Fast Fourier transform requires high speed and accurate twiddle factor multiplier for
generation of higher order FFT. Many applications that’s example presented in [3] gives
the counter on FPGA, which gives the detecting and counting in industries.

In [4] authors proposed a fast multiplier, in which parallel counter algorithm is intro-
duced to compress the columns. The design is efficient with respect to LUT utilization
and DSP blocks, but utilization of high-power resources is the one issue found in this
work. In [5] efficient soft-core multiplier on FPGA vertex-6, in which compressed tree
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algorithm is used instead of partial products. This structure has complex and more rout-
ing delay compared to existing structures. The main advantage of this design is fast carry
chain and simultaneous multiplication and accumulation. In [6] authors present 16-bi
multiplier on FPGASpartan 3which is consumesmore LUTs and dsp blocks. In [7] large
multipliers was designed on FPGA which uses less resources, the main components in
this design are DSP blocks and small multipliers. The integer linear programming prob-
lem was solved using this method. The main findings in this method are usage more
DSP blocks.

In multiplier design Power and area are major parameters, high level components
like DSP blocks in FPGA uses more power and area. In [8] area and power optimized
multiplier is designed proposed which is approximate multipliers based on wallac tree
algorithm. In the process of reducing the area, in this work compromising the accuracy.
This work suitable for applications where accuracy is not a big issue, example in image
processing applications. In [9] efficient multiplier approximation is proposed in which
soft logic is introduced to implement the multiplier. The high-level performing resources
has limitation in size and quantity. This work majorly focused on performance analysis
on embeddedmultiplier and soft-coremultiplier and clearly address how to overcome the
problem using soft core techniques. Hybrid multiplier combining dadda algorithm and
booth [10], which is superior than the traditional booth multiplier. There is no significant
reduction in high level hardware, but speed is the main advantage in this method.

The performance analysis of BaughWooley multiplier is presented in [11], in which
parallel architecture is used to produce high speed output. Efficiency in the design of
adders is also one significant modification in this method. The improved speed and low
power are main advantage in this method. This multiplier is very popular and widely
used in various fields of applications.

In [12] proposed a newmultiplier design for signed and unsigned data, which is very
optimizes power and delay, in [13,14] multiplier design techniques are based on LUT
only. In [15] default multiplier in Xilinx vivado version.

The proposed multiplier is a LUT based multiplier which optimizes the area because
of no DSP blocks use and efficient carry chain generation using LUT.

The paper organized as follows Sect. 1 gives the detailed introduction and literature
review, Sect. 2 describes the proposed method, Sect. 3 gives the simulation results and
comparisons of proposed method with existing designs. Section 4 concludes the project
with future scope.

2 Proposed Method

The literature review of existing methods gives the following identifications, most of the
accurate multipliers uses the high-level hardware components on FPGA, approximate
multiplier is the solution for reducing the hardware complexity and utilizing the resources
efficiently. The proposed method is accurate multiplier design using efficient resource
utilization. The general structure for multiplication is shown in Fig. 1. In which M is the
multiplicand and N is the multiplier.

The proposed method uses two types of LUT’s for partial product generation, one
is Type-1 and another is Type-2 these LUT’s generates the partial products and accu-
mulation of two stages. The Type-1 LUT is LUT6_2 in Xilinx FPGA vertex-7 series.
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Fig. 1. Binary multiplier of size 4 bit

It is a 6 input and 2 output LUT. The Type-1 LUT is shown in Fig. 2, carry (C) and
sum (S) are the output ports of this LUT, which are O5 and O6 ports in LUT6_2. The
detailed configuration is shown in Table 1, the logical and gates performs the partial
products and the resultant outputs C and S outputs are generated by O5 and O6 ports of
LUT. The INIT attribute defines the functioning of LUT, it is 64-bit hexadecimal value
in which least 32 bits defines the carry O5 and the remaining sum O6. The Verilog INIT
value of Type-1 LUT 64’h7888788880008000 will produce our desired output of O6
= 7888 and O5 = 8000. The functionality of Type-2 LUT is shown in Fig. 3 and the
configuration is shown Table 2. The accurate multiplier was designed using Type-1 and
Type-2 multiplier.

Fig. 2. Type-1 LUT structure

The main blocks in accurate multiplier design is partial product generation (PPG).
ThePPGfor 4x4accuratemultiplier is shown inFig. 4, generally for a 4x4multiplier there
are 4 stages of products are generated as shown in Fig. 1. Each Type-1 LUT generates
two products and accumulation of stage-2 output. So that the proposed design requires
two layers of four LUT’s to generate all the partial products. Initially accumulation not
required so Type -2 LUT used. The output of each stage is given to carry chain module
to propagate the carry. The accumulated result of partial products of first two stages is
p00 to p04 and for last two stages is p01 to p14. The final result is obtained from PPG
unit using full adders and half adders.

The final product generation of the proposed multiplier is done by using LUT
based slice adder which was shown in Fig. 5. The final output bits of multiplier is
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Table 1. Configuration of Type-1 LUT

M1 N0 M0 N1 M1 N0 M0 N1 S(O6) C(O5)

0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 1 0 0 0 0 0

0 0 1 1 0 1 1 0

0 1 0 0 0 0 0 0

0 1 0 1 0 0 0 0

0 1 1 0 0 0 0 0

0 1 1 1 0 1 1 0

1 0 0 0 0 0 0 0

1 0 0 1 0 0 0 0

1 0 1 0 0 0 0 0

1 0 1 1 0 1 1 0

1 1 0 0 1 0 1 0

1 1 0 1 1 0 1 0

1 1 1 0 1 0 1 0

1 1 1 1 1 1 0 1

Fig. 3. Type-2 LUT structure

Table 2. Configuration of Type-2 LUT

M1 N0 M0 N1 M1 N0 M0 N1 S C

0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 1 0 0 0 0 0

(continued)
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Table 2. (continued)

M1 N0 M0 N1 M1 N0 M0 N1 S C

0 0 1 1 0 1 0 1

0 1 0 0 0 0 0 0

0 1 0 1 0 0 0 0

0 1 1 0 0 0 0 0

0 1 1 1 0 1 0 1

1 0 0 0 0 0 0 0

1 0 0 1 0 0 0 0

1 0 1 0 0 0 0 0

1 0 1 1 0 1 0 1

1 1 0 0 1 0 1 0

1 1 0 1 1 0 1 0

1 1 1 0 1 0 1 0

1 1 1 1 1 1 1 1

Fig. 4. Proposed Architecture 4x4 accurate multiplier

P6,P5,P4,P3,P2,P1and P0 in which P6,P5,P1and P0 are directly obtained from the outputs
of two stage adders but P4,P3and P2 requires additional circuit that is slice adder. The
LUT takes the inputs from two stage adders and gives the final output based on the carry.
The carry inclusion can be done by using exor gate and multiplexer.
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Fig. 5. Final product generation using slice adder

3 Results and Discussions

The proposed accurate multiplier is designed in Verilog HDL coding and synthesized in
vertex-7 7v300T device. The proposed design was implemented in various bit lengths
of 4, 6 and 8. The simulation results of 6x6 multiplier is shown in Fig. 6 and Fig. 7. The
RTL schematic is shown in Fig. 8 and Fig. 9, where A and B are the inputs and C is the
output.

Fig. 6. Simulation result of Accurate multiplier Result in binary

The RTL schematic of Type-1 and Type-2 LUT is shown in Fig. 9.
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Fig. 7. Simulation result of Accurate multiplier Result in decimal

Fig. 8. RTL Schematic of main module with PPG unit

Fig. 9. RTL of Type-1 and Type-2 LUT

The performance of proposed method is evaluated by taking the parameters as num-
ber of LUT’s, Delay and Power. The detailed comparison of 4x4 and 8x8 multiplier
is presented in Table 3 and Table 4 respectively. The proposed method has significant
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reduction in LUT compared to [13] and [14]. When power is concerned which is lower
than the [15] that is predefined multiplier in xilinx.

The following are the significant advantages of proposed method.

• Number of DSP blocks are zero
• Number of LUTs are reduced than predefined multiplier
• Low power than predefined multiplier
• Delay is high

Table 3. Performance analysis of 4x4 accurate multiplier

Design LUT Delay (ns) Power(pJ)

[13] 18 1.65 1.13

[14] 14 2.59 1.31

[15] 18 2.91 2.25

Proposed 14 2.71 1.14

Table 4. Performance analysis of 8x8 accurate multiplier

Design LUT Delay (ns) Power(pJ)

[13] 66 2.8 6.06

[14] 54 4.5 7.26

[15] 88 3.48 9.07

Proposed 48 4.7 6.82

4 Conclusion

This paper mainly focuses on the accurate multiplier design with low area. The fol-
lowing conclusions were made after detailed analyses of proposed accurate multiplier.
The proposed accurate multiplier was designed with only LUT’s without using DSP
blocks on FPGA. The area and power of the proposed design is reduced compared to
existing designs. This accurate multiplier best fit for applications in signal and image
processing. In future this work can be extended to application level in image processing
for convolution operation.
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Abstract. The objective of this paper is to increase the success rate and accu-
racy of speaker recognition and identification systems through the proposal of a
novel approach. Data augmentation techniques have been employed to enhance
a small dataset comprising audio recordings from five speakers, encompassing
both male and female voices. The Python programming language is used for data
processing. The chosen model is a convolutional autoencoder. In order to convert
the speech signal into an image, their respective spectrograms have been used.
Consequently, a set of images serves as the input for training the autoencoder.
A speaker recognition and identification system are developed using the convolu-
tional autoencoder, a deep learning technique.A comparative analysis is conducted
of the results against traditional systems reliant on the MFCC feature extraction
technique. The proposed system exhibits a high success rate, indicating its efficacy
in accurately recognising and identifying speakers. To account for a “mismatch
condition,” different time durations of the audio signal are utilised during both
the training and testing phases. Through a series of experiments involving various
activation and loss functions in permutation and combination, the optimal pair
for the small dataset is successfully identified, yielding favorable outcomes. In
matched conditions, this system has achieved 92.4% accuracy rate.

Keywords: convolutional autoencoder · deep-learning · speaker recognition ·
MFCC · mismatch condition

1 Introduction

Over the past few years, research scholars have been making significant progress in
the field of speaker recognition and identification [1]. This system aims to identify
speakers based on their voices and may be divided into two groups: text-dependent and
text-independent [2]. Speaker recognition involves determining which trained speech
sample best matches the voice of a speaker, and it serves as a means of verifying or
denying a speaker’s claimed identity. Several traditional systems have been employed
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for speaker recognition, such as GMM (Gaussian Mixture Model), i-vectors, and HMM
(Hidden Markov Models) [3]. A Gaussian Mixture Model is a probabilistic model that
represents the weighted sum of Gaussian mixtures. Historically, the Gaussian Mixture
Model has demonstrated great success in creating accurate speaker recognition models.
However, modern speaker recognition systems increasingly recommend the use of deep
learning approaches. Many researchers are actively exploring this approach to develop
precise speaker recognition systems. The convolutional neural network (CNN) has been
increasing in prominence among deep learning approaches [4]. Designing a speaker
recognition system can involve several challenges and hurdles, such as variability in
speech signals, limited training data, computational complexity, and adverse recording
conditions. Overcoming these hurdles requires a combination of robust algorithms, large
and diverse datasets, careful system design, and continuous improvement based on feed-
back and evaluation. A new algorithm utilising convolutional autoencoders is proposed
in this paper to address the challenge of achieving higher accuracy in speaker recognition.
Despite attempting various traditional methods previously, the desired level of accuracy
has not been achieved. Recognising the limitations of existing approaches, a novel solu-
tion based on a convolutional autoencoder architecture has been proposed in this paper.
By leveraging the power of convolutional neural networks and autoencoders, the pro-
posed algorithm aims to overcome the hurdles faced by traditional speaker recognition
systems.

This paper begins with a comprehensive literature survey, which provides an
overview of existing research and advancements in the field of speaker recognition.
This section establishes the background and contextualizes the proposed methodology.
Following the literature survey, the paper delves into the methodology, presenting the
details of the proposed algorithm based on a convolutional autoencoder architecture for
speaker recognition. The algorithm’s components, such as the convolutional neural net-
work and autoencoder, are described, along with the specific techniques and approaches
employed. Subsequently, the paper moves on to the results and discussion section, where
the outcomes of the experiments and evaluations conducted on the dataset are presented.
The performance of the proposed algorithm is analyzed, compared to existing methods,
and discussed in detail. Any significant findings, limitations, or interesting observations
are also explored and discussed. Next, the paper concludes with a concise conclusion
section summarizing the key contributions of the research, highlighting the strengths
of the proposed algorithm, and discussing potential areas for future improvement and
exploration. Finally, the references section lists all the cited sources throughout the paper,
ensuring proper attribution and facilitating further reading and research for interested
readers.

2 Literature Survey

Speaker recognition systems rely on accurate feature extraction from speech signals to
distinguish between different speakers. This paper [5] addresses the need formore robust
feature extraction methods that can handle different types of speech signals and noise
conditions. Another challenge is to achieve domain robustness in speaker recognition
systems. Domain robustness refers to the ability of a system to perform well in different
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domains or environments, such as different acoustic conditions or speaking styles [6].
A small neural network architecture could also limit the accuracy of the speaker identi-
fication system [7]. Speaker verification systems may perform poorly when faced with
speakers or acoustic conditions that are not well represented in the training data. This
could be due to limitations in the size or diversity of the available datasets. Even with
large amounts of training data, it can be challenging to accuratelymodel thewide range of
acoustic variations that can occur between speakers, such as differences in accent, age, or
gender. Speaker verification systems may perform poorly in real-world scenarios due to
the presence of noise, reverberation, or other environmental factors that can degrade the
quality of the speech signal [8]. So, using different CNN architectures, feature extraction
techniques, and training methods, one can enhance the model’s performance [9]. In this
paper, several research gaps are addressed, including the small dataset issue, the search
for a good loss function, considerations for different acoustic conditions, and domain
robustness, through the utilization of this methodology. An additional step is taken in this
study by creating a speaker recognition system using a convolutional autoencoder. Dif-
ferent types of autoencoders, such as vanilla autoencoders and denoising autoencoders,
are available. In this experiment, a convolutional autoencoder is employed with a very
small dataset collected from five different speakers. Furthermore, all recorded samples
are kept without any preprocessing. Each utterance has a duration of 3 s. For training
and testing, different texts are used, as this system is text independent. It is important
to note that the focus of this paper is on the speaker’s speech features, so the language
of the training and test data does not matter in this case. The proposed methodology
is initially explained in this paper, followed by a discussion of the experimental setup,
the results of all the experiments, the conclusion, and the future scope of the proposed
model.

Thework presented has been focused on developing a new automatic speech recogni-
tion (ASR) system based on a sparse auto-encoder neural network architecture inspired
by the hunting behavior of Harris hawks [10]. The authors propose a new ASR sys-
tem that uses a sparse auto-encoder network to learn features from speech signals and
recognize speech using a deep neural network (DNN) classifier. The proposed system
is assessed using the TIMIT dataset and contrasted with other ASR systems that are
already in use. The experimental findings demonstrate that the proposed Harris Hawks
Sparse Auto-Encoder Networks (HHSAEN) approach outperforms other traditional and
deep learning-based ASR systems in terms of recognition accuracy, achieving state-of-
the-art performance. In-depth analysis of the suggested system’s learned properties and
information on the effectiveness of the suggested approach to voice recognition are also
included in the study. This research claims that the challenge lies in expanding the dataset
used for training and testing in order to assess its efficacy in more diverse scenarios.
This study [11] provides an in-depth examination of deep learning algorithms for voice
emotion recognition. The authors explore numerous publicly available databases that
contain emotional expressions in speech recordings, as well as the challenges and limits
connected with these databases. Several deep learning techniques, including convolu-
tional neural networks (CNNs), recurrent neural networks (RNNs), and long short-term
memory (LSTM) networks, are then discussed in relation to voice emotion recognition.
The authors describe the architectures and training methods for these models, and they
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compare their performance on different databases. The paper also includes a detailed
discussion of the pre-processing steps that are necessary to prepare speech data for deep
learning models, such as feature extraction and normalization. The authors discuss the
potential for utilizing larger and more diverse datasets, improving model accuracy, and
developing more robust models that can adapt to different languages and cultures. They
also mention the possibility of integrating other types of data, such as physiological
signals, to further enhance the accuracy of emotion recognition systems. Overall, the
authors suggest that there is still much to be explored and improved upon in this field.
This [12] describes amethod tomodify the accent of non-native speakers to improve their
speech recognition accuracy. The authors propose a technique that utilizes neural style
transfer to modify the accent of non-native speakers’ speech by transferring the style of
a reference speaker’s speech to the non-native speaker’s speech. The authors trained a
deep neural network to learn the mapping between the spectrograms of the non-native
speaker’s speech and the reference speaker’s speech. They then applied this network to
transform the non-native speaker’s speech spectrogram to match the reference speaker’s
spectrogram while preserving the content of the speech. The resulting modified speech
was then used as input to a speech recognition system, and the authors found that this
approach improved the recognition accuracy of non-native speakers’ speech. The authors
evaluated their method on two datasets, and the results showed that their approach out-
performed several baseline methods for accent modification. In a paper [13], the authors
propose a text-independent speaker identification system based on a deep learningmodel
of a convolutional neural network (CNN). The system aims to identify the speaker of an
input speech signal without relying on any specific text or speech content. To achieve
this, the authors pre-process the speech signal using Mel-frequency cepstral coefficients
(MFCCs) and use them as input to the CNN model. The CNN model is trained using a
large dataset of speech signals from multiple speakers, and it learns to extract relevant
features from the input speech signals that are specific to each speaker. The authors eval-
uate the performance of their system using two standard datasets, and they report high
accuracy rates, demonstrating the effectiveness of their proposed approach. The proposed
system has potential applications in various domains, including security, surveillance,
and forensics. It is suggested that modifications be made to the deep learning model
to increase the accuracy rate. This paper [14] presents the development and evaluation
of a deep learning-based Arabic autoencoder speech recognition system for an electro-
larynx device, which is a communication aid used by individuals who have lost their
natural voice due to laryngectomy. The proposed system aims to improve the recog-
nition accuracy and usability of the device by addressing the challenges of noisy and
limited data and the specific characteristics of electro-larynx speech. Several deep learn-
ing models, including convolutional neural networks (CNNs), long short-term memory
(LSTM) networks, and autoencoder-based models, are trained and assessed on a dataset
of electro-larynx speech recordings. In order to increase the amount of training data, they
also used data augmentation techniques. They evaluated the models’ performance using
a range of metrics, such as accuracy, precision, recall, and F1 score. The outcomes of the
experiment demonstrated that the autoencoder-based models performed better than the
other models in terms of recognition accuracy and robustness to noise and limited data.
On the test set, the suggested system’s accuracy of 88.37% outperformed the baseline
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system’s accuracy of 67.86% by a significant margin. Overall, the application of deep
learning-based voice recognition systems in this work offers a promising method for
enhancing the usability and efficacy of electro-larynx devices. A laryngectomy patient’s
quality of life and communication skills may be improved by the suggested system.
Further studies suggest exploring more features of the speech signal for better accuracy.
In their paper [15], the authors present a comprehensive review of speaker identifica-
tion techniques using artificial intelligence (AI) and machine learning (ML) methods.
The paper discusses various AI techniques, such as neural networks, support vector
machines, and deep learning, and how they can be used for speaker identification. The
authors also review the challenges and limitations of current speaker identification tech-
niques, including issues related to data pre-processing, feature extraction, and model
selection. The paper concludes by discussing potential research directions to address
these challenges and improve the accuracy of speaker identification systems. Overall,
the work done in this paper provides a valuable overview of the current state of the art
in speaker identification using AI and highlights the research challenges that need to be
addressed to improve the accuracy and reliability of these systems.

According to previous work, speaker recognition systems have several challenges
that can affect their accuracy and reliability.One of the primary challenges is the presence
of background noise, which can significantly affect the quality of the audio signal and
make it difficult to distinguish between different speakers. Another challenge is speaker
variability, which can be caused by differences in speech patterns, accents, and language
fluency. The use of voice disguising techniques, such as pitch shifting or speaking in
different accents, can also pose a significant challenge to speaker recognition systems.
Additionally, speaker recognition systems may encounter challenges in handling large
datasets, dealing with impostor attacks, and ensuring the privacy and security of the
stored voiceprints. To overcome these challenges, this paper proposes a new system that
can enhance the accuracy and robustness of speaker recognition systems.

3 Methodology

Figure 1 shows the proposedmodel for thiswork. In this study, a dataset comprising voice
samples from five speakers was collected in.wav format. The duration of the samples
varied from 3 s to 10 s while maintaining a consistent sampling rate of 16 kHz. Since
the system under investigation is a text-independent system, different texts were used
for training and testing. This means that the speech samples used for training the model
contained diverse content, allowing the system to learn speaker-specific characteristics
independent of the spoken text. Similarly, during testing, separate texts were employed
to evaluate the system’s ability to accurately recognize the speakers without relying on
specific textual content. Some studies have proven that even with a small dataset, one
can build a successful model [16]. Since the dataset is very small, a data augmentation
technique has been employed. Techniques such as time stretching, pitch shifting, noise
injection, and speed perturbation can introduce variations and increase the effective size
of the dataset. In this work, the time stretching technique is employed to augment the
small dataset of speech signals. Time stretching involves altering the duration of the
speech signal without changing its pitch. By compressing or expanding the time axis,
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variations in the temporal characteristics of the speech are introduced. By applying time
stretching to the existing speech samples, new instances of the same speech content are
generated, but with different durations. This effectively increases the size of the dataset
and provides additional training examples for the speaker recognition system. The data
augmentation technique can provide a good amount of data for training themodel.Hence,
the modified dataset is now ready for further experimental analysis. No preprocessing
has been done on the voice samples collected from the speakers. After modifying the
database, the next step is to convert all voice samples into spectrograms. Convolutional
autoencoders work really well when the inputs are images. Creating spectrograms is a
way to represent voice samples in the form of an image. Therefore, all the voice samples
are converted into spectrograms.

Fig. 1. Speaker Recognition system Framework

Convolutional Autoencoders (CAEs) leverage the power of convolutional operators
to capture spatial information effectively. Compared to conventional methods, where
convolutional filters are manually designed, CAEs allow the model to discover the ideal
filters by minimizing the reconstruction error. Because of their capacity to learn filters,
CAEs are the most advanced method for convolutional filter unsupervised learning.
CAEs excel at learning concise and useful representations of input data when perform-
ing computer vision tasks. CAEs can extract pertinent features from any input data by
utilizing the learned filters. These extracted features can then be utilized for various
tasks, including classification or any other task that requires a concise representation of
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the input. While CAEs are a type of Convolutional Neural network (CNN), there is a
fundamental distinction between them. CNNs are typically trained end-to-end, aiming to
learn filters and combine features to classify input data. On the other hand, CAEs focus
solely on learning filters that can extract features used to reconstruct the input. This
differentiation underscores the unique purpose and objective of CAEs in comparison
to traditional CNNs. The advantages of using convolutional autoencoders are that they
can extract high-level features from raw audio signals, which can result in more accu-
rate speaker recognition compared to traditional feature extraction techniques. They can
also effectively filter out noise and other distortions from audio signals, making speaker
recognition systems more robust in noisy environments. Speaker recognition systems
using CAEs do not require physical contact with the user, making them non-intrusive
and convenient to use. The important benefit is that convolutional autoencoders can
learn from new data, which makes them adaptable to new speakers and dialects [17, 18].
This adaptability also means that the system can continuously improve its accuracy over
time. Hence, by utilizing the convolutional autoencoder in this proposed methodology,
the research gaps are overcome.

3.1 Representation of the Database

As shown in the block diagram, all voice samples are converted into spectrograms to
be used as inputs for training purposes. Figure 2 depicts the representation of the voice
sample as a spectrogram.

Fig. 2. Representation of voice sample into Spectrogram



Speaker Recognition Using Convolutional Autoencoder 325

3.2 Selection of Activation and Loss Function

Activation functions play a very important role in the system’s performance. Its func-
tion is to trigger the non-linearity in the cells. The participation of neuron cells will be
determined by the activation function. So, in making decisions, it plays a very impor-
tant role. There are many activation functions, for example, sigmoid. In the proposed
model, after experimenting with various combinations, the rectified linear unit (ReLU)
is implemented as the activation function, and the mean squared error is chosen as the
loss function.

3.3 Details of the Model Used in the Experiment

In this experiment, a convolutional autoencoder is used, which has two parts: an encoder
and a decoder. Figure 3 indicates the encoder part, and Fig. 4 indicates the decoder part.
The function of pooling layers is the minimization of features. Once the features are
minimized, it becomes easy to compute. Here, normalization is also used along with
the activation function.

Fig. 3. Convolutional Autoencoder (encoder part)
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Fig. 4. Convolutional Autoencoder (decoder part)

4 Result and Discussion

The Python programming platform is used for implementing this work. A dataset con-
sisting of 50 voice samples from five distinct speakers has been gathered. The dataset
contains utterances ranging from 3 to 10 s, and different texts are used for training and
testing purposes. The dataset includes a mixture of languages, but since the expecta-
tion is to develop a speaker recognition model based on the speaker’s voice features,
the language is unlikely to impact the results. Each speaker has a unique characteristic,
enabling classification based on the speaker and achieving speaker recognition.

An augmented dataset has been used for training and testing purposes, with the aim
of increasing the size of the dataset. The entire dataset has been divided into three sets,
namely the training dataset, testing dataset, and validation dataset. In both training and
testing, experiments have been conducted under two conditions: the matching condition
and the mismatching condition. The matching condition is met when the duration of
the training and testing utterances is the same, while in the mismatched condition, the
durations are different. The accuracy curve for the matched condition is shown in Fig. 5.

4.1 Result Analysis

In matched conditions, this system has achieved 92.4% accuracy rate. Figure 5 shows
the accuracy curve against the number of epochs. It is observed that for a small dataset,
the epoch rate should be small. Figure 6 indicates the training loss and validation loss.
Every system should be perfectly fitted. Here there is no problem of over- or under-fitting
of the model. Figure 6 shows the training loss and validation loss curves in the matched
condition (Table 1).
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Fig. 5. Accuracy curve for the matched condition.

Fig. 6. Loss curve for the matched condition.

Table 1. % Accuracy comparison table of system accuracy in matched and in mismatched
condition.

Training sample duration (sec) Testing sample duration (sec)

3 10

3 92.4 85.3

10 87.1 92

The results indicate that the system has achieved better accuracy in the matched
condition, meaning when the test conditions were similar to the training conditions.
However, in the mismatched condition, where the test conditions differed significantly
from the training conditions, the system’s performance decreased. Figure 7 displays the
confusion matrix for the matched condition.
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Fig. 7. Confusion matrix for the matched condition.

Table 2 shows the comparison of the proposed model with other methods. As shown
in Fig. 7, the confusion matrix shows the performance of the system. It shows the rate
of prediction for various labels. Here, five labels have been used. Speaker1, Speaker2,
Speaker3, Speaker4, and Speaker5. In the case of matched conditions, the system is
performing very well. But in the case of mismatched conditions, its accuracy rate is low.
Hence, during training and testing, one can use utterances of the same length.

Table 2. Comparison table of proposed model with other existing methods with same dataset

Method AUC CA F1 Precision

SVM 0.785 0.877 0.839 0.815

Random Forest 0.933 0.853 0.811 0.796

proposed Model 0.969 0.953 0.974 0.960

5 Conclusion

In this research paper, a new speaker recognition system is proposed that utilises a con-
volutional autoencoder. The system has achieved a good success rate under matched
conditions for utterances. However, its performance was not satisfactory under mis-
matched conditions. Various activation functions were experimented with, and it was
observed that the ReLU activation function produced better results. The system used raw
voice samples without any pre-processing, which made it somewhat resilient to back-
ground noise. A comparison was conducted between the proposed system’s results and
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existing techniques such as SVM and Random Forest using the same dataset. Accord-
ing to Table 2, the system achieved a good accuracy rate. Additionally, parameters like
Area under Curve, F1 score, CA, and precision were compared. Previous studies in the
related section revealed the use of MFCC features and readily available, clean datasets.
However, the novelty of this paper lies in feeding speech signals in the form of images
by converting them into spectrograms. Thus, instead of MFCC, the system used spectro-
grams as a feature of speech signals. Moreover, a specifically collected dataset was used
for this research purpose. Based on the experimental results, it has been identified that the
main issue lies in the mismatched conditions between the training and testing utterances.
Therefore, future researchers should focus on addressing this problem to improve the
system’s performance. Additionally, since the system was tested with voices containing
background noises, it would be beneficial to find a solution to remove these noises,
thereby enhancing its performance. Furthermore, it is recommended that researchers
explore the use of different types of autoencoders, such as denoising autoencoders and
vanilla autoencoders, as well as other feature extraction techniques like pitch, jitter, or
LPCC-based feature extraction, to further improve the system’s performance.
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Abstract. Facial expression recognition (FER) has emerged as a major research
topic, with human-computer interactions. Nonverbal messages which are face
expressions are crucial in our day-to-day life, which is an example of non-verbal
communication. As a human, detecting facial expressions and understanding
human emotions is a simple process, but doing it with the assistance of a machine
is more challenging. With the remarkable success of deep learning, the different
types of architectures of this technique are exploited to achieve a better perfor-
mance with an accuracy of 87%. In this research, our proposed model shows how
to identify and recognize facial emotions from images using neural networks with
help of preprocessing techniques and the whole process comprises various stages
of classifying the detected features, involving human face detection and classify-
ing them then into any of the seven basic emotion classes using the convolutional
neural networks (CNN). Haar-cascade frontal face algorithm was utilized in order
to detect human faces from the images. Our model was trained and tested on the
FER-2013 dataset.

Keywords: Haar-cascade frontal face algorithm · FER-2013 · Facial expression
recognition · Face detection · Convolution neural network (CNN)

1 Introduction

Facial Emotions are mostly communicated through these facial expressions, gestures,
and physiological signals. With better deep learning techniques, we can solve these
types of complex problems using neural networks. Numerous uses exist in the field of
human-computer interface for recognizing these human facial expressions [9]. All the
non-verbal communications basically fall under facial emotion recognition. A person’s
facial gestures can be used to assess both his or her emotional state and cerebral outlook.
The basic facial emotions include Angry, Disgust, Sad, Happy, Fear, Neutral, Surprise.
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Convolutional Neural Networks are widely applied in the field of image recognition
[1]. As it can have a huge number of network layers and it also extracts more high-level
features [2]. Facial recognition requires several phases which are detection of faces from
images, pre-processing, retrieval of those facial features, and identification of emotions
in the facial images. For detection of human faces there are widely used other algorithms
like Local binary Pattern (LBP) and MTCNN and haar cascade which are advantageous
in their own way based on the requirements. The purpose of this study is to characterise
an emotional face input image using efficient deep learning techniques.

2 Literature Review

Face emotions play a significant role in our everyday lives, as is universally acknowl-
edged. We need a system that can recognize our facial expressions of emotion and react
accordingly. For recognizing face expressions, a compact convolutional neural network
is created. The completely linked layer from the conventional convolutional neural net-
work is replaced with a global average pooling layer. The completely connected layer’s
[17] “black box” characteristics are somewhat eliminated by this technique, which can
also be connected to global data to learn more in-depth and complete aspects of facial
expressions.

Additionally, the pooling layer is devoid of any parameters that would enable param-
eter reduction and prevent overfitting. This model is a MTCNN [10] that accomplishes
the task of detecting frontal faces which has more complexity of time and space. Many
of the models were built using RESNET, ALEXNET, MOBILENETV2, INCEPTION
architectures which are pre trained with better weights and resulting in an accuracy of
around 70%-75%. In order to avoid overfitting, norms were added to the weight coeffi-
cient that not only prevents overfitting but makes the model stable and fast. At last, the
final model is made combining a neural network with four convolutions and anMTCNN
detection [10] to accomplish the aim of human emotion recognition. Batches and a
RELU activation function [16] follow each of these four convolutions, while a soft-max
activation function and global average pooling are used in the final layer to classify
data. This system has a total of 58423 characteristics, 56951 of which are trainable. As
a consequence, when attempting to categorize the facial gestures into one of the seven
basic feelings, the prediction accuracy is 67%.

3 Dataset

FER-2013 has been utilized for the purpose of training and testing this model. This
FER-2013 data set is available in both images and pixel values. We have implemented
the model using the pixel values which are in csv format. These pixel values comprise
almost every sort of the 7 recognized facial emotions (Fig. 1).
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Fig. 1. Training data set count

4 Proposed Methodology

We proposed an approach to recognize the human from the images using traditional
CNN [2] which is capable of classifying seven different types of emotions. The pro-
posed traditional CNN is composed of 5 convolutional layers which have conv2d, batch
normalization [4], maxpooling2d and dropout. A dense layer of 200 neurons attached to
the completely connected layer and a SoftMax activation function are used to categorize
human emotions (Fig. 2).

Fig. 2. Flow chart of general facial expression recognition
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4.1 Data Pre-Processing

The proposed model has certain pre-processing steps such as normalizing the images,
adjusting the dimensions of the image, random sampling techniques all of which are
considered pre-processing strategies for image classification [12]. After normalizing the
picture, it has a pixel value range from 0 to 1, as a picture can have a pixel value of
max 255 and by splitting them by 255, they fall into the range of 0 and 1, making math
computations much simpler and the model’s intricacy lower. Then the reshaping of the
dimensions of data is performed by adding extra dimensions for pixel values and we
generate a shape of (-1,48,48,1).

Then the random over sampler is performed so that the majority of the class will be
shuffled randomly so that it avoids themodel tomemorize and helps in generalizing. This
sampler can also be used for minority classes based on the requirement of the model.
Once these pre-processing methods have been successfully completed, we will divide
the data set into both testing and training with the aid of the test size parameter and
random state parameter, which shuffles the training data. We had introduced a shuffle
size of 45 i.e., for every iteration a 45 new image pixel values will be generated replacing
the old pixel values.

4.2 Model Training

This Traditional CNN [14] design consists of 5 convolutional layers and a flatten and
finally three fully connected layers. Each has aConv2D,Activation,Batch normalization,
dropout and Maxpooling2D. The first layer is the input layer which takes input in with
padding value 1, stride value 1 and kernel size of 3X3. The Conv2D extracts all possible
feature maps and identifies the hidden internal representations. This was managed by
the filters of a kernel of conv2d. This is also known as a feature extraction layer (Fig. 3).

Fig. 3. Proposed Architecture of CNN model

Batch normalization [5] functions on extracted data by conv2d which takes as input
batches. This makes the model learn much faster. We had introduced a batch size of
128 for our particular model. Maxpooling2D helps in finding all prominent places of
the feature maps and thereby reducing the dimensions by extracting these prominent
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features. The RELU Activation function [7] brings the nonlinearity for the feature maps
generated by convolutional layers. A dropout layer [3] is used to avoid the over-fitting
of the model. We had dropped 20% of neurons for every new iteration. The flattened
layer then converts into the 1d array and then the fully connected layer and makes its
predictions according to the input.

4.3 Model Testing

During the testing phase, validation accuracy and loss of the proposed model is saved
in their best state having higher accuracy. We have implemented certain call backs like
early stopping, lr scheduler and model checkpoint in order to stop the model from over-
fitting and save it in the best possible condition with a higher learning rate. We ran the
model for 80 epochs using the Adam algorithm and category cross entropy [6] as the
loss function. For prediction purposes, test data will be fed to the trained model to find
final accuracy. This model implemented a haar-cascade frontal face feature [12] which
detects the frontal faces present in the images. Once detecting the faces by this frontal
face algorithm [8] they are reshaped and pixel values are divided by 255 and sent to
the model to make predictions by recognizing facial emotions. The prediction is in the
following way (Fig. 4).

Fig. 4. Predictions of model for test data set

5 Experimental Results and Analysis

The model was evaluated, and our research’s findings indicate that it has a training
accuracy of 91%, a testing accuracy of 87%, a training loss of 0.2469, and a testing loss
of 0.5012. By The values we can state that this model has predicted effectively with
higher accuracy and loss values. With the help of loss curve, it is possible to detect if
the model has got overfit or underfit or optimal fit [11].

From the below loss curves we can say that the proposed model is perfectly designed
with no overfitting or underfitting of the data with the better loss values and accuracy
(Figs. 5 and 6).

The confusion matrix, which displays both the number of accurate forecasts and
the number of inaccurate guesses produced by the proposed CNN algorithm, is shown
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Fig. 5. Loss curve model.

Fig. 6. Accuracy curve model

below, can be used to analyze how well this model predicted nearly every type of human
emotion. Each model has a total of 4,478,278 params where 4,475,759 are trainable
params and 3,968 are non-trainable (Fig. 7).

Model is shown in the confusion matrix above, along with the model’s total number
of incorrect predictions. The model is evaluated using the accuracy, recall, precision and
f-1 score which are shown in the Fig. 8 i.e., classification report [13].
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Fig. 7. Confusion matrix

Fig. 8. Classification report of Proposed model

6 Conclusion and Feature Work

This article discussed current FER study and informed us of the most recent advance-
ments in this field. TheFERsystem in this article offers amethod for identifying emotions
from images that is more effective than all other conventional methodologies, with an
accuracy of 87% and a prediction rate that is higher. We also have a study that showcases
the high rate at which researchers were able to figure out that machines will become
better at interpreting feelings in the future, suggesting that interactions between humans
andmachineswill becomemore natural over time. Thismethod’s design does not include
any pre-trained models. The suggested work can be improved as a video summarization
and broadened to recognize human face emotions based on speech and video.
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Abstract. Extracting domain-related keywords from text documents is a crucial
task in both Information Retrieval and Natural Language Processing (NLP). This
paper presents an approach that combines the TextRank algorithm with various
NLP techniques to effectively identify domain-specific keywords. Ourmethod uti-
lizes the power of unsupervised graph-based ranking algorithms and the semantic
understanding of NLP models to extract key terms that are highly relevant to a
specific domain. The work is carried out on an arXiv research abstract dataset.
This work preprocesses the input text to capture linguistic features, extracts the
keywords using TextRank and POS filtering approaches, extracts the definitions
and finally evaluates the performance. The performance of the extracted key-
words is done with the help of manually annotated labels. The proposed method
has obtained 83% accuracy. The proposed approach is flexible and adaptable to
different domains, as it can be trained on domain-specific data to further improve
its performance.

Keywords: Extraction · TextRank · POS tagging · Text mining ·
domain-specific dictionary · Natural Language Processing

1 Introduction

The proliferation of digital data and the imperative to analyze it efficiently have spurred
the emergence of numerous methodologies for data analysis [1]. Among these method-
ologies is text mining, a process that entails extracting valuable insights from unstruc-
tured or semi-structured data. Text mining finds utility across a diverse array of appli-
cations, including sentiment analysis, recommendation systems, and content analysis
[2]. Within the realm of text mining, a crucial undertaking involves the extraction of
keywords along with their corresponding definitions [3]. Keywords represent terms or
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phrases that hold significance within a specific subject area or field, while their defini-
tions offer a succinct and accurate explanation of their significance. Extracting keywords
serves the purpose of identifying the most pertinent topics addressed in a single doc-
ument or a group of documents [4]. Moreover, the definitions associated with these
keywords enhance comprehension and foster a deeper understanding of the concepts
under examination.

The internet has witnessed an unprecedented surge in digital content and data, pre-
senting a formidable challenge in efficiently accessing the most pertinent information
amidst this vast volume of data. Keyword extraction serves as a foundational method in
NLP, enabling the identification of the crucialwords or set ofwords (phrases)within a text
corpus [5]. This process of identifying and extracting relevant keywords holds immense
value in applications like information retrieval, text classification, and summarization.
In our work, we delve into the utilization of the TextRank algorithm for keyword extrac-
tion, as well as the identification of prevailing defining patterns to facilitate definition
extraction [6]. This paper presents a novel approach to extract keywords and their corre-
sponding definitions from textual data. Our proposed methodology harnesses the power
of the TextRank algorithm, an unsupervised graph-based ranking algorithm renowned
for identifying significant terms within a document. By integrating regular expressions,
we leverage common patterns in keyword definitions. To assess the effectiveness of our
methodology, we conduct evaluations on a dataset comprising arXiv paper abstracts,
comparing its performance against other cutting-edge keyword extraction techniques.

This study holds great importance as it has the potential to enhance the effective-
ness and precision of keyword extraction and definition extraction tasks. The outcomes
of this research offer valuable insights that can significantly benefit various natural
language processing applications, including text classification, summarization, and sen-
timent analysis. Additionally, the proposed approach demonstrates its versatility and
broad applicability by being adaptable to diverse domains and languages.

The study is driven by the subsequent research inquiries.

1. To what amount can the TextRank algorithm be utilized for effective keyword
extraction?

2. What are the prevailing patterns for definition extraction achieved through regular
expressions?

3. How does the proposed approach compare to other advanced keyword extraction
methods?

4. What are the potential implications of the findings?

The rest of this paper is organized as follows: Sect. 2 provides an extensive literature
review on keyword extraction. Section 3 outlines the details of our proposed method-
ology. Following that, Sect. 4 presents the experimental results. Finally, in Sect. 5, the
paper concludes by summarizing the findings and suggesting potential directions for
future research.
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2 Related Work

Keyword extraction plays a pivotal role in natural language processing by identify-
ing the most crucial words or phrases within a given text [7]. Multiple methodologies
have been devised for this purpose, encompassing statistical, linguistic, and graph-based
approaches [4]. Keyword extraction techniques can be categorized into supervised, semi-
supervised, or unsupervised methods [8]. One commonly used unsupervised technique
is based on TF-IDF, which establishes a baseline by scoring and selecting key-phrases
according to their TF-IDF values [9]. Another approach for topic modeling is Latent
Dirichlet Allocation (LDA), which performs unsupervised learning to identify the main
topics present in a document [10]. In a study conducted by Gu Yijun et al., LDA was
utilized to extract document keywords, and their association with keywords within the
document itself was found to enhance the results of keyword extraction [11]. Addition-
ally, Rapid Automatic Keyword Extraction (RAKE) is a widely employed algorithm for
domain-independent keyword extraction [12]. Among the graph-based techniques, the
TextRank algorithm has gained considerable popularity. It operates by analyzing word
co-occurrences to determine the significance of individual words within the text. Tex-
tRank is an influential ranking algorithm that operates on the principles of graph-based
analysis, leveraging the PageRank algorithm [6]. By constructing a graph representation
of a given text, where individual keywords or keyphrases serve as nodes of the graph,
and establishing connections between nodes that co-occur within the text, TextRank
calculates the importance score of each node. This score is determined by applying the
PageRank algorithm, which assesses the significance of a node based on the quantity
and quality of incoming edges it possesses [13].

In the field of NLP, a notable obstacle entails the identification and extraction of def-
initions for words or phrases within a given text. To address this challenge, one approach
involves identifying prevalent defining patterns commonly employed to introduce defi-
nitions, such as the format “A [word] is a [definition].” By utilizing regular expressions,
these patterns can be automatically recognized, enabling the extraction of definitions
from the text.

Numerous studies have delved into the realm of keyword extraction and definition
extraction techniques. However, many of these studies suffer from limitations in their
scope, failing to adequately address the challenges encountered in real-world applica-
tions. For instance, certain studies rely on small datasets that fail to capture the diverse
range of texts and writing styles found in real-world scenarios [14]. Additionally, some
studies focus exclusively on specific text types, such as scientific papers, which restricts
their applicability to other text genres [15]. Furthermore, certain studies employ outdated
or less effective algorithms for keyword extraction and definition extraction, thereby
diminishing their overall efficacy [16].

3 Methodology

The research design adopted for this study encompasses a comprehensive and systematic
approach to address the objectives of extracting domain-specific keywords and their
corresponding definitions from a large corpus of research papers. We have employed a
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data-driven methodology, leveraging advanced NLP techniques and machine learning
algorithms to systematize the extraction process and ensure scalability. Themethodology
followed is present the Fig. 1.

Fig. 1. A framework to identify domain-specific keywords within a given document.

3.1 Data Acquisition and Pre-Processing

To gather the necessary data for our research, we have curated a robust and diverse
dataset sourced from the ArXiv database1. The ArXiv database hosts a vast collection
of research papers spanning multiple disciplines, thereby providing a rich and extensive
source of technical content. The dataset wasmeticulously selected to ensure its relevance
and representativeness, enabling us to perform a comprehensive extraction of technical
terms which are domain-specific.

Data preprocessing plays a crucial role in any NLP task as it aims to convert raw
text data into a suitable format for analysis [17, 18]. This essential stage involves several
key steps. Firstly, non-relevant characters, stopwords, and punctuation marks are elimi-
nated. Additionally, tokenization is performed, breaking the text into individual words or
phrases. Following this, part-of-speech tagging is applied to determine the grammatical
role of each token. This valuable information is utilized to construct a co-occurrence
matrix, which captures the frequency of term appearances within the same sentence as
other terms. Ultimately, the generated co-occurrence matrix is utilized as the input for
the TextRank algorithm. Figure 2 illustrates the sequential steps undertaken during text
preprocessing in this work.

Text normalization is a crucial step in achieving consistency within textual data. It
encompasses various operations such as eliminating special characters, converting text
to lowercase, and expanding contractions [19]. The process involves segmenting the text

1 https://www.kaggle.com/datasets/Cornell-University/arxiv.

https://www.kaggle.com/datasets/Cornell-University/arxiv
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Fig. 2. The pre-processing techniques adopted in transforming the raw text to a clean format.

into individual units or tokens, which can range from words and phrases to individual
characters. These tokens serve as the foundation for subsequent processing steps, such as
part-of-speech tagging or constructing a co-occurrence matrix. In this particular study,
the input text (referred to as “Abstract data”) was normalized through the removal of
non-printable characters, converting all text to lowercase, eliminating special characters,
and removing excessive spaces.

POS tagging and lemmatization are performed in tandem, in the preprocessing of
text data for NLP tasks. POS tagging entails assigning a part-of-speech label, such as
noun, verb, or adjective, to each word in the text [20]. This labeling information plays
a crucial role in lemmatization, which involves transforming each word into its base or
dictionary form. For instance, through the process of POS tagging and lemmatization, the
word “running”wouldbe converted to “run”.This combined approach aids in simplifying
the complexity of the text data and enhancing the accuracy of subsequent processing
tasks. In this study, the WordNetLemmatizer was utilized to perform lemmatization on
the tokens generated in the preceding step.

Filtering the words, by identifying and retaining only certain parts of speech, such
as nouns, adjectives and gerunds to improve the relevance and accuracy. Any word in
the lemmatized text that does not fall into the categories of noun, adjective, gerund, or a
foreignword is classified as a stopword (non-content). Based on the specified conditions,
a filter is added to the lemmatized and POS tagged tokens to filter out the non-content
(stopwords). This filter includes the POS tags such as NN, NNS, NNP, NNPS, JJ, JJR,
JJS, VBG and FW.

3.2 Keyword Extraction Using TextRank Algorithm and POS Filtering

To identify the most significant technical and domain-specific keywords from research
papers, we employed a combined approach of the TextRank algorithm and POS fil-
tering. TextRank, a graph-based ranking algorithm, enables the extraction of important
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terms by analyzing their co-occurrence patterns within the document [6]. Leveraging the
inherent structure and word relationships, TextRank effectively identifies the essential
concepts and ideas discussed in the research papers. In conjunction with TextRank, we
implemented POS filtering [21] to further refine the extracted keywords. By consider-
ing specific parts of speech commonly associated with technical terms, such as nouns,
adjectives, and verb forms, we filtered out irrelevant words while retaining those more
likely to hold technical significance. This additional filtering step significantly enhances
the precision and accuracy of the extracted keywords, ensuring their close alignment
with the technical domain being investigated.

3.3 Definition Extraction Using Regular Expression

After obtaining the extracted keywords, the subsequent task was to retrieve their cor-
responding definitions from the research papers. To achieve this, we employed the use
of regular expressions, a powerful tool for pattern matching, to identify common tex-
tual patterns that indicate the presence of definitions. Regular expressions enable us to
capture specific structures and linguistic cues within the text that are typically associ-
ated with definitions. Through thorough analysis and domain expertise, we meticulously
designed a set of well-crafted regular expressions tailored to the specific context of tech-
nical literature. These patterns encompass diverse sentence structures, syntactic cues,
and linguistic patterns commonly employed in technical definitions. By matching these
predefined patterns with the surrounding text, we successfully extracted the relevant
definitions for the identified keywords.

3.4 Performance Assessment

To assess the effectiveness and reliability of our methodology, we conducted a compre-
hensive assessment using a variety of evaluation metrics and statistical analyses. The
accuracy and coverage of the extracted keywords were evaluated by comparing them to
manually created reference glossaries. Precision, recall, and F1-score were calculated
as quantitative measures to assess the performance of the keyword extraction process.

For evaluating the extracted definitions,we adopted amulti-faceted approach. Firstly,
a sample of extracted definitions underwent meticulous manual evaluation by domain
experts who assessed their accuracy and relevance. Their expert insights provided
valuable feedback and ensured the quality of the extracted definitions. Additionally,
we utilized semantic similarity measures, such as cosine similarity, to compare the
extracted definitions with reference definitions available in external resources. This anal-
ysis allowed us to estimate the degree of alignment between our extracted definitions
and established definitions, further enhancing the evaluation process.

4 Experimentation and Results

In Glossary Term Extraction, training data is commonly provided as a substantial corpus
of text documents, such as books or articles, that encompass the domain-specific ter-
minology of interest. In our experimentation, we utilized straightforward abstracts that
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encompassed multiple keywords. By leveraging this training data, the Textrank algo-
rithm was employed to identify and rank the most significant terms within a new text
document, considering their frequency and co-occurrence with other crucial terms. This
automated approach facilitates the extraction of relevant terminology and streamlines
the creation of a comprehensive glossary.

The computation of graph-based ranking, which considers edge weights when deter-
mining the score allied with each vertex in the graph, is performed using the formula
outlined in the provided Eq. 1. Where, E and V are set of edges and vertices, In(vi) set of
vertices that point to it, Out(vi) set of vertices that vertex vi points to. In our approach, we
establish a co-occurrence relationship, wherein lexical units are connected as vertices in
the graph if they co-occur within a specific word space, with the maximum number of
words allowed. This window size can be adjusted, typically ranging from 2 to 10 words.

WS(Vi) = (1 − d) + d ∗
∑

Vj∈In(Vi)

wji∑
Vk∈Out(Vj)

wjk
WS(Vj) (1)

Once the graph is constructed, each vertex is initially assigned a score of 1. The
ranking algorithmmentioned earlier is then executed on the graph for multiple iterations
until convergence, typically around 20 to 30 iterations, with a threshold of 1e-4. Once
scores are assigned to all the keywords, we consider the top one-third of keywords for
further analysis and consideration.

Fig. 3. Keyword extraction

To evaluate the performance of our model, it is essential to have either a predefined
list of keywords or a list of annotated keywords. In our experimentation, we manually
annotated a list of keywords for this purpose.We then compare these annotated keywords
with the filtered keywords generated by the model. Figure 3 presents both the annotated
keywords and filtered keywords for a sample abstract. By comparing both lists of key-
words, we calculate the confusion matrix, which provides valuable insights. From the
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Fig. 4. Confusion matrix

values obtained in the confusion matrix, we can derive metrics such as Precision, Recall,
and F1-scores. These metrics allow us to assess the accuracy and effectiveness of our
model. The confusion matrix is shown in the Fig. 4. The obtained accuracy is 83%. A
sample input, annotated keywords and the filtered keywords are shown in Fig. 3. The
words and phrases highlighted in blue are the annotated keywords by the domain expert
and the filtered words are present in the right of the figure. Most of the keywords are
matching the annotated keywords as conveyed in table. Figure 5 presents the outcome of
the definition extraction. For the supplied input document, the word and the definitions
will come as key: value pairs in the form of a json file.

Fig. 5. Domain-specific definition extraction

The significance of our research lies in its practical implications. The extracted
domain-related keywords can be utilized in various applications, including information
retrieval, content analysis, and document categorization within specific domains. This
can greatly improve the efficiency of these tasks and provide valuable insights for domain
experts.

5 Conclusion

In this work, we presented a comprehensive framework for domain-related keyword
extraction, incorporating the TextRank algorithm and several NLP approaches. Our app-
roach not only focused on keyword extraction but also extended to definition extraction,
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aiming to provide a more comprehensive understanding of domain-specific content.
Through extensive experimentation on arXiv dataset, we evaluated the performance of
our proposedmethod.By comparing themanually annotated keywordswith the extracted
keywords, we achieved an impressive accuracy of 83%. This demonstrates the effective-
ness and reliability of our approach in identifying relevant termswithin a specific domain.
With a remarkable accuracy of 83% in keyword extraction and the ability to extract defi-
nitions, our proposed method showcases its efficacy in capturing domain-specific terms
accurately. We anticipate that our work will contribute to advancing the field of keyword
extraction and provide valuable insights for domain experts in diverse industries.
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Abstract. The pandemic has a significant impact on how people conduct meet-
ings, both in corporations and in schools. Online meetings have become a popular
way to connect people from all over the world, lowering the expenses and time
associated with travel. Various video conferencing systems and communication
tools have aided in this trend towards onlinemeetings.Many countries havemoved
to online classrooms as an alternative to traditional face-to-face instruction in the
educational sector. It has also enabled educational institutions to adapt to chang-
ing circumstances and continue to educate students. One of the major concerns
is security. As online platforms become more popular, the potential of infiltration
activities such as hacking or unauthorized access increases. This study proposes a
comprehensive strategy for improving security and user experience in online edu-
cation. The framework focuses on detecting existing participants, detecting intrud-
ers, restricting intruders, and restricting abusive messages. It employs authenti-
cation mechanisms, user behaviour analysis, network monitoring, and machine
learning algorithms to validate participant identities, differentiate legitimate users
from prospective invaders, restrict unauthorized access, and promote courteous
conversation. The framework proves its usefulness in minimizing security con-
cerns and promoting a secure online learning environment through simulations
and case studies.

Keywords: Intrusion detection · Abusive messages · BERT model

1 Introduction

1.1 Content Creation

Covid-19 is the most lethal virus in ages. It is spreading like wildfire, and the only way
to stop it is through social isolation. Schools began offering online classes to comply
with this rule [1]. It may have been challenging at first, but everyone finally adapted to

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
P. Pareek et al. (Eds.): IC4S 2023, LNICST 536, pp. 350–361, 2024.
https://doi.org/10.1007/978-3-031-48888-7_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48888-7_30&domain=pdf
http://orcid.org/0000-0001-5241-2152
http://orcid.org/0009-0002-2940-0887
http://orcid.org/0000-0002-6428-8192
http://orcid.org/0000-0001-8393-8157
http://orcid.org/0000-0002-5943-9822
http://orcid.org/0000-0002-2054-6567
https://doi.org/10.1007/978-3-031-48888-7_30


Creating a Protected Virtual Learning Space 351

the concept. You cannot deny that online classes are far more convenient than traditional
classes. You can dress as you choose, access the lesson from anywhere in the world, and
record the class for future reference. The most significant advantage of having classes
online is that you can record all of them and refer to them later when studying as shown
in Fig. 1 [2].

Online programmers are less expensive because they eliminate the need to maintain
a physical site. Institutes began investing in online tools that were far less expensive than
maintaining big parts of their physical properties. We understand that many teachers and
kids struggled to acclimatize to technology. Eventually, everyone learned and is now
aware of the different functions of a laptop or computer. The best part about online
education is that you be-come Tech Savvy, and there is always something new to learn.

Fig. 1. Online Meeting

Eventually, everyone learned and is now aware of the different functions of a laptop
or computer. The parent largest disadvantage was the high cost of purchasing laptop
computers. Many low income parents had to use their savings to purchase laptops, as it
became vital for pupils to be able to attend classes with ease. Problems with the internet,
computers not working, and a lack of electricity are just a few examples. These are
some of the issues that kids and teachers frequently face and are powerless to address.
There are no such options available. You cannot deny that school children are capable
of exploiting the circumstance and being less attentive in class.

1.2 Related Work

Several studies have looked into the use of data and technology analysis to improve
security in online meeting procedures. Using facial detection or fingerprint technol-
ogy, algorithmic models for machine learning have been utilized to detect the abusive
messages and block such intruders in online meetings.

Karim [1] stated that the GoogleMeet app was themost secure against cyber-attacks,
followed byMicrosoft Teams and, finally the Zoom app but they didn’t detect the intrud-
ers in the online meetings. Abudhagir [11] comprises one of the best face detection
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performances, as the images in the dataset are one shot learned it has the triplet loss
which helps to avoid more unrelated example of pictures while passing through the
convolutional sheets.

De la Cruz [2] presents a framework for raising awareness about the need for more
robust security measures such as threat prevention, identification security, compliance
with academic institution law, and ethical conduct to protect student personal information
now and in the future.

Chen [6] uses a comprehensive evaluation technique to compare user experiences
before and after the outbreak of COVID-19, and eventually determines how user’s con-
cerns about the online education platform have changed. This paper investigates the
supporting abilities and response levels of online education platforms during COVID-
19, and proposes corresponding measures to improve how these platforms function in
terms of access speed, reliability, timely transmission technology of video information,
coursemanagement, communication and interaction, and learning and technical support.

For deep face recognition, the Zulfiqar [5] pretrained CNN model and a set of
hyper parameters are experimentally chosen. The usefulness of deep facial recogni-
tion in automated biometric identification systems is demonstrated by promising testing
findings with an overall accuracy of 98.76%. With the use of lexicon-based encodings,
Koufakou [9] investigates several applications for lexical characteristics and offers a thor-
ough dataset evaluation that tack-les both in-domain and cross-domain abusive content
identification.

Caselli [3] created a pre-trained BERTmodel for detecting abusive words in English.
This model was trained using RALE, a huge dataset of Reddit comments in English from
communities banned for being offensive, abusive, or hateful that we gathered and made
public. Nobata [4] created a machine learning based solution that outperforms a state of
the art deep learning strategy for detecting hate speech in online user comments from
two do-mains[14].

On the basis of the current pre-trained language model, Huang [10] suggests a
multi task framework (MFAE) combining abuse detection and emotion categorization to
increase the algorithm’s representational capacity. Founta [7] proposed a deep learning
architecture that uses a wide range of available metadata and combines it with auto-
matically derived hidden patterns inside tweet text to detect various abusive behavioral
standards that are strongly interconnected.

1.3 Contributions

A few students exchange URLs to academic sessions/webinars/CREs with miscreants,
who subsequently login to the meeting/sessions using the IDs or names of other rec-
ognized attendees. After entering the meeting, mischievous kids cause indiscipline,
confusion, and use nasty abusive language to disrupt the entire conference.

The COVID Pandemic/Lockdown has caused students to be frustrated. It has also
damaged their mental health, resulting in undesirable behaviors and actions that dis-
rupt the entire class and the decorum of the session/academic activity. A few stu-
dents exchange URLs to academic sessions/webinars/CREs with miscreants, who sub-
sequently login to the meeting/sessions using the IDs or names of other recognized
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attendees. After entering the meeting, mischievous kids cause indiscipline, confusion,
and use nasty abusive language to disrupt the entire conference (as shown in Fig. 2).

Fig. 2. Objectives of the work

Objective:

• Solutions need to be devised so that the intruders/miscreants are identified.
• They should not be able to use IDs and Names of the identified Participants/Students.
• It should get easy for the Host to block such intruders which does not happen usually.
• Messages (which are usually disturbing and offensive) need to be blocked in such a

way that they are not shown in the chat box or displayed during the sessions.

2 Analysis

The effectiveness of teaching and learning, student involvement, technological utiliza-
tion, and student success are all factors to consider while analyzing online classes. Here
are some elements to consider when analyzing online classes:

• Learning outcomes: Providing excellent education and improving learning outcomes
are two of the key goals of online classrooms. As a result, it is critical to assess the
course’s efficacy in delivering the desired learning outcomes. This can be accom-
plished by comparing student performance, like exam scores or assignment grades,
to traditional in-person classes.

• Student engagement: Students must be self-motivated and proactive in their learning
when taking online programmes. As a result, it is critical to assess the amount of
student engagement in the course [16]. This can be accomplished by examining
participation rates in class discussions, assignment and quiz completion rates, and
overall attendance rates.

• Technology is frequently used in online classes to convey content and improve com-
munication between professors and students. As a result, it is critical to assess the
usefulness of the technology utilized in the course. This can include evaluating the
online platform’s dependability and functionality, as well as its usability for both
instructors and students.
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• Performance of the instructor: The role of the instructor is critical to the success of
online classes. As a result, it is critical to evaluate the instructor’s success in delivering
course content, offering feedback and support, and building a collaborative learning
environment.

• Student feedback: Finally, it is critical to collect feedback from students regarding
their experiences in the course. Surveys or other forms of feedback mechanisms
can be used to obtain insights on what worked well, what could be improved, and
suggestions for future improvements.

Overall, online course analysis necessitates a thorough examination of all com-
ponents of the course in order to establish its efficacy and identify opportunities for
improvement. It is critical to collect data from many sources and stakeholders in order
to acquire a comprehensive picture of the course and its impact on student learning.

3 Working Methodology

3.1 Identifying Intruders

Using facial detection or fingerprint technology [5] to identify intruders is a typical
strategy used for access control and security. Here’s a quick rundown of how it works:

• Facial Detection: Facial detection systems record and analyze the distinctive aspects
of a person’s face using cameras and specialized software. This technology can rec-
ognize certain facial characteristics such as the distance between the eyes, nose shape,
and facial curves. Against find a match, these characteristics are matched against a
database of authorized individuals.

Face pattern recognition in machine learning is a multi-step process. First, a
dataset of facial images is compiled, comprising both positive and negative examples
of faces and non-face images. To maintain uniformity, preprocessing procedures
such as scaling and normalization are used. To extract relevant facial features, feature
extraction methods such as Haar cascades, HOG, or deep learning based approaches
such as CNNs [11] are used. These features, together with the labels associated with
them, are then used to train a machine learning model, such as SVM or KNN. A
distinct dataset is used to evaluate the trained model’s accuracy and performance.
This procedure allows the ML model to recognize facial patterns and identify faces
with a high degree of accuracy.

• Fingerprint identification: To identify people, fingerprint identification technology
employs unique patterns and ridges on their fingertips. Fingerprint scanners take an
image or sequence of images of the ridges on a person’s finger and compare them to
a database of authorized fingerprints.

In machine learning, finger pattern recognition follows a similar procedure. A
dataset of fingerprint pictures is compiled, including a wide range of samples from
various individuals. To separate the fingerprint pattern, preprocessing techniques such
as picture enhancement and segmentation are used. The fingerprint photos are used
to extract distinguishing information such as ridge orientation and minutiae (ridge
ends, bifurcations). These extracted features and labels are used to train machine
learning models or statistical models such as HMMs or Neural Networks. The trained
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models are then assessed using different validation or test images and metrics such as
FAR, FRR, or EER. This allows the machine learning model to recognize and match
fingerprint patterns, allowing for more accurate fingerprint recognition.

Fig. 3. Identifying Intruders in meetings

Both facial detection and fingerprint recognition systems give an extra degree of pro-
tection to the classroom by ensuring that only authorized personnel have access to it as
shown in Fig. 3. These technologies are frequently utilized to improve security and pre-
vent unauthorized entrance in a variety of industries, including education, government,
and corporate environments.

3.2 Detecting Existing Participants

The following actions can be taken to recognize existing meeting attendees based on
their email addresses and alert both the existing participant and the meeting organizer:

• Registration and Email Association: Each participant is needed to register for the
meeting or class by entering their email address. Each participant’s email address
acts as a unique identification.

• Participant Database: Maintain a database that contains the email addresses of all
registered attendees for the meeting or class.

• Participant Verification: When a participant enters a meeting, the meeting platform
collects or extracts their email address.

• Email Address Comparison: The system compares the joining member’s email
address to the email addresses in the participant database.

• Detection and Notification: A pop-up notification is given to both the existing par-
ticipant and the meeting organizer if a match is identified, indicating that the person
already exists in the meeting or class.

• Existing Participant message: A pop-up message informs the existing participant that
another participant with the same email address is attempting to join the meeting.
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• Organizer Alert: A pop-up or alert notifies the meeting organizer that there are two
participants in the meeting with the same email address. This advises the organizer to
take appropriate action, such as validating the participants’ identity or dealing with
the problem.

Fig. 4. Detecting Existing participants in online meetings

By following this procedure as shown in Fig. 4, both the present participant and the
meeting organizer are notified of the potential duplicate participant as soon as possible.
This allows the organizer to investigate and resolve any concerns linked to several par-
ticipants using the same email address, maintaining the meetings or classes integrity and
security.

3.3 Block Intruders

Various techniques can be used to prevent intruders and manage participant behavior
during a lesson [12]. Here’s an outline on how to deal with these issues:

Microphone use in class is critical for supporting good communication and engage-
ment. Participants can express themselves, ask questions, and participate in discussions.
However, in order to avoid disturbances and preserve a constructive learning environ-
ment, microphone usage must be managed. When participants should mute or un mute
their microphones, instructors or meeting organizers can establish guidelines. Back-
ground noise and unexpected interruptions can be reduced by muting participants by
default at admission and allowing them to un mute themselves when they want to con-
tribute. Moderators can also actively monitor microphone usage and urge students to
quiet themselves when not speaking, guaranteeing clear and focused audio throughout
the session.

Video content in a class can boost engagement and promote a sense of community
among students. Visual clues, nonverbal communication, and the sharing of pertinent
materials are all possible. However, in order to create a focused and appropriate learning
environment, video content must be managed. Video permissions can be controlled by
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the meeting organizer or designated moderator, ensuring that only authorized attendees
have video access. Monitoring the video feeds of participants during the lesson also aids
in identifying any instances of irrelevant or inappropriate content being broadcast. To
protect the integrity and relevance of the class content while allowing participants to
offer relevant visual contributions, prompt action, such as eliminating disruptive videos
or disabling video sharing, can be taken.

Fig. 5. Blocking intruders in meeting

Machine learning algorithms can be used in meetings to recognize irrelevant or off-
topic spoken content and video, ensuring that discussions remain relevant and focused as
shown in Fig. 5. The procedure entails assembling a collection of audio recordings and
video feeds from meetings, which includes both linked and unconnected pieces. Noise
reduction and frame extraction are two examples of preprocessing processes used on
audio and video data. The audio and video streams are then analyzed to extract relevant
information.

Classification algorithms or deep learning networks are taught using the retrieved
characteristics and labels that indicate whether the segments are related or unrelated.
These algorithms learn the properties and patterns of unrelated speech and video infor-
mation. A different dataset is used to evaluate the trainedmodels’ performance in reliably
detecting unrelated parts.Meeting systemsor applications that use thisML-basedmethod
can automatically analyze both spoken content and video streams, indicating uncon-
nected segments in real-time. This allows participants and organizers to stay focused
and keep meetings on track, resulting in more productive and efficient talks.

3.4 Block Abusive Messages

A method for addressing abusive communications can be established to maintain a
courteous and secure environment in the chat box during a meeting or class [14]. When
an abusive message is discovered, the system warns the responsible person, reminding
themof proper behavior. This initial warning provides the participantwith an opportunity
to correct their actions. If the abusive behavior continues, the system will take more
serious action. The participant may be barred from further communications or perhaps
removed outright from the meeting. This proactive strategy guarantees that abusive
communications are addressed as soon as possible, while also promoting a good and
inclusive learning environment for all participants.
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It is critical to keep track of participant information and activities in order to retain
responsibility and facilitate future action, if necessary. The system records pertinent
information such as the participant’s name, the time of the abusive communication [4],
and any measures taken, such as warnings, blocks, or deletions. These log files provide a
thorough record of participant behavior, which is useful evidence if additional inquiry or
intervention is required. Meeting organizers and administrators can efficiently address
instances of abusive messages, protect participants’ well-being, and ensure a productive
and courteous learning experience by logging participant information.

Fig. 6. Blocking abusive messages using BERT model

Using the BERT [8] model to determine whether a message is normal or abusive
(as shown in Fig. 6) necessitates the use of natural language processing techniques.
BERT (Bidirectional Encoder Representations from Transformers) is a sophisticated
pre-trained language model that can be modified for a variety of NLP applications such
as text categorization.

A labeled dataset is required to train a BERT [3] model for classifying normal and
abusive texts. This dataset should include both typical and abusive message instances.
To prepare the text data for entry into the BERT model, preprocessing processes such as
tokenization and padding are used. BERT is then fine-tuned using labeled data, where
the model learns to grasp the context and sentiment underlying the messages.

For BERT training we used Masked Language Model (MLM) approach Once fine-
tuned, the BERT model that can be used to identify new messages as normal or abusive.
The message is sent via the model (as shown in Fig. 7), which creates a forecast based on
the training data’s learnt patterns and context. To determine the classification, a threshold
might be set, with a forecast above the threshold being abusive. Themodel’s performance
is assessed using metrics such as accuracy, precision, recall, and F1 score, which are
compared to the ground truth labels. The model can be monitored and updated on a
regular basis to increase its accuracy and adapt to changing language patterns.

i) Our text is tokenized. We begin with text tokenization, just as we would with
transformers. We will obtain three different tensors as a result of tokenization:

• input_ids
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Fig. 7. Multiple layers of BERT model

• Token_type_ids
• attention_mask

ii) Make a tensor of labels. Because we’re training our model here, we’ll need a labels
tensor to calculate loss — and optimize towards.

iii) Tokens in input_ids are masked. We can mask a random selection of tokens now that
we’ve produced a duplicate of input_ids for labels.

iv) Determine your loss. We run the input_ids and labels tensors through our BERT
model and compute the difference between them.

Fig. 8. Epoch vs Loss
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A fine-tuned model may accurately identify communications as normal or abusive
by exploiting BERT’s (as shown in Fig 8) epochs vs training loss that has the ability
to recognize contextual meaning. This can be implemented to a variety of applications,
such as chat moderation, social media monitoring, or content filtering, to ensure that
users are safe and polite.

4 Evaluation

The effectiveness of measures used to identify and prevent unauthorized access to the
online class by those who are not authorized to attend is assessed during the evaluation
of online class intruder tracking. Here are some variables to consider while evaluating
online class intruder tracking:

• False positive: False positives occurwhen people aremistakenly detected as intruders.
As a result, it is critical to assess the tracking system’s false positive rate, which may
be done by comparing the number of false positives to the total number of attempted
logins.

• Response time: When an intruder is spotted, it is critical to act swiftly to prevent
them from gaining access to the class. As a result, it is critical to assess the tracking
system’s response time, which may be accomplished by evaluating the time it takes
for the system to recognize an intruder and take action to prevent them from entering
the class.

• User experience: The tracking system should not interfere with legitimate users’
experiences. As a result, it is critical to assess the tracking system’s impact on legiti-
mate users, such as whether it creates delays or necessitates additional authentication
processes.

• Effectiveness of prevention measures: Aside from detecting and stopping intruders, it
is critical to assess the effectiveness of preventionmeasures in place to detect possible
intruders. This can include things like demanding strong passwords or two-factor
authentication, which can be measured by the frequency of successful unauthorized
attempts.

Overall, evaluating online class intruder tracking necessitates a thorough exami-
nation of numerous elements in order to determine its efficiency in preventing unau-
thorized access to the class. It is critical to regularly monitor and update the tracking
system in order to resolve any vulnerabilities or weaknesses and ensure the online class
environment’s security.

5 Conclusion

Intruder tracking is a critical component of assuring the security and integrity of online
learning environments. The tracking system is designed to detect and prevent unautho-
rized access to the class by people who are not authorized to be there. The efficiency
of the procedures employed to identify and prevent unauthorized access to the class is
assessed during the evaluation of online class intruder tracking. The detection rate, false
positive rate, reaction time, user experience, and effectiveness of preventative measures
are all factors that can be examined when evaluating online class intruder surveillance.
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It is critical to monitor and update the tracking system on a regular basis in order
to fix any vulnerabilities or weaknesses and ensure the security of the online learning
environment for all genuine users. Finally, a good online class intruder tracking sys-tem
can improve overall class effectiveness and promote a safer learning environment for all
students and instructors.
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Abstract. Mobile Ad hoc Network (MANET) refers to a group of multi-hop
wireless networks that can configure themselves. The success of MANET-based
applications hinges on a number of criteria, with reliability being a key one.While
many security procedures already exist, the new characteristics and vulnerabilities
of this networking paradigm may make the old ones obsolete. The ability of a net-
work to scale up in size without sacrificing performance is known as scalability.
Proactive routing algorithms in mobile wireless networks face a significant scal-
ability difficulty due to the frequent need to send and receive control signals. The
key to fixing the scalability issue is cutting down on overhead. In order to lessen the
burden of data transmission, a overhead and delay reduction model is designed in
this research. The suggested technique is based on aweight function that integrates
the node’s connection and battery life. In this research, MANET network latency
and traffic load reduction model is designed. The proposed technique is based on
the idea of only transmitting certain, predetermined packets avoiding loss. Con-
gestion in the network can be avoided by first ensuring that all neighbor nodes are
valid before sending a packet. When it comes to the evolution of MANET, Qual-
ity of Service (QoS) is a crucial factor. This research proposes a Trusted Node
Feedback based Node Authentication Model with Node Transmission Analysis
(NAM-NTA) model for decreasing the network overhead and delay levels in the
MANET. The emphasis of this research is on constraints based on latency and
neighbor connectivity. This technique is able to detect superfluous connections
and eliminate them from the network structure. The proposed achieved 98.3%
accuracy in network delay reduction. The proposed model is compared with the
traditional model and the results show that the proposed model performance in
overhead and delay reduction is high.

Keywords: Mobile Ad hoc Network · Trusted Nodes · Node Authentication ·
Network Overhead · Network Delay · Node Feedback · Quality of Service

1 Introduction

A MANET, also known as a mobile communication network, is a network of mobile
devices that connects to one another wirelessly and manages itself [1]. Multi-hop com-
munication channels are used in a MANET [2]. Eventually, it will not be feasible or
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even physically practicable to have a set architectural for this kind of network due to the
rapidly evolving nature of wireless communication technology [3]. Due to the constantly
shifting nature of the mobile structure, ad hoc wireless networks require the ability to
self-organize and self-configure [4]. A MANET is a wireless network that establishes
connectivity through multi-hop peer-to-peer routing rather than fixed network infras-
tructure [5]. MANETs find use in highly mobile and ever-changing military and civilian
infrastructure. In a MANET, the structure of the network is dynamic [6].

MANETs are made up of a group of freely moving nodes. These nodes require no
supporting infrastructure and can spontaneously form networks of any desired configu-
ration [7]. Designing and implementing dynamic routing protocols with lower overhead
and higher speed is a significant challenge in MANETs. For mobile ad hoc networks,
researchers have developed a number of routing protocols, includingAd hocOn-demand
DistanceVector Routing (AODV) andDynamic SourceRouting (DSR) [8]. Any network
can be transformed into a MANET by connecting a group of mobile wireless devices
together. Every moving node can act as a host as well as a router [9]. The wireless inter-
face has a limited broadcast range because data packets must travel from their source to
their destination via a series of intermediate nodes. In a MANET, packets are sent from
one node to another without the use of a central hub or other infrastructure [10]. As a
result, MANET can be used where a wired network would be dangerous or impractical.
In addition, it is used in challenging environments where it would be impractical to
replace the batteries in any of the nodes. As a result, the packet forwarding process relies
heavily on the routing protocol [11]. The structure of a MANET is shown in Fig. 1.

Fig. 1. MANET Structure

Ad hoc networks are becoming increasingly common in numerous contexts, includ-
ing onmilitary battlefields [12] to set up information networks between soldiers, weapon
systems, command control centre, and vehicles due to their adaptability and ease of
deployment [13]. Many real-time commercial applications are using the ad hoc network
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architecture to boost productivity and effectiveness and optimize profits for their respec-
tive corporations. These applications are used in a wide variety of situations and services
[15], including tactical networks, disaster relief, [14], home the environment, education
system, recreation, sensor network, and context aware services. Link failure among
nodes, lack of centralized administration in the absence of infrastructure, susceptibil-
ity to attack, high power consumption, low bandwidth, scalability of the network [16],
device homogeneity, multi-hop routing, self-creation, autonomy, and self-administration
are just some of the problems that need to be studied in order to be solved [17]. Many
researchers have developed numerous solutions to the problem of network overhead and
delay by utilizing transmission requirements for energy [18], residual consumption of
electricity, or both.

The nodes in a MANET are mobile computers that can move around and connect
with other nodes in the network over wireless links that can go in both directions [19].
The current approach inMANET relies on cooperation between nodes to allow for long-
distance communication by forwarding each other’s data packets [20]. However, even
in cooperative settings, some nodes can refuse to do so in order to conserve power or
to purposefully disrupt regular communications, which in turn reduces the efficiency of
the network [21]. This kind of malicious activity is known as a packet dropping attack
or black hole attack [22], and it is one of the most serious types of attacks that can
bring down a network. In order to reduce the routing cost, these strategies are used to
identify selfish nodes, bypass them, and select an alternative path for data transmission.
Massive routing overhead is produced after switching to an alternative method for data
transmission [23]. As a result, the innovative trans-mission method is implemented in
this research to reduce routing overhead and improve network stability avoiding delay
[24].

The processing delay in a packet-switched network is the time it takes for routers to
process a packet’s header. Delays in processing time are amajor cause of overall network
slowness. While handling a packet, routers can perform several functions, including
determining the next hop for the packet and checking for bit-level errors that may have
happened during transmission. High-speed routers often have processing delays on the
microsecond scale or less [25]. The router then sends the packet to a queue, where it
may experience additional waiting time after undergoing nodal processing. Delay in the
transport of a packet is a concept fundamental to packet switching. The network-wide
transfer or buffering delay of a packet is equal to the sum of the store-and-forward delays
it encounters in each router. Network congestion and the quantity of intermediate routers
both contribute to overall packet transfer latency.

2 Literature Survey

To extend the life of wireless multihop networks in which individual nodes experience
an energy deficit, Choi et al. [1] applied wireless power transfer (WPT) technology to
multihop transmission. The author has developed a systemmodel forCoWPT-basedmul-
tihop transmissions and posed an optimization problem to determine the optimal WPT
time of each node in order to extend the network’s lifetime. The net-work’s longevity
is guaranteed by first making sure all nodes have the same expected lifetime. To make
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things easier, the author tackled the resulting linear programming (LP) problem instead
of the optimization problem. Extensive simulations show that, compared to the normal
WPT method, using the optimal CoWPT solution significant-ly extends the lifetime of
networks in both WSN and MANET environments.

During mobile edge computing, connection failure is caused by node movement and
decreased node energy,which in turn reduces the lifespan of the underlyingmobile ad hoc
network. Network latency grows dramatically when a route fails because route discovery
must start afresh for single-path protocols. The proposed multi-path routing system
is advantageous since it eliminates the need for route discovery. This study proposes
LLECP-AOMDV, an ad hoc on-demand multi-path distance vector (AOMDV) routing
protocol formobile edge computing that is based on the prediction of connection lifetime
and energy consumption. During the course of the path finding procedure, the energy
grading method is utilized. When a node’s energy gets too low, it stops participating
in the route finding process. The routing selection process prioritizes paths with the
lowest energy consumption and the longest predicted link lifetimes. The results of the
comparisonswere assessed by the author in termsof energy consumption, packet delivery
rate, and end-to-end delay.

A mobile ad hoc network (MANET) is a loosely organized network of mobile, net-
worked computers. Moving nodes increase route overhead and battery consumption,
making mobile communication routing challenging. The field of MANET has made
multiple attempts to reduce the energy consumption of nodes and the complexity of
routing decisions. These concepts can improve load distribution and traffic flow while
decreasing resource waste. The unique idea provided by Chandravanshi et al. [3] has the
potential to yield better outcomes. Author proposes an adaptive Multipath Multichannel
Energy Efficient (MMEE) routing approach in which route selection strategies are based
on the expected energy usage per packet, bandwidth available, queue length, and channel
utilization. Multipath reduces the probability of collisions by assigning data packets to
different paths throughout a network, whereas multichannel employs a channel ideal
assignment technique to reduce collisions between nodes. The multichannel approach
divides the bandwidth of a link into multiple discrete channels. To reduce network
collision, multiple source nodes can consume the channel bandwidth simultaneously.
Through the use of a collaborative multipath multi-channel method, data can go from
several sources to the same destination without experiencing collisions or congestion.
The MMEE routing strategy is used to deter-mine which routes to take. The proposed
MMEE improves network dependability by selecting the path using a load and bandwidth
aware routing algorithm that takes into account the energy and predicted lifetime of
individual nodes.

Of-floading computing from the edge is a challenging problem in 5G and 6G re-
search since edge cloud services are not always available in outlying areas. Instead of
investing in costly infrastructure to provide edge computing services in these areas,
drones might be used instead. Due to limitations in drone range, it is challenging to
provide effective edge computing services. Feng et al. [4] developed an edge computing
architecture where drones with and without edge servers work cooperatively to pro-
vide edge computing services to end users, with computing activities conveyed in a
Mobile Ad hoc Network through multi-path and multi-hop. Extending the lifetime of
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a MANET while maintaining service quality is defined as a joint optimization issue
involving the selection of computational drones, transmission paths, and task division
schemes. Because of its ability to achieve an incomplete remedy to the problem via a
greedy strategy, a Software-Defined-Network (SDN) controller is employed to investi-
gate the issue. Taking into account the dynamic nature of the MANET, the original issue
is reframed as a multi-path multi-hop task transmission problem with an arrival order
constraint on the tasks to be executed.

Vehicle ad hoc networks (VANETs), UAV ad hoc networks, and wireless sensor net-
works are just a few examples ofMANETs that benefit from the decentralized andmobile
nature of the transparent architecture. There is a wealth of information available on the
topic of building decentralized scheduling algorithms for topology-agnostic MANETs.
Most of them do their analyses in completely delay-free settings. The requirement for
MANETs to support time-sensitive traffic is only going to in-crease as more and more
real-time applications switch to wireless communications. If a packet hasn’t been sent
within a certain amount of time, it is erased from the sys-tem regardless of its status.
Compared to the regular delay-free version, this is light years ahead. To address the issue
of accommodating time-sensitive traffic, Deng et al. [5] investigated distributed schedul-
ing strategies for a topology-agnostic MANET. We compare the probabilistic ALOHA
scheme to the more traditional TDMA, Chlamtac and Farag’s GF sequence scheme, and
a combination sequence scheme designed for a certain type of sparse network topology.

Despite named data networking’s (NDN) promising benefits for MA-NETs, its
deployment is hindered by MANETs’ distinctive features and architectural incompati-
bilities. Due to the fixed nature of data routers and the prevalence of servers in NDN’s
role as providers, FIBs there tend to be stable. FIBs are often unreliable in MANETs
because of the unpredictable behavior of mobile nodes acting as both data routers and
providers. Too frequent updates to the FIB might cause data acquisition failures by
causing a broadcast storm and out-of-date FIBs. In addition, NDN’s reverse path-ways
are extremely reliable because static data routers are used to build them. Disruptions on
reverse paths are common inMANETs since they aremade up ofmobile nodes. The costs
and time involved in data recovery are high, and data gathering failures are common as
a result. With the intention of improving data collection success rates and reducing data
acquisition expenses, Wang et al. [6] proposed an efficient data acquisition method for
NDN-based MANET. The concept has mobile nodes retrieve information without using
FIBs and then distribute it to multiple users. Data continuity and successful reception
on the outbound path are also guaranteed, along with mobility support.

When a natural disaster occurs, the normal communication infrastructures are imme-
diately destroyed. Intermittently connectedMANETs are essential for providing network
access in the aftermath of a disaster. Despite the fact that the majority of previous study
on such networks has focused on one-to-one chat, the significance of monitoring apps
has expanded in recent years. In monitoring applications, the timeliness of the data is
more significant than its delay characteristics. A mathematical assessment of the age
of information (AoI) was proposed by Inoue et al. [7] for MA-NETs with intermittent
connectivity; this study would capture the timely nature of data collected by monitoring
programs. The author used the results of the analysis to go into the basics of network
architecture.
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Transmission reuse, or the cooperation of the various destinations, is the primary
advantage of multicast over multi unicast. Multicast’s ability to increase transmission
efficiency stems from this feature. This has led to extensive study ofmulticast in a variety
of wireless contexts. When using multicast rather than multiple unicast, the implications
of node mobility on transmission reuse are better known. Correlated mobility, a phe-
nomena that faithfully replicates real-world mobility processes, is the focus of Jia et al.
[8], who want to clarify the effect of mobility on transmitter reuse in mobile ad hoc
networks. The multicast gain was employed by the author as a metric of transmission
reuse since it represents the capacity ratio of multimedia to multi unicast under a par-
ticular delay limitation. By developing a multi-layer routing proto-col and presenting
many causal scheduling techniques, we can examine the impact of different correlation
degrees of node mobility on the total multicast capacity delay tradeoff. The capacity and
delay advantages of multicasting are calculated and compared to the unicast scenario.

3 Proposed Model

Nodes inMANETs can function as both a source and a sink, making this type of network
highly adaptable. Memory, power, and network buffers are just a few examples of scarce
resources for mobile nodes. Information interchange, path selection, and routing are
only few of the procedures that use up these resources. When the nodes take on the role
of routers, they must communicate with one another to share and improve their routing
knowledge. The network’s performance, durability, and convergence can all be kept at
satisfactory levels with the help of control data. Nodes rely heavily on control data to
maintain an accurate routing table. Depending on the routing protocol in use, the control
data may exchange multiple short packets to ascertain the accessibility of surrounding
nodes, for instance.

Nodes in a MANET are characterized by their minimum requirements for transmis-
sion power, distribution, mobility, and memory. Due to the limited transmission range,
path of minimum hop, minimum normalized residual energy used, minimal level abso-
lute remaining energy used, minimum transmission energy path, throughput, bandwidth,
hop count, and power to be sufficient, the wireless mobile nodes enter and leave the net-
work dynamically in MANETs. In a typical network, information travels via several
intermediate nodes before reaching its intended destination. Since each mobile ad hoc
network node must contribute to network traffic that is unrelated to its own needs, a
router is required to keep packets flowing smoothly. Congestion control is essential in
MANETs to prevent packet loss, boost network energy, and lower overhead costs, all of
which can be attributed to the high volume of traffic. Congestion happens when there
are more packets trying to travel across a network than the network can handle at once.
Without a fixed network, mobile nodes can talk to one another using radio links. The
proposed model framework is shown in Fig. 2.

Control routing refers to the transmission of routing and control data into a network,
and it is essential for network resilience. To achieve rapid convergence, it is necessary
to inform all nodes in the network if there is a change in the network path due to link
failure or busy nodes. Overhead refers to the portion of a transmission that consists of
control routing rather than data. To maintain an appropriate degree of overhead without
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Fig. 2. Proposed Model Framework

sacrificing throughput is a key network objective. If the network’s overhead is low,
it will employ its maximum effective throughput at the expense of reliability. While
adding more overhead improves reliability, it slows effective throughput. Because of
the nodes’ mobility, more control routing operations need to be performed in ad hoc
networks, leading to a high level of overhead. When nodes are moved, the network’s
topology is constantly being reconstructed since the end-to-end path is altered. This
proposal evaluates the effects of various ad hoc routing protocols by measuring certain
indicators across the network. There are two main categories for metrics: reliability
and overhead. Measures of reliability include throughput, packet loss, delay and round-
trip time. Overhead behavior and cumulative overhead are features of the overhead set
method. This research proposes a Trusted Node Feedback based Node Authentication
ModelwithNodeTransmissionAnalysis (NAM-NTA)model for decreasing the network
overhead and delay levels in the MANET.

Initially the nodes that need to participate in ad hoc communication information is
maintained in the selected node in the network that has high performance in the past
data transmissions. The node information is maintained as

Nodeinfo[NodeList] =
∑NodeList=K

n=1

getnodeaddress(n)

maxlimit(NodeList)
+ allocenergy(n) + τ(n)

(1)
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NodeKey[K] =
∏K

n=1

maxener(n)

λ
+ getTime(n) + Nodeinfo(n) (2)

τ is the node computational level to allocate tasks to the node. The node address is
gathered for future communication. λ is the total energy allocated.

The node authentication is performed by using light weight cryptography models
that is used to validate the nodes during data transmission and receiving. The process of
node authentication is performed as

NodeAuthen[K] =
∑K

n=1
Nodeinfo(n) + getnodeaddress(n)

+
{
if NodeKey(n) == getNodeKey(n) return access
Otherwise remove(n)

(3)

The trust factor of nodes helps in detection of malicious actions in the network.
For each node, its adjacent node feedback about the current node is considered as an
important parameter in node usage in data transmission. The trusted node feedback is
calculated in quick packet delivery rate to avoid delay. The process is performed as

TfNeigh[K] =
∏K

n=1
getmaxPDR(n+ 1) + enercons(n+ 1)

+max(τ (n+ 1))

{
Tf = 1 if (TFNeigh(n) > Th)
0 Otherwise

(4)

Overhead in MANET is any unneeded consumption of time, space and energy in
data transmission. Overhead is the additional storage needed for supporting data that
facilitates the conveyance of a particular message from a source to a receiver. The
overhead during data transmission is calculated as

Ovrhd [K] =
∑K

n=1
getTime(γ ) − getTime(γ + 1) + ω(n, n+ 1)

+ Th

{
if Ovrhd(n) > Th return 1
otherwise return 0

(5)

γ is the data transmission levels of the current node to the next node.ω is the delay levels
of the transmission among current and next trusted neighbor nodes.

There are several potential sources of network delays in any given communication
system. The distance here between origin and the target is the most fundamental factor.
Nevertheless, the information does not move straight from one location to another.
Several intermediate nodes along its route will add to the transmission time. The delay
level caused by malicious nodes in the network is calculated as

DelayL[K] =
∏K

n=1

τ(n, n+ 1) + minLoss(n)

max(PDR)
+max(Ovrhd(n, n+ 1)) − Th (6)
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4 Results

Nodes in a mobile ad hoc network communicate wirelessly and independently. Using
MANET, a temporary network can be formed without the need for a single point of
control. This is because nodes in a MANET tend to move around a lot. There are
many instances of broken connections and blocked pathways. If a mobile node can’t
determine the path to its target, it will blindly retransmit the route request packets to
its adjacent nodes, resulting in a broadcast storm. A rebroadcast delay model to decide
rebroadcast order, define a connectivity factor to maintain network connectivity, and
establish a rebroadcast probability to maximize the use of neighbor coverage knowledge
is proposed. Because of this, the overhead is decreased and the network performance
is improved because to the synergy between neighbor coverage knowledge and the
probabilistic approach.

This research ultimate goal is to design a energy-efficient data transmission protocol
for MANET, which significantly increases the network’s lifetime. Using the available
protocol methods with increased transmission coverage range of relay nodes, MANET
devices are able to keep the network running on a restricted battery supply. However,
when compared to direct transmission protocol idea methods, cooperative communi-
cation protocol methods have not always been successful energy efficient approaches
to increasing the transmission range of intermediate relay nodes with less power con-
sumption. This research proposes a Trusted Node Feedback based Node Authentication
ModelwithNodeTransmissionAnalysis (NAM-NTA)model for decreasing the network
overhead and delay levels in theMANET. The proposed model is compared with the tra-
ditional Lifetime Maximization in Wireless Multihop Networks (LMWMN) model and
the results represent that the proposed model performance is high in delay and overhead
reduction.

The nodes in the network that need to participate in data transmission will provide
the node information to the monitoring authority in the network. This information helps
in recognition of nodes in transmissions. The Network Node Information Storage Time
Levels in milliseconds of the existing and proposed models are shown in Fig. 3.

Each node in the network will be authenticated with the unique key provided after
information storage in the network. The unique key helps in recognition of malicious
nodes in the network. The node authentication helps in maintaining access control only
for the authorized users. The Node Authentication Accuracy Levels in percentage of the
proposed and existing models are shown in Fig. 4.

The trust factors calculated in the nodes helps in consideration of only trusted nodes
and neighbor feedback is considered only from the trusted nodes. The feedback helps
in detection of malicious actions in the network and such activities can be avoided to
increase the network lifetime. The Trusted Node Feedback Gathering Time Levels of
the proposed and existing models are depicted in Fig. 5.

The sum total of all throughput, energy, storage, time, etc. consumed by all sensor
nodes in the network is called overhead. The network overhead plays a major role in
performance of the network. Theminimum the overhead, themaximum the performance
is. The proposed model as it considers the neighbor feedback and detects the malicious
actions, the data transmission is also performed in active state and then nodes enters
into inactive state in which the usage of the resources is reduced and balanced. The
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Fig. 3. Network Node Information Storage Time Levels in Milliseconds

Fig. 4. Node Authentication Accuracy Levels in Percentage

Fig. 6 shows the Network Overhead Reduction Time Levels of the existing and proposed
models.

A MANET network delay is a function of its design and operation. It defines the
time it takes for data to go from one trusted node to another in a network. Multiplied
or fractional seconds are common units of measurement. Network latency is the overall
time required for a message to travel from sender to receiver, whereas propagation delay
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Fig. 5. Trusted Node Feedback Gathering Time Levels

Fig. 6. Network Overhead Reduction Time Levels

is the process required the initial bit to transit over a link. The Network Delay Level
Reduction Accuracy Levels of the existing and proposed models are shown in Table 1
and Fig. 7.
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Table 1. Accuracy Levels

Nodes considered in the Network Models Considered

NAM-NTA Model LMWMNModel

20 96.2 90.2

40 96.3 91

60 97.3 91.3

80 97.6 91.7

100 98 92

120 98.1 92.1

140 98.3 92.4

Fig. 7. Network Delay Level Reduction Accuracy Levels

5 Conclusion

Thenodes inMANETs canmove around freely. The nodes have completemobility.With-
out a predetermined framework, these nodes are capable of dynamically self-organizing
into networks of any desired topology. MANETs suffer from frequent link breakages
since their nodes are constantlymoving around. This resulted in several route discoveries
and path failures. The time and effort required to find a new path must be taken into
account. Broadcasting is an essential and efficient tool for disseminating information
during the route finding process. Important network environments that greatly affect the
performance of routing protocols in MANETs include power, mobility, topology, and
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node density. Due to their wireless nature and the fact that the nodes interact with one
another via multi-hop routing, mobile ad-hoc networks are highly adaptable and inde-
pendent of any central infrastructure. The majority of currently-used MANET routing
methods are designed for networks in which every node has the same data transfer and
processing capabilities. In terms of MANET scalability, homogeneous networks per-
form poorly compared to heterogeneous networks despite being simpler to model and
investigate. This research proposes a TrustedNode Feedback basedNodeAuthentication
ModelwithNodeTransmissionAnalysismodel for decreasing the network overhead and
delay levels in theMANET. The proposedmodel achieves 97% accuracy in overhead and
delay reduction. The proposed in future can be enhanced by designing a malicious node
detection models for removing such nodes for performance enhancement. The proposed
model also can be extended for clusters generation and data transmission with secured
node authorization models.
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Abstract. Data Aware Networking (DAN) is one of the key technologies coined
by the International Telecommunication for Technology. It aims to provide a sys-
tem and method for managing data over the Internet. It also considers the needs of
diverse users using the Internet and keeps track of their usage history to make the
data proactive for them. Four key components of Data Aware networking include
the documents called Data Objects which are the focal point of attention, authors
who create the documents, publishers whowill maintain the documents alongwith
a catalog of documents and access rights, the End users who will be utilizing the
documents in a sophisticate way provided by the concept of DAN. Considering the
architecture and the way the data objects are published in data-aware networking,
this paper aims to suggest a dynamic and sophisticated routing system that will
study the needs of diverse users and attempt to route the data either in a proactive
or reactive manner to suit the needs of the users. This paper also proposes routing
algorithms to be utilized in data-aware networking for both reactive and proactive
routing.

Keywords: Data Aware Networking · Data Objects · Named Data Objects ·
Data Driven Networking

1 Introduction to Data-Aware Networking

Depending on the use case scenarios that are being active in the field of communications
and networking, the International Telecommunication Union for Technology coined the
termData Aware Networking clearly mentioning the requirements from the viewpoint of
Data Forwarding,DataRouting,Mobility, Security, andPerformanceManagement of the
telecommunication networks [13, 14]. The major objective of Data Aware Networking
is to come up with efficient and effective data maintenance and utilization system for
consumers with the most recent data that is on demand [1]. Along with this, Data Aware
Networking also attempts to create a layer over the traditional TCP/IP model to take
care of the data routing and object modeling aspects.
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Data in Data Aware Networking (DAN) may be of any kind like Text, Numbers,
Images, Audio, Video, Links, and any other multimedia data. The data is termed a Data
Object in DAN which is created by its author for distribution over a community of users
or for the public. Such data created by the author will be given a unique name and will be
made available on the internet via the publisher who takes the opportunity to maintain
the data objects created by several authors [5–8]. On the other hand, the publisher
also maintains the user bases who are utilizing the data objects that are available. The
publisher-centered method to access data objects enables keeping track of the errant
users and is also helpful to provide data on demand to the required users.

A productive Systematization of data objects makes the data objects simple to find,
recover and circulate from their related DAN segments and furthermore patches up
their execution and usage. This can be acknowledged by ordering and formulating the
information process in like manner into different classifications of their significance [11,
12]. The routing of the data object may be reactive or proactive. In reactive routing, the
data objects will be supplied to the users on demand, and in proactive routing, the history
of the data object and respective users will be taken into consideration based on which
the data objects will be automatically made available to the users.

2 Concept of Data-Aware Networking

TheMajor Contributors to the concept of Data Aware Networking are the Authors of the
Data, Publishers of the Data, Data Managers, and finally the consumers of the Data who
follow a sophisticated procedure to store the data files which are termed as data objects.
It all starts with the creation of a data file by the author. The author will submit the same
to the publisher to make the data available to the public. On receipt of the file from the
author, the publisher allows a unique Id to the data file which is then called a Named
Data Object. The publisher holds the responsibility to maintain a categorical catalog
of data objects that he maintains and makes the catalog available to the public through
the web media. The consumers on the other hand are the users in read of data. The
consumers can make a request to the data manager who is responsible for maintaining
the consumer base and serving the request of the consumers. On receipt of the request
from the consumer regarding a particular data object, the data manager transfers the
same to the publisher who in turn will reply to the consumer through the data manager
with the required data object. Hence, the whole process involves the secure data transfer
between Author, Publisher, Data Manager, and Consumer.

Apart from this, the concept of data-aware networking introduces the concept of
networking based on data. It means that the data should be the one with which the entire
networking is going to operate and it requires certain facilities to be made available in
data-aware networking which are discussed in Sect. 3.

3 Requirements of Data-Aware Networking

Data Consumers in Data Aware Networking will acquire data by searching for the data
using the Id or Unique Name that is given to the data object by the publisher. As there
will be a huge number of data objects that relates to a particular domain, the data objects
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need to be categorized and kept in a particular to facilitate ease of use [9, 10]. This task
can be facilitated by preparing a proper data structure for the content to be uploaded
by the publisher using a suitable relational database management system. In our earlier
work, we proposed a data structure to maintain a database of objects and named it a Data
Object Bank so as to facilitate the categorical storage of data objects. It is also proposed
to maintain the database with a suitable relational model so as to maintain the Consumer
data as well as the maintenance of Consumer history. Reliability is one aspect also needs
to be paid attention to build a secure and trustable system [3, 9].

Whenever the consumer is in need of data and puts the data request, we need to
verify the authenticity and authorization of the user in order to prevent errant users from
accessing the most secure data. At the same time, the concept of data networking ensures
that the data that is being accessed by the user is the latest version and most appropriate
to him. This keeps the user satisfied and helps the consumer to prevent himself from
gaining wrong knowledge.

There will be some consumers who are going to access the data on a daily basis. As
the recommended system is data-aware, it should keep track of the user requirements
and help the user to find the data required and make it available to the consumer in time
without any request. These facilities require some automated mechanism needs to be
implemented while providing access to the data to the consumers based on their usage
history. We may also prepare a machine learning model that used the dataset of usage
history and predicts the data requirements.

In this paper, we proposed two different routing models to facilitate secure data
transfer between the said entities in the data-aware networking system. One routing
technique holds the responsibility to transfer data on demand and is named as On-
Demand Routing. The other routing technique keeps track of consumer history and
makes the proactive data transfer by making the data object available to the consumer
as and when it is required. Methods for applying both routing algorithms are described
in detail in the next sections.

4 Reactive Routing Algorithm for Routing in DAN

One can find different ways and algorithms to route the data objects in a variety of ways
to serve the consumer base with ease and efficiency. As the focal point of attention here
is the Named Data Object (NDO) and the entire functionality to be achieved is based on
the, the routing here is to happen a little different than the traditional routing. We can
assume this is an additional layer on the traditional layered TCP/IP network which acts
based on the NDO. Hence, the routing takes two different versions based on the NDO
namely Reactive Routing and Proactive Routing. The algorithm that we proposed for
the reactive algorithm that is written below will provide a way to route the NDOs on
demand in a very fast, effective, and efficient manner by incorporating the features of
software-defined networking which is a trending domain in the era of computer science.

The goals for defining the reactive routing system include centralized control over
the data and its related resources for efficient routing and distribution of resources. The
conceptual diagram for the reactive routing in Data-aware networking is shown below
(Fig. 1):
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Fig. 1. SDN-Based Reactive Routing System for Data-Aware Networking

The SDN-based reactive routing system is built by adding a new layer on the conven-
tional TCP/IP-based routing systemwith three agents to take control over the data-based
networking namely the DAN Data Plane, DAN Control Plane, and the DAN Agent [2,
4, 15, 16]. The Control plane has the ability to be an interface between the traditional
network and the DAN network and is a set of functions to receive the data from the
underlying network, store and forward Named Data objects as directed by the tradi-
tional networking system. The DAN Data Plane implements physical control of under-
lying networks and holds the ability to change routing statistics so as to implement
data-based networking. The DAN-SDN Controller will have complete control over the
routing system and holds the ability to control all entities of the Data Aware Networking
system.

The DAN agent holds the functionality to define the new route based on the data that
is being transferred based on the earlier history of data transfer. The set of entities in the
routing architecture will interact through the SDN agent which can be an integration of
all entities covered in the routing system. In the mechanism of reactive routing, authors
will initially create the data file and submit it to the publisher. The author may also have
the possibility to publish the same data object with multiple publishers.. The publisher
will maintain the catalog of data objects. The consumer data maintenance is taken care
of by the DAN Agents on the other hand where the consumer will register themselves
with the DAN agent. Consumers may request for a data service through the DAN agent.
The DAN agent then in turn makes a request to the publisher and the publisher will be
in service of data to the DAN agent with the required data object.

Proper authentication and authorization rules will be implemented for the consumer
before the service is made available. The data object is then served from the DAN agent
to the consumer through intermediary agents. The intermediary agents based on the
statistical analysis, may keep a copy of the data object.

Algorithm for Reactive Routing of NDOs in DAN

i. Data Created by the author will be submitted to Publisher along with relevant
information.

ii. The publisher prepares the Data Object Header and allots a unique Identity to the
data object (NDO).

iii. The publisher prepares the NDO by attaching a header to the Data object.
iv. The publisher pushes the NDO to the DAN publishing System/Database.
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v. The Published data will be updated for all agents of DAN agents to be of service
to consumers.

vi. Consumers may request the service of a nearby DAN Agent for the NDO.
vii. The DAN Agent searches the publisher’s database for the availability of the NDO.

If available, the request will be served with the required NDO, or else the request
will be forwarded to the publisher.

viii. The Publisher will serve the NDO to the Consumer through the DAN agent to be
on service to the consumer.

ix. DAN Agents will also copy the NDO based on the demand as per the statistical
information.

5 Proactive Routing Algorithm for Data Routing in DAN

Apart from reactive routing, proactive routing holds some special responsibilities as
listed below:

• It should keep track of the earlier history of the consumer data access and find the
best suitable object to access next.

• It should be able to observe patterns in the data access pertaining to that particular
user to serve him with the best available choice

• The data access history will also aid in timely data transfer with which the consumer
will be more comfortable

As there is no initial data available for the first time proactive routing is applied, it
takes the data from the reactive routing the history of data objects transferred, and the
user access of particular data, dates, and times of data transfer along with all the required
statistics to route the data automatically.Hence,we canpresume that the proactive routing
will be using the data transfer statistics from the reactive systemonly. The caching system
in the reactive routing systemwill help to transfer the data objects with ease and faster as
the data may not be only accessed from the server but also can be from the intermediary
nodes as maintained by the reactive routing mechanism. From this point of view, the
reactive routing and proactive routing are working in integration with each other and
hence there is no any sort of ambiguity in the data transfer mechanisms. The step wise
algorithm that we proposed for the proactive routing of NDOs in data-aware networking
is given below:

Algorithm for Proactive Routing of NDOs in DAN

i. Data Created by the author will be submitted to Publisher along with relevant
information.

ii. NDO Publisher prepares the header of the data object and will allot a unique ID and
a unique Name to the data object.

iii. The publisher makes NDO by adding header data to the Data object
iv. The publisher will publish the document in DAN databases and updates the catalog

of available data objects.
v. The Publication detail will be updated with DAN Agents as per the demand and

supply statistics available with the publisher.
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vi. The NDO Agents will also copy the NDO at various intermediary nodes based on
the required statistical information available with the DAN database.

vii. Final Publication data will be updated with all DAN agents to be on service to the
future request of Consumers.

6 Conclusion and Future Work

Both the reactive routing and proactive routing algorithms will cache the data objects at
the time of data transfer anda common database of all data usage statistics will be made
available with all required statistics to both algorithms. The outcome of the reactive
routing system will depend entirely on the NDO and the network route will be finalized
based on the availability of NDO in various intermediary nodes. This routing may also
differ in different situations for the same NDO. The outcome of the proactive routing
depends not only on the NDO but also on the earlier data usage statistics, and consumer
base statistics, and the route will be finalized based on all the aspects of data-aware
networking. Hence we may assume that the proactive routing may perform well over
hundreds of data transfers and the reactive routing will start performing the best from
the initial data transfer onwards.

As proactive routing takes into consideration the usage statistics of data with respect
to every user, one may consider applying different machine learning techniques to clas-
sify the data statistics based on consumer’s usage and predict the upcoming specifications
of the same consumer. The inclusion of machine learning techniques may help the realm
of data-aware networking to grow much better and more flexible and may also provide
the consumers with much better data accessing platform.
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Abstract. Glaucoma is an ocular pathology characterized by the gradual deterio-
ration of neural cells in the eye, which is attributed to elevated intra ocular pressure
within the retina. Glaucoma takes the second spot in terms of its prevalence as a
neurodegenerative eye disease, failure to diagnose glaucoma at an early stage can
lead to complete blindness. This underlying issue requires a streamlined system
that uses experiencedmedical experts, little equipment, and less time.To categories
the stages of glaucoma, aComputer-AidedDiagnosis (CAD)method is used called
Image Empirical Mode Decomposition (IEMD). Segmentation-based algorithms
utilizing features like cup-to-disc ratio (CDR) and textural characteristics close
to the optic disc region can distinguish glaucoma. To capture pixel variations for
this investigation, the pre-processed fundus images are separated and transformed
into a diverse range of intrinsic mode function (IMFs). The study employs deep
learning-based framework for finding the optic nerve head from coloured fundus
photographs, to transform the fundus images into a delimited region of interest
(ROI) and utilizes multiple deep networks like RFCN and RCNN classifiers iden-
tified glaucoma stages separately. TheCAD system serves as an automated tool for
retinal image processing and demonstrates superior performance over the RFCN
classifier, achieving an impressive accuracy of 96% with the RCNN classifier in
classifying glaucoma stages.

Keywords: glaucoma · intraocular pressure · retina · computer-aided diagnosis ·
image decomposition · fundus images · optic nerve head · deep learning ·
glaucoma classification · optic disc · ensemble classifiers · RFCN · RCNN
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1 Introduction

This study is centered on the application of convolutional neural networks (CNN) for the
classification of glaucoma stages. After careful consideration, the researchers decided to
adopt the RCNN (Region-based CNN) and RFCN (Region-based Fully Convolutional
Network) approaches.We found that RCNN and RFCN provide the necessary flexibility,
reliability, cost effectiveness, and efficiency required for the research.

Glaucoma is a sight-threatening disorder affecting the optic nerve and RNFL. It can
be asymptomatic in early stages, leading to unnoticed vision changes. Fundus imaging
helps diagnose and monitor glaucoma, capturing images of critical eye structures to
enable early detection and intervention [1] (Fig. 1).

Fig. 1. Fundus Images with Normal and Glaucoma Vision

An extensive array of diverse techniques and algorithms has been developed to per-
form automated analysis of retinal images and extract blood vessel segments. These
methods can be divided into two categories: supervised and unsupervised approaches.
Blood vessels are generally visible as borders or outlines inside retinal pictures. Unsu-
pervised methods require the use of contour models to detect and identify these vessels.
This category includes techniques such as matching filter responses, morphological
approaches, and deformable models. It is difficult to develop an economical and high
performing segmentation approach for combined segmentation of the optic disc (OD)
and optic cup (OC) [2, 3].
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To solve the issues, we devised a customized Computer-Aided Diagnosis (CAD)
approach utilizing retinal fundus images designed for clinical evaluation. The devel-
opment of the system mainly concentrates on the use of image based empirical mode
decomposition technique for image processing, RCNN and RFCN deep learning model
which have low computational overhead and it is also accurate and efficient. This study
aims to design a system that can accurately classify glaucoma stages based on fundus
images while minimizing resource requirements. By achieving maximum accuracy, the
system outcomes will assist in taking timely precautionary actions against the disease
[4, 5].

2 Related Work

Segmenting the cup and disc regions in fundus images is a crucial step in detect-
ing glaucoma. Researchers have explored various techniques to achieve accurate
segmentation.

Deepak Parashar [6] a novel methodology was developed to classify glaucoma,
with a focus on utilizing the 2D-TEWT for analysis. The provided images underwent
preprocessing and were subsequently separated into sub-band images (SBIs) through
the utilization of 2D-TEWT. These images were classified using a trained multi-class
least squares support vector machine (MC-LS-SVM) classifier. Using tenfold cross-
validation, the approach achieved a phenomenal classification accuracy of 93.65%.

Shubham Joshi [7] to aid in the early detection, screening, and treatment of glaucoma,
the proposed CAD system makes use of three CNN models. By classifying glaucoma
according to precise criteria, thesemodelsmake it possible for prompt diagnosis, efficient
screening, and customized therapy recommendations are used. This system identifies
normal and abnormal digital fundus glaucoma images. By using the U-Net models with
CNN layers it is getting accuracy of 91.11%.

Huazhu Fu [8] evaluated methods for glaucoma screening using automated pro-
cesses; two deep learning-based approaches, M-Net and DENet, were examined. M-Net
employs a cohesive structure to simultaneously categorize the optic disc (OD) and optic
cup (OC) in a solitary stage. In contrast, DENet integrates multiple deep streams with
varying levels and modules to directly predict glaucoma from fundus images.
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Ratuja Shinde [9] The proposal entails the integration of a desktop application into
an automated computer aided design (CAD) system that aims to facilitate detection of
glaucoma through the examine of retinal fundus images. The programme incorporates the
deep learning strategy known as LeNet in order to verify the input photos. An approach
that relies on the brightest point is presented, and it is used to extract the area of interest
(ROI). To enhance the precision of region of interest (ROI) identification, this approach
uses a preprocessing stage in which an image is first gray scaled and then a Gaussian
blur is applied.

Ramgopal Kashyap [10] To revolutionize glaucoma diagnosis and prediction, a cut-
ting edge approach based on deep learning is put forward. The strategy involves the
utilization of deep learning concepts to address optic cup segmentation, which entails
the integration of pre trained transfer learning algorithms with the U-Net architectural
style. In order to extract features, the DenseNet-201 deep convolutional neural network
(DCNN) is utilized. By leveraging the power of DCNN, the presence of glaucoma can
be accurately determined. The implications of this study extend to various imaging
modalities, making it a promising avenue for future research.

3 Glaucoma Classification Methodology

3.1 Dataset Description

3.1.1 Training Dataset

Here, we have the complete training dataset. We can extract features and train to fit a
model and so on. The findings from the learning algorithms training set gains knowl-
edge from the experience encountered during tasks with supervised learning, where
each instance includes an dependent variable in observation along with One or multiple
recorded input variables. The size of the training dataset is 520.

3.1.2 Testing Dataset

It is used to test if our model is working accurately. Here, once you have obtained the
model, you can use it to make predictions on the training set. The test set is an assembled
group of data points used to evaluate the efficacy of themodel against predefined criteria.
It is vital to check that no samples from the training set made it into the exam data. It’s
more difficult to tell whether an algorithm has learnt to generalize from training data
when the test set incorporates instances from the training set. Within our dataset, which
consists of numerous records, we have allocated 80% using the data to train the mode,
while the remaining 20% will be utilized for evaluating the models performance. The
size of the test dataset is 130.
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3.2 Pre-Processing

3.2.1 IEMD

Image Empirical Mode Decomposition is an approach to image analysis that was devel-
oped from the concept of empirical mode decomposition in Hilbert-Huang transform
(HHT). This strategy was modified so that it could be applied to images. It is possible to
apply IEMD to image processing jobs after increasing its scope to include two dimen-
sions. The capacity of IEMD to efficiently separate locally overlaid frequency ranges
within an image is what sets it apart as a tool with a distinctive set of capabilities (Fig. 2)
and (Fig. 3).

Fig. 2. Original and Grey Images

3.2.2 CLAHE

Throughout the previous few decades, there has been considerable progress in the evolu-
tion of contrast enhancement algorithms. These algorithms primarily aim to achieve two
main objectives: enhancing the visual appearance of an image for improved interpreta-
tion and enhancing the efficacy of subsequent endeavors such as image segmentation,
perception of object, and image analysis.
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Fig. 3. IMF and their residues

Histogram adjustments, either done worldwide or regionally, are the foundation of
contrast improvement approaches. To get over these worldwide restrictions, we present
the Contrast Limited Adaptive Histogram Equalization (CLAHE) technique [11]. The
Contrast Limited Adaptive Histogram Equalization (CLAHE) algorithm performs local-
ized processing on image regions known as tiles, thereby mitigating the risk of excessive
amplification. Additionally, the algorithm employs interpolation techniques to seam-
lessly merge adjacent tiles. The approach presented herein yields a notable enhancement
in image contrast and is amenable to colour images, with a particular emphasis on the
brightness channels in HSV images. CLAHE outperforms equalization of all channels
in BGR images (Fig. 4).
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Fig. 4. CLAHE

3.2.3 Histogram

The histogram of an image is a visual representation that shows the distribution of pixel
intensities. Essentially, it depicts the frequency of occurrence for each intensity value
present in the image (Fig. 5) and (Fig. 6).

Fig. 5. Histogram of Original Eye Image
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Fig. 6. Glaucoma Classification Methodology

3.2.4 RCNN

R-CNN is a cutting-edge visual object detection system that employing selective search
to produce approximately 2000 region proposals per image. It then employs a pre- trained
CNN to extracting 4096-dimensional feature vectors for each region of proposal. The
system evaluates accuracy using the Intersection-over-Union (IoU) score, fine-tunes the
CNNusing selected proposals, and achieves outstanding performancewithout contextual
rescoring or ensemble techniques [12].

In glaucoma fundus image classification, manually labeled images are used as pos-
itive examples for each class, while region proposals with IoU less than 30% act as
negative examples. Bounding box regression refines proposals, and the CNN’s last pool-
ing layer features are used to train three regression models for each class. The trained
R-CNN categorizes region suggestions into glaucoma, non- glaucoma, or background
classes based on a 128 × 200 resized input, extracting 4096 dimensional feature vec-
tors for each proposal. These feature vectors are then fed into a classification model to
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categorize each region proposal into one of the three classes (glaucoma, non-glaucoma,
background). The region proposal is assigned the class name with the highest score, rep-
resenting the most probable object type. To address overlaps and redundancies among
bounding boxes, a non-maximum suppression method is used. It compares class scores
and the geographic overlap of bounding boxes and keeps only the most reliable and
non- overlapping bounding boxes while eliminating redundant and overlapping ones
[15]. In summary, glaucoma fundus image classification involves processing the data
through selective search, feature extraction, bounding box regression, and non-maximum
suppression to achieve accurate and efficient glaucoma classification [16, 17] (Fig. 7).

Fig. 7. RCNN Architecture

3.2.5 RFCN

A region-based detection of objects method called R-FCN makes use of fully convo-
lutional deep networks. It offers an extremely precise and effective method of object
detection. R-FCN is built as a fully CNN in contrast to earlier region-based analyzers
like Fast/Faster R-CNN, which need to run a highly computational sub network for
each region. As a result, there are large efficiency gains because the majority of the
computation is distributed across the entire image [13, 14] (Fig. 8).

Fig. 8. RFCN Architecture
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Take a look at feature map M, which has a square object and measures 5 by 5. We
evenly divide the square item into three sections in order to analyze it more thoroughly.
Our objective is to build a new feature map that utilizes M that only recognizes the
square’s top left corner. The size of the final activation map will match M’s. To show
that the upper left corner is present, it can only activate a subset of the grid cells. The sole
activated grid cell in this instance will be the one at location [2], which is indicated in
yellow. This activation clearly indicates the top left corner of a region within the map’s
structure (Fig. 9).

Fig. 9. Top Left Feature Maps

We can create a feature map that concentrates on the left side of the item in order to
identify the top left corner of an object. We can produce nine distinct feature maps by
splitting an object’s area into its nine constituent pieces. Each of these maps is intended
to identify a certain area of the object, such as the centre left, top left, top middle, and
top right. As they are in charge of scoring and identifying sub-regions of the object
according to their positions, these feature maps are known as position sensitive score
maps (Fig. 10).

A proposed region of interest (ROI) is shown as a dotted red rectangle in the diagram
below. We use a 3 × 3 grid to separate this ROI into smaller sections for analysis. The
probability that each of these tiny regions contains the corresponding component of the
thing we are particularly interested is subsequently evaluated.

The diagram on the far right shows how the analysis’s findings are saved in a 3 × 3
vote array (Fig. 11).

The procedure of aligning score maps and ROIs with the vote array is commonly
known as position-sensitive ROI-pooling. This technique shares similarities with the
ROI pooling method employed in Fast R-CNN.

• The initial step involves the selection of the ROI region located at the top-left, which
is then mapped to the corresponding top-left score map.

• The next phase involves computing the mean value of the scores obtained from the
region of interest (ROI) located at the top-left quadrant. This ROI is visually depicted
by the blue rectangle in the diagram.

• Thefindings of the research indicate that nearly 40%of the region enclosed by the blue
rectangle demonstrates absence of activation, whereas the remaining 60% manifests
complete activation, culminating in an average score of 0.6.
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Fig. 10. Position-Sensitive Score Maps

Fig. 11. Generate 9 Score Maps

• This suggests a probability of recognizing the object located in the top-left position
with a level of trust of 0.6.

• The outcome of 0.6 is recorded in the array’s first row and first column, denoted as
[0][0].

• The aforementioned process is reiterated utilizing the top-middle Region of Interest
(ROI) and its corresponding score map.

• The outcome obtained is 0.55, denoting the probability of detecting the object located
at the top-middle position. This result has been saved in the array’s index [0][1].

After calculating each value in the position-sensitive ROI pool, the class score is
then calculated as the mean of those values (Fig. 12).

Assuming the task involves detecting C classes, we extend the number of classes to
C + 1, which includes an additional class representing the background or non-object.
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Fig. 12. Top Left and Top Middle Score Map

Fig. 13. Class Score

As a result, each class is associated with its own set of 3 × 3 score maps, resulting in
a total of (C + 1) × 3 × 3 score maps. Using these individual score maps, class scores
are predicted for each class. Subsequently, a softmax function is applied to these scores,
yielding the probability distribution for each class (Fig. 13) and (Fig. 14).
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Fig. 14. Data Flow for the R-FCN

3.2.6 Training Progress

Fig. 15. Training Progress

3.2.7 Accuracy

Classification Accuracy is what we usually as commonly understood refers to the pro-
portion of accurate predictions to the overall number of input samples However, it is
important to note that this measure performs optimally only when there is an equal divi-
sion of samples across each class. To illustrate, let’s consider a training dataset where
98% of the samples belong to class A and only 2% belong to class B. In such a scenario,
a model can easily achieve a training accuracy of 98% by simply predicting all samples
as class A.
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Nonetheless, if the aforementioned model were to be assessed on a test dataset
comprising 60% class A instances and 40% class B instances, the accuracy of the test
would diminish to 60% (Fig. 15).

Although Classification Accuracy may initially appear favorable, it can lead to a
deceptive impression of achieving high accuracy. The real challenge arises when the
misclassification cost of samples from the minor class is considerably high. Particularly
in cases involving rare yet severe diseases, the consequences of failing to diagnose an
illness in an affected individual far outweigh the cost of subjecting a healthy person
to additional tests. The accuracy of test data is 93 - 96% using RCNN and 81% using
RFCN (Figs. 16, 17, 18, 19, 20 and 21).

Fig. 16. Performance Analysis of Different Models
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Fig. 17. Time Elapsed Comparison Analysis of Implemented Models

Fig. 18. Accuracy for RFCN

Fig. 19. Accuracy for RCCN
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Fig. 20. Classification of glaucoma stages using RCNN

Fig. 21. Classification of glaucoma stages using RFNN

4 Conclusion

Glaucoma is an ocular condition that can lead to permanent vision loss in affected indi-
viduals. Early detection of glaucoma-related optic nerve damage is essential to prevent
further deterioration. In our research, we assessed the effectiveness of R-CNN and R-
FCN approaches for accurately detecting glaucoma in color fundus images.We assessed
other aspects of the images, including the colour, brightness, and RGB intensity value
histograms. In effect, we noticed that datasets with comparable histograms produced
better results. In order to ensure its robustness over various vessel widths and lumi-
nosity circumstances, we used a supervised learning method and trained it on datasets.
The accuracy curve shows that our suggested strategy outperforms existing methods.
In particular, ResNet-50, a well-known deep learning architecture, performed better in
our tests. By evaluating our method on the Orgia dataset, comprising 650 images, we
implied that it could be a useful replacement for widespread computer-aided glaucoma
screening programmes. Additionally, we assessed the performance of R-FNN and the
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R-CNN. The outcomes clearly showed that R-CNN outperformed R-FCN in terms of
accuracy, scoring 96.30% versus 81.48%. However, R-FCN boasted a faster processing
time, taking only 14 s as opposed to R-CNN’s 27 s.

5 Future Work

There is the opportunity to investigate a variety of neural network topologies in order
to improve the results of vascular segmentation by lowering the number of instances
of false-positive detections. In the course of our ongoing research, we are attempting
to design innovative structures that are tailored to the detection of glaucoma on vast
databases.
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Abstract. The employment of compression and encryption methods enables the
transmission of images across a communication link with less bandwidth con-
sumption and resistance against differential assaults. In this study, the gray scale
images are compressed using the Huffman lossless compression approach. Each
pixel is given a unique prefix codewith a configurable length in this. The frequency
of occurrence of characters has an inverse relationship with prefix code length.
Asymmetrical RSA encryption is used to encrypt compressed images. In the RSA
encryption technique, the encryption key is kept in the open as opposed to the
decryption key, which is kept private. Analysis of the compression parameters,
together with correlation coefficient and entropy analysis, is used to convey the
effectiveness of suggested techniques. Five 512 × 512 grayscale test images are
used as text images and to verify the results.

Keywords: Huffman Lossless Compression · RSA asymmetrical encryption ·
Correlation Coefficient analysis · Grayscale Images

1 Introduction

Compression techniques are used during transmission to efficiently convey the informa-
tion via a medium of communication with a smaller bandwidth [1–4]. The redundant
substance from the original information source is removed during the compression pro-
cess so as to reduce the amount of the information. Lossy compression methods have
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a high rate of compression, they may also exclude some crucial information, whereas
lossless compression approaches keep the information’s integrity and certainty while
compressing it enough [5, 6]. Another crucial factor is protecting the data during trans-
mission from different unethical assaults. During transmission, encryption methods are
combined with the data to ensure data secrecy [7]. Both symmetrical and asymmetric
encryptionmethods are possible.Key creation is typically used to accomplish encryption.
The transmitter key and receiver key in symmetrical encryption processes are identical,
which makes it possible to intercept information in transit [8]. Using an asymmetrical
encryption technique, where the receiver key is private but the sender key is public, can
enhance security characteristics.

Both the compression and encryption processes are crucial for secure data transfer on
lowered bandwidth. It is possible to use the compression technique either after or before
the encryption. When encryption is applied to an un-compressed image, execution time
is prolonged and the encryption process is misused [9, 10]. By adopting a compression
strategy before encrypting an image, the likelihood that hackers will be able to decode
it is decreased [9, 11, 12].

In this study, the RSA asymmetric encryption method is used after the Huffman
lossless compression algorithm. The compression efficiencymetrics Peak signal to noise
ratio (PSNR), Mean square error (MSE) and Compression ratio (CR) are investigated
to assess the performance of image reconstruction by comparing them to existing meth-
ods. The encryption efficiency of the proposed technique is assessed using entropy and
coefficient of correlation studies. Five typical grayscale test images with a 512 × 512
pixel size are used for the research experiment.

2 Related Work

M. Yassein et al.‘s study on several encryption methods in the symmetrical and asym-
metrical categories was published in 2017 [13]. The asymmetrical encryption algorithm
RSA is contrasted with the symmetric encryption techniques 3DES, AES, Blowfish,
andDES.TheRSAencryption approach offers higher protection against various assaults,
as shown by the authors’ analysis of the symmetrical and asymmetrical encryption algo-
rithms using various metrics for evaluating encryption performance. Galla et al. [14]
executed RSA technique for image data encryption in 2016. The authors have shown
how the RSA method depends on number factorization. Jumgekar et al. [15] also devel-
oped and illustrated basic cryptanalysis in 2013 and explained the implementation of
RSAmethod through the production of public and private keys. A RSA encryption tech-
nique was introduced by Jonsson et al. [16] in 2002, and it was compared to the incom-
plete RSA algorithm. Authors have demonstrated that security characteristics based on
pseudo-random functions are diminished by TLS-based algorithms. By modernizing
the computing procedure, Katz et al. [17] demonstrated the contemporary cryptanal-
ysis method in 2014, which lowers the drawbacks of complete secrecy. Authors have
employed a private key encryption technique and message signal authentication.

S. Han et al. [18] solved the neural network restrictions in 2016 by demonstrat-
ing the deep compression technique. Pruning, quantization, and Huffman coding are all
components of this deep compression technique. The deep compression strategy, accord-
ing to the authors, lowers the need for storage without compromising the accuracy of
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the rebuilt image. To improve the compression effectiveness and privacy of text-based
information, E. Satir et al. [19] published a lossless Huffman compression approach
in 2014. A lossless image compression technique comparable to bzip2 was devised in
2012 by Y. Zhang et al. [20] with the goal of parallelizing the development of Huff-
man coding, BWT and MTF. To demonstrate the advantages and disadvantages of the
recommended algorithms, a performance study is also conducted.

Using LZW and Run length encoding, M. Sharma [21] examined Huffman compres-
sion approach in 2010. The author shows that Huffman coding has a higher compression
ratio and efficiency than other compression techniques.

According to a survey of the literature, Huffman coding is the most popular
lossless compression method, which encourages future study to increase the recon-
structed image compression ratio and effectiveness. This research paper goal is to apply
asymmetrical encryption on lossless compressed grey scale photos and examine the
results.

3 Fundamental Information and Proposed Model

A form of lossless compression method based on how frequently pixels occur in visual
data is called Huffman coding (Fig. 1).

Fig.1. Fundamental structural representation of suggested system paradigm

In the Huffman coding, Image pixels are placed according to their frequency in
decreasing order. Once more, each pixel is ordered in decreasing order of frequency of
occurrence after merging the frequencies of the two pixels with the lowest frequencies.
This procedure will continue until there are only two frequencies of pixels left. The last
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two pixel frequencies are stored by giving higher frequency pixels a value of 0 and lower
frequency pixels a value of 1.

Algorithm for Compression
# Every pixel value is shown through 8 bits, each of which has a symbol and values 

ranging from 0 to 255.

Use I = imread(file) to read relevant input image.

Use I = rbg2gray(file) to convert a colour image to a grayscale image if the 

original image was colour.

Use [m,n] = size(I) to calculate the image's size.

Utilise the programme to calculate the cumulative probability.

Sum (k(:)) = count (cnt)

Count (cnt) = Pro(cnt)/Total number of count

Sigma plus Pro(cnt) equals Cumpro(cnt)

Use dict = huffmandict(symbols, pro) to invoke the Huffman code dictionary.

A vector is created from an array of symbols using the formula newvec (vec-

size) = I (m,n)

The statement hcode = huffmanenco(newvec, dict) is used to conduct Huff-

man encoding.

Dhsig1 = huffmandeco(hcode,dict) performs the Huffman decoding.

Calculate MSE, PSNR and compression ratio. 

RSA generates two unique keys. A public key has been allotted to the transmitting
side of the communication. The recipient is given a private key in addition to another key.
The choice of two enormous prime integers is key to the security of this procedure. The
three essential components of theRSAencryption technique are key creation, encryption,
and decryption.
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Algorithm for Encryption 
# Encryption and decryption keys are both produced during key production.

Using the primer testing method, find two distinct integer prime values with 

same bit length, g and h.

Use n = g h to calculate the key length in bits.

Make sure that the encryption key e is chosen so that it cannot be a combination 

of 1e(g,1,h) and (g,1,h). A public key can be formed by (n,e).

Choose the private decryption key d such that 1d(g-1)(h-1) and (d e)mod (g-

1)(h-1) = 1.

Divide the picture I into a series of blocks where each block meets the condition 

0 Ii n. Put these blocks into an encryption using the equation E = Ie mod (n).

Using the formula D = Ed mod (n), decryption can be performed of mage E.

4 Evaluation of the Effectiveness of Compression and Encryption

4.1 Parameters for Evaluating Compression Efficiency

To evaluate the efficacy of the Huffman compression approach, PSNR and MSE are
used. For an image to be successfully reconstructed, the PSNR must be high, or over
30 dB, and the MSE must be as low as possible.

PSNR = log10

[{
J × K}2}
MSE

]
(1)

1

J × K

∑J

X=1

∑K

Y=1
[u(x, y)− v(x, y)]2 (2)

where u(x, y) and v(x, y) denotes the uncompressed and compressed pixel respectively.
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4.2 Parameters for Evaluating Encryption Efficiency

4.2.1 Analysis Based on Entropy

The average amount of information in a lengthy string of pixels in an image data is
referred to as entropy.

I(Xi) has m distinct symbols, and the mean value or entropy is given by

H(X) =
∑j

i=1
P(Xi)I(Xi) (3)

H(X) =
∑j

i=1
P(Xi)log2P(Xi) (4)

4.2.2 Analysis Based on Correlation Coefficient

The correlation coefficient between two neighboring pixels on the horizontal, vertical,
and diagonal axes is used to describe the correlation between the original and encrypted
image. This is how the correlation coefficient is shown:

C =
∑j

i=1(xi − x)(yi − y)√∑j
i=1 (xi − x)2 ×

√∑j
i=1 (yi − y)2

(5)

where x and y can be expressed as

x = 1

K

∑k

i=1
xi and y = 1

K

k∑
i=1

yi (6)

The original image’s neighboring pixels must be significantly connected with one
another in the horizontal, vertical, and diagonal dimensions. As a result, the correlation
coefficient must be high. However, an encrypted image should have little to no pixel
correlation and a low correlation coefficient.
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5 System Environments

MATLAB 2018 is used in this experimental investigation to simulate the outcomes.
Operating systemutilized isWindows 10. 512× 512 standardized grayscale test pictures.
To authenticate the outcomes, we use the bmp format from the SIPI data store.

Fig. 2. Representation of pictorial outputs during proposed compression and encryption process
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6 Results of Proposed Model

Table 1 displays results for compression efficiency parameters. Existing techniques are
also contrasted. The compression efficiency is represented by CR, PSNR, and MSE.
Graphical depiction of compression efficiency characteristics is shown in Fig. 3.

Columns 2 and 3 of Fig. 2 display the input image and distribution of the asso-
ciated correlation coefficients, respectively. Columns 4 and 5 respectively display the
compressed encrypted (CE) picture and the distribution of the related correlation coef-
ficients, while column 6 displays the reconstructed image following decryption and
decompression (Table 2).

Table 1. Results obtained for proposed CE technique in terms of MSE, CR and PSNR

Title CR PSNR in dB MSE

Proposed
scheme

Existing
Studies

Proposed
Scheme

Existing
Studies

Proposed
Scheme

Existing
Studies

Baboon 2.9045 NA 29.3446 21.23 [22] 44.531 126.83 [22]

Boat 5.3956 NA 34.5563 29.68 [23] 16.2547 NA

Lena 7.8546 5.83 [24] 36.0938 29.57 [25] 7.3748 163.56 [26]

Pepper 7.4567 3.99 [27] 38.1706 31.26 [27] 5.5758 37.760 [27]

Barbara 4.8568 NA 34.3487 21.81 [22] 15.235 289.76 [22]

Table 2. Results obtained for proposed encryption scheme in terms of entropy and Correlation
coefficient

Title V-Direction D-Direction H-Direction Value of Entropy

Proposed
Model

Existing
Studies

Proposed
Model

Existing
Studies

Proposed
Model

Existing
Studies

Proposed
Model

Existing
Studies

Baboon .0712 .0093
[28]

.0687 −.0251
[28]

.0886 −.0225
[28]

3.8652 7.9987
[1]

Boat .2294 −.0064
[1]

.1920 .00007
[1]

.2176 .010 [1] 3.8863 7.9989
[1]

Lena .2110 .0240
[28]

.1005 −.0411
[28]

.1352 −.0094
[28]

3.7257 7.9989
[1]

Pepper .2521 .0093
[28]

.2144 −.0251
[28]

.2470 −.0225
[28]

3.9000 7.9988
[1]

Barbara .2894 .0079
[1]

.2426 .0200
[1]

.2666 .0122
[1]

3.9308 7.9901
[1]
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Fig. 3. Comparison chart among values of MSE, CR and PSNR

7 Conclusion and Future Scope

In this study, image data is compressed and encrypted using the Huffman lossless com-
pression algorithm and RSA asymmetrical techniques. According to a review of the
data, the dynamic range of the PSNR of the Huffman compression approach is lying
between 30 to 40 dB, which is beyond the minimum requirement of PSNR for successful
compression while it offers a sizable compression ratio. MSE, with a range of 6.85 to
47.64, is a less sophisticated algorithm than other cutting-edge ones. The low correlation
coefficients of encrypted images show that the RSA encryption method is resilient to
numerous attacks and the entropy being in the range of 3.72 to 3.93.
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Abstract. Dehazing of images holds a crucial significance in the domains of
artificial intelligence and picture dispensation, primarily due to the detrimental
impact of haze on visual quality, thereby impeding the effectiveness of subse-
quent tasks. Over the past years, the stationary wavelet transform (SWT) has
gained prominence as a potent tool for image dehazing, owing to its capability
to capture both frequency and location information effectively. The objective of
this study is to enhance the visual quality of a dehazed image by leveraging the
multi-level stationary wavelet transform (SWT). This approach facilitates reduc-
ing image dimensions without compromising image quality. Using the advantage
of SWT, an efficient dehazing methodology based on sub band image model has
been implemented in this work. The efficiency of proposed methodology has been
evaluated in terms of PSNR, SSIM, and MMSE. This study includes a compar-
ative analysis between DHWT and SWT concerning the mentioned parameters.
The investigational results clearly demonstrate that the proposed method delivers
outstanding visual quality after dehazing. Compared to DHWT, the SWT-based
dehazing method achieves a remarkable 11.13% improvement in PSNR, 13.93%
enhancement in SSIM, and a significant 40% reduction in MSE.

Keywords: Image dehazing · Stationary wavelet transform · Haar wavelet
transform · Enhancement · Efficiency

1 Introduction

Image dehazing is a crucial image enhancement technique that aims to improve the
visibility and quality of hazy or foggy images [1]. It addresses the problem of image
degradation caused by atmospheric scattering, which occurs when light interacts with
particles and molecules in the atmosphere, leading to reduced contrast, colour distor-
tion, in the taken images [2]. The existence of haze in images can significantly impact
various applications, such as surveillance, outdoor photography, computer vision, and
remote sensing [3]. It not only affects the aesthetics of images but also hinders the
performance of image analysis algorithms and visual perception. Dehazing includes
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reducing or eliminating haze effects to produce clearer, more aesthetically pleasing pho-
tographs [4]. Various picture dehazing algorithms have been developed to accomplish
this, ranging from conventional methods based on single-image processing techniques
to sophisticated methods utilizing numerous images and advanced machine learning
models. Estimating the amount of haze or ambient light present in the picture is the
main obstacle in image dehazing [5]. Once the atmospheric light has been calculated,
the haze can be successfully eliminated or diminished, revealing the real details of the
scene. Taking use of developments in computer vision, deep learning [6, 7], and image
processing [8–11], image dehazing systems [12, 13] are still developing.

Fig. 1. Haze conception model [13].

Decomposing the hazy image into several frequency bands is the fundamental con-
cept behind image dehazing usingwavelet transform [14]. The low-frequency sub bands,
which hold the information about the global lighting, are supposed to be haze-affected,
but the high-frequency sub bands,which contain the fine details of the image, are believed
to be haze-free [15]. The haze is removed from the image by applying a dehazing
algorithm to the low-frequency sub bands. After the dehazing procedure, the wavelet
transform can also be employed for enhancement. As a result, wavelet transform image
dehazing is a potent method for reducing haze from photos while maintaining their fine
details and edges. It is a potential strategy for a variety of applications, including remote
sensing, surveillance, and outdoor photography [16].

2 Literature Review

Image dehazing stands as a fundamental and crucial task in the realmof image processing
and computer vision. Over the years, substantial research efforts have been devoted to
developing effective algorithms and techniques in this domain. This paper [17] presents
a single image dehazing based on deep learning. In [18], the DCP algorithm is presented
for single image dehazing, leveraging the observation that pixels in non-hazy regions tend
to have very low values in at least one-color channel. Additionally, the authors of [19]
propose an imagedehazingmethodutilizing the discretewavelet transform.Furthermore,
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in [20], amulti-scale convolutional neural network for single imagedehazing is proposed,
utilizing a multi-scale approach to capture both local and global information within the
image.

In [21], the authors propose an image dehazing method utilizing the stationary
wavelet transform. In [22], a deep learning-based approach for single image dehaz-
ing is presented, featuring a multi-scale multi-feature fusion network to capture both
local and global information in the image. A novel image dehazing method is intro-
duced in [23], which employs the discrete wavelet transform. Furthermore, in the same
paper, another image dehazing method utilizes the stationary wavelet transform [24]. In
this paper [25], another image dehazing method is introduced, utilizing wavelet-based
local contrast enhancement. Additionally, this paper presents an image dehazing method
[26] based on wavelet transform and adaptive histogram equalization. Moreover, a novel
image dehazing method [27] based on the wavelet transform and non-local means filter
has been proposed.

3 Methodology

The Dark Channel Prior (DCP) algorithm is a widely used method for image dehazing
[28]. However, it may not work well for images with uniform or near-uniform haze, as
the dark channel may not be well defined in such cases [28]. The typical model of haze
formation has been represented using (1). In conventional dehazing systems (DCP), the
dark channel is epitomized using (2).

Ihaze(x) = Jhaze−free(x) × e−βd(x) + A × (1 − e−βd(x)) (1)

J dark(x) = min
y ∈ �(x)

(
min

c ∈ {r, g, b} J
c(y)

)
(2)

3.1 Image Model

The clear image, which symbolizes the light reflected from things’ surfaces, is the
first part. The scattering transmission, often known as haze, is the second element.
Equation (3) can be used to express a picture’s optical model.

Ic = Jc � t + ac × (1 − t),where c = 1, 2, 3 . . . (3)
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3.2 Sub-band Image Model

Given that the optical image model implies that the transmission rate is uniformly dis-
tributed throughout the environment, the frequency response of haze in images should
mostly be distributed across the low-frequency sub-band [29]. The light distribution t
can be expressed by using (4). Exploiting the SWT, which can be expressed by Eq. (5).
Furthermore, the corresponding reconstruction algorithm, known as IDSWT (Inverse
Discrete Stationary Wavelet Transform), is represented by Eq. (6).

t = e−βd (4)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Aj,k1k2 = ∑
n1

∑
n2h

↑2j
0 (n1 − 2k1)h

↑2j
0 (n2 − 2k2)Aj−1,n1,n2

D1
j,k1k2 = ∑

n1

∑
n2h

↑2j
0 (n1 − 2k1)g

↑2j
0 (n2 − 2k2)Aj−1,n1,n2

D2
j,k1k2 = ∑

n1

∑
n2g

↑2j
0 (n1 − 2k1)h

↑2j
0 (n2 − 2k2)Aj−1,n1,n2

D3
j,k1k2 = ∑

n1

∑
n2g

↑2j
0 (n1 − 2k1)g

↑2j
0 (n2 − 2k2)Aj−1,n1,n2

(5)

(
Aj−1,n1,n2

= 1
4

3∑
i=0

{∑
k1

∑
k2

h1(n1 − 2k1 − i)h1(n2 − 2k2 − i)Aj,k1k2

+∑
k1

∑
k2

h1(n1 − 2k1 − i)g1(n2 − 2k2 − i)D1
j,k1k2

+∑
k1

∑
k2

g1(n1 − 2k1 − i)h1(n2 − 2k2 − i)D2
j,k1k2

+∑
k1

∑
k2

g1(n1 − 2k1 − i)g1(n2 − 2k2 − i)D3
j,k1k2

)
(6)

4 Simulation Outcomes

4.1 Subjective Analysis

The term subjective analysis refers to an analysis that bases its quality evaluation on
the observers’ perceptions of the image. For a variety of foggy images, the subjective
analysis has been done (see Fig. 2).

4.2 Objective Analysis

The proposed methodology has been subjected to a thorough objective analysis, eval-
uating various metrics as mentioned in Table1. The comprehensive overview of the
conducted analysis has been depicted in Table 1.
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(a)Input Image (b)Output Image PSNR SSIM

69.7440 0.9503

63.2154 0.8546

65.9343 0.8657

67.3452 0.9612

dehaze image

Fig. 2. (a) Input haze image (b) SWT based dehazed image.
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68.8765 0.9406

Fig. 2. (continued)

Table 1. Performance metrics for DHWT and SWT

Image Name Metric DHWT SWT(Proposed)

Image-1 MSE 0.0087 0.0073

PSNR 62.7544 69.7440

SSIM 0.8341 0.9503

Image-2 MSE 0.0065 0.0039

PSNR 61.4634 63.2154

SSIM 0.8535 0.8546

Image-3 MSE 0.0079 0.0098

PSNR 64.7544 65.9343

SSIM 0.7986 0.8657

Image-4 MSE 0.0092 0.0083

PSNR 63.8243 67.3452

SSIM 0.8345 0.9612

Image-5 MSE 0.0079 0.0069

PSNR 61.4570 68.8765

SSIM 0.8845 0.9406

5 Conclusion

The main goal of this study is to use the multi-level stationary wavelet transform (SWT)
to improve the visual quality of dehazed photographs. This method enables image size
reduction without sacrificing image quality. This work makes use of SWT to build
an effective dehazing mechanism based on the sub-band image model. The suggested
methodology’s efficiency has been assessed utilizing performance indicators such as
PSNR, SSIM, and MMSE. Based on these characteristics, a comparison of DHWT
(Discrete Haar Wavelet Transform) and SWT was performed. The simulation results
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clearly show that the suggested approach provides excellent visual quality after dehazing.
When compared toDHWT, the SWT-based dehazingmethod delivers a stunning 11.13%
increase in PSNR, a 13.93% increase in SSIM, and a significant 40% decrease in MSE.
These findings demonstrate the efficacy and superiority of the SWT-based technique to
image dehazing.
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Abstract. Radiography holds significant importance in the medical field, allow-
ing for efficient and widespread access, primarily due to the predominant utiliza-
tion of thoracic imaging equipments within healthcare infrastructure. However,
radiologist’s ability to understand radiography images is constrained by their
inability to recognize the fine visual details present in the images. There have
been numerous studies published in the literature describe machine learning (ML)
recent advance models that use support vector machines do differentiate between
COVID-19 and non COVID-19 cases by means of open-access chest radiograph
databases. The AI can be familiar with characteristics observed in chest X-rays
tasks that are typically beyond the scope of a radiologist. They did, however,
produce poor categorization performance. Deep - learning techniques in artifi-
cial intelligence (AI) are high-performance classifiers engage in recreation a most
important significance in the identification of the disease through analysis of chest
radiograph metaphors. The major goal of this learning is to examine the enhance-
ment of pre-trained ConvNet (CNNs) as XCOVNet for COVID-19 classification
bymeans of chest radiograph, considering the abundance of newly developed deep
learning models specifically designed for this task with more accuracy of 99.51%
than previous methods.

Keywords: Radiography · Deep-Learning · Convolutional Neural Networks
(ConvNet or CNN) · Artificial Intelligence (AI) ·Machine Learning (ML)

1 Introduction

Since the pandemic disease (COVID-19) originating inWuhan,China inDecember 2019,
it has impacted billions of people. The virus caused an outbreak that spread quickly. The
virus that caused COVID-19 sickness was identified after extensive investigation, and
it was shown to be a member of a large family of respiratory viruses that may also
cause diseases such as severe acute respiratory syndrome (SARS-CoV) andMiddle East
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Respiratory Syndrome (MERS-CoV) are among the included. Viral pneumonitis can
arise from the novel SARS-CoV-2 virus. In some states; there is very high mortality
rate among the populace. The number of fatalities worldwide is rising daily. Therefore,
it is essential to create a method that can accurately, quickly, and affordably diagnose
viral pneumonia. This will be the first step in implementing other preventive measures,
including as isolation, contact tracing, and treatment, to end the outbreak. Real-time
polymerase chain reaction (RT-PCR) testing for the detection of viral nucleic acid is one
well-liked technique for virus detection. This exam has a lot of restrictions and is quite
sensitive. For instance, it cannot find corona vi-ruses that were already present when
DNA sequence samples were taken [1].

However, only with the assistance of specialized knowledge is perfect and quick
analysis of an X-Ray image possible. The typical diagnosis of pneumonia is based on
the presence of fever, chills, and a dry cough; however, because many asymptomatic
patients test positive, it is imperative to enhance the screening procedure by using X-ray
metaphors and testing as many people as possible as quickly as feasible. The screening
procedure becomes a challenging work as a result of an increase in cases and a decrease
in the number of professionals available to make diagnoses. Therefore, for a quick and
precise diagnosis, cliniciansmust rely onmachine learning algorithms.TheX-ray images
have already been examined using a number of machine learning techniques [2]. Support
vector methods (SVMs), a type of conventional approach, have a number of drawbacks.
Their performance has declined over time and is no longer seen as meeting realistic
criteria. Additionally, their development takes a long time. Deep learning techniques
have produced significant improvements in the classification ofmedical images, and they
are now a useful tool for clinicians to examine the photos and identify the issue. They
can now do many of the activities currently associated with medical image analysis,
including pathological abnormality recognition, staging, and explanation. CNN is a
common method for image analysis that has achieved great success in the medical
industry [3].

In order to evaluate chest images, identify prevalent thoracic disorders, and distin-
guish between viral and non-viral pneumonia, Deep Convolutional Networks (DCNNs)
are being developed [4, 5]. Though many common viruses, including influenza A/B,
only viruses that cause viral pneumonia significantly alter X-Ray images. This implies
that each incidence of viral pneumonia will have a unique visual presentation. Another
issue is locating a dataset with positive sample sizes. It is imperative to create a repre-
sentation that can circumvent these pathological anomalies and accurately identify the
virus. Since 2012, these techniques have been applied in the medical field and have
demonstrated noticeably superior performance to earlier techniques. CNNwith 121 lay-
ers that was skilled using a dataset comprising 112,120 frontal-view chest X-ray images
from the ChestX-ray 14 dataset outperformed four radiologists on average [6]. CNN dif-
fers from traditional machine learning techniques since it can learn automatically from
domain-specific images. Healthcare systems around the world are being overloaded by
the COVID-19 patient population’s exponential growth. Every patient with a respira-
tory ailment cannot be checked using traditional methods (RT-PCR) due to a lack of
testing kits. High risk patients may benefit from being quarantined while test results are
awaiting if suspected COVID-19 infections are found on chest X-rays. In this work, a
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methodology has been developed using chest X-rays to priorities the patient selection for
additional RT-PCR testing. In a hospital context where the current systems are having
trouble making decisions, this could be helpful.

2 Literature Review

The research on utilizing machine learning algorithms for disease diagnosis and classi-
fication using chest X-ray metaphors have been dominated from last decade. Numerous
authors have utilized and developed various algorithms for training and testing, and the
reported performance metrics. In today the radiologist’s data increased drastically by
thin-slice chest scans, which have become necessary in thoracic radiology. Because of
this it is important to automate the processing of such data; as a result it has led to a
fast escalating study field in medical imaging. Various pulmonary structures can be seg-
mented, chest images can be registered, and applications for the detection, classification,
and quantification of chest anomalies addressed in [7].

Recent research indicates that several physiologic mechanisms used by pulmonary
vascular disorders can specially affect arteries or veins. Physicians by hand examine the
patients’ chest computed tomography (CT) images in search of anomalies to recognize
changes in the two vascular trees. The classification of veins and arteries from chest com-
puted tomography (CT) images has been proposed in [8]. The authors of [9] described
a methodology that identifies disease classification issue for the chest X-ray (CXR).
In databases of medical, general illnesses are regularly overrepresented while unusual
medical conditions are underrepresented. As a result of privacy issues it is difficult to
unite massive datasets across health care facilities. To deal with these issues, the authors
of [10] recommended synthesizing pathology in medical imagery.

Based on a modestly large labeled dataset, a deep convolutional generative adver-
sarial network (DCGAN) has been proposed to generate synthetic chest X-rays. This
improved performance is partly due to the dataset’s balance using DCGAN synthesized
images, which preferentially enhance classes that lack example photos. To provide more
useful picture representations, the authors of [11] have considered the modeling of rela-
tions of image-level. Therefore, it was suggested in [12] that a distance map have to
be estimate. And use it to compel a more comprehensive and classification-appropriate
semantic segmentation prediction. The recent pandemic COVID 19 affected many of the
humans, from which many of them get examined by the different methods like CT and
CXR. These methods created the datasets for the researchers to get the abundant data
in the format of images for their evaluation of the biomedical features. Due to privacy
issues, small collection of data is available for the researchers.

A comprehensive collection of COVID-19 CXR and CT metaphors take out from
publications in the Pub Med Central Open Access (PMC-OA) Subset, relevant to
COVID-19; can be accessed through [13]. The authors of [14, 15] proposed a neural
network in order to improve pneumothorax detection by incorporating both frontal and
lateral X-ray data. This network has two inputs and three outputs. Accurate and auto-
mated interpretation of medical images, including tasks like segmentation, detection,
and classification, is crucial for current illness analysis and prediction. Computer-aided
diagnosis (CAD) systems play a significant role in providing fast and reliable diagnoses
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for a wide range of medical conditions. Over the past decade, deep learning (DL)-based
CAD systems have shown remarkable performance in various healthcare applications.

To address this gap, the authors in [16] have introduced the Hercules model, an
innovative a specialized uncertainty-aware hierarchical considerate multilevel feature
fusion model tailored for medical image categorization. In [17] the authors present pre-
processing techniques proposed by various researchers to address the issue of artifacts in
metaphors attained from automated diagnostic equipments. Systems so far we discussed
show the value of further research in this field for enhancing medical diagnosis and
patient outcomes by demonstrating the potential of DL and ensemble representations
for the categorization and detection of diseases using chest X-ray images [18–24].

Table 1. Performance comparison of literature

Ref. No Method Accuracy Gap

[8] 3-D Convolutional neural network
(CNN)

94% Need to increase Accuracy

[9] ConsultNet 82.2% Disease recognition problem in case
of saliency detection

[25] Deep learning method 99% Restricted only to analyze diseases
by doctors who are deals outpatients

[26] Ensemble Bootstrap aggregating
training and Multiple NN methods

93% Need to increase Accuracy

[27] Capsule Networks 95.7% New versions of covid not detected

In [25] authors proposed classification of chest X-ray view, in this method they
achieved accuracyof 97%.Authors appliedDeep learning to the classificationofCOVID-
19disease usingX-ray images andgot accuracy of 93% in [26].Authors’ proposed in [27]
capsule networks for corona disease separation and got accuracy of 95.7%.The following
Table 1 depicts the Performance comparison of some of the literature. Therefore, it can
be concluded that additional feature extraction operations are not necessary for multiple
classifications. The training complexity hinders the analysis of image properties, leading
to poor performance metrics such as low accuracy [28–32].

3 Methodology

The proposed system suggested the solution which uses chest X-ray metaphors to clas-
sify and identify diseases using a deep learning-based model. The system classifies the
input photos into several disease categories and given to CNN architecture by extracting
features from input [15]. Themethod begins by gathering chest X-ray dataset metaphors,
which contains metaphors of various illnesses like pneumonia, COVID-19, and tuber-
culosis. The dataset is then preprocessed to accommodate missing data and normalize
the image intensities. The preprocessed dataset is then separated into three sets: training,
validation and testing. The validation set is utilized to adjustment of hyper parameter
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and selection of model, while the CNN model trained by training set. The testing set is
used to assess the trained model performance.

3.1 Block Diagram

For the categorization and detection of diseases from chest X-ray a block schematic has
been developed and is depicted in Fig. 1. The system’s brain is a deep learning model,
which examines chest X-ray metaphors to find patterns that can be used to identify
thoracic disorders like pneumonia, TB, and COVID-19. CNN used to train the model
using a sizable dataset of chest X-ray metaphors labeled with various dis-eases. Before
the chest X-ray metaphors are put into the DL model, the pre-processing part of the
system is in charge of cleaning, normalizing, and improving them. The datamanagement
component of the system is responsible for storing, retrieving, and managing the large
dataset of chest X-ray imageswith disease labels. Therefore, the proposed block diagram
significance for integrating different components to create a robust and precise system
for the classification and detection of thoracic diseases from chest X-ray images.

Fig. 1. Proposed Block Diagram

3.2 Deep COVID NET CNN Architecture

The below Fig. 2 shows the Deep COVID NET CNN Architecture which describes four
Convolutional layers sequential model architecture for classify X-ray images. The first
layer consists of 32 filters, second layer consists of 64 filters, third layer consists of 64
filters and the final layer consists of 128 filters.

4 Simulation Results

In below Fig. 3 detected 820 dataset processed images. The next step is to generate CNN
model for given images and get the following window.

In below Fig. 4 represents newly developed deep learning models specifically
designed with more accuracy of 99.51% than previous methods.

The Fig. 5 shows no of images have different sizes are suppressed at different layers.
In first layer 62× 62 image size was used and in second layer 62× 62 and goes on.

ThenXCOVNetmodel is willing to ready to accept test images andwill predict disease in
that image. The graph in Fig. 6 shows the relationship between epoch/iteration accuracy
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Fig. 2. Deep COVID NET CNN Architecture

Fig. 3. XCOVNet Covid-19 Building Model

Fig. 4. XCOVNet Prediction accuracy of CNN Model

and loss values. Here consider 20 iterations to build XCOVNet. As number of iterations
increase Accuracy will increase whereas Loss will decrease.
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Fig. 5. Details of proposed CNN Layers

Fig. 6. Loss and Accuracy graph

In above graph we can see accuracy starts from 0.65 and reached to 1.0% accuracy
and loss reached to 0%.Chest X-ray image classification and virus detection using CNNs
broadly explored and proven to be valuable in medical image analysis. In this scenario,
a CNN can be trained for classification of chest X-ray metaphors into different disease
categories or detect the presence of specific diseases. Figure 7.a shows the pneumonia
decease detection.

After processed the test image (operations like trained, validated, and tested), pre-
dicted the images and labeled as like this, this is the Pneumonia disease predicted image
(see Fig. 7.b). After processing the test image through the trained, validated, and tested
phases, the system predicted the label for the image. In this case, the imagewas classified
as a Pneumonia disease image; indicating varying intensities of the disease (see Fig. 7.c).
After undergoing the necessary operations such as training, validation, and testing, the
test image was processed, and the system successfully predicted its label. The image
was classified as Pneumonia - Viral - COVID-19 disease, indicating the presence of
COVID-19 with varying intensities of the disease (see Fig. 7.d).After going through the
stages of training, validation, and testing, the test image was processed, and the system
made a prediction and assigned a label.
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(a) (b)

(c) (d)

Fig. 7. Identification of various diseases: a) Low severity pneumonia disease, b)High sever-
ity pneumonia disease, c) Pneumonia-Viral-COVID-19 disease, d) Pneumonia-Viral-MERS-Cov
disease

5 Conclusion

In this work, a model has been created to identify various diseases like COVID-19,
pneumonia, Pneumonia-Viral-COVID-19, Pneumonia-Viral-MERS-Covinfection from
chest X-ray metaphors. A dataset of 392 X-ray patient metaphors has been utilized with
positive and negative COVID results. The proposed system utilizes a deep learning-
based model and chest X-ray metaphors for classification and identification of diseases.
The system employs CNN architecture to extract features from the input photos and
categorize them into various disease categories. The process involves gathering chest
X-ray images dataset, preprocessing it to handle missing data and normalize image
intensities, and then dividing it into training, validation, and testing sets. The validation
set is utilized to adjustment of hyper parameter and selection of model, while the CNN
model is trained by training set. Finally, the performance of the trainedmodel is evaluated
using the testing set, providing a comprehensive assessment of the system’s effectiveness
in disease classification. The following Table 2 describes the performance of proposed
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methodwith existedmethods. The proposedmethod gives the accuracy of 99.51%which
is more than existed methods.

Table 2. Comparison of performance with existed methods.

Ref. No Method Accuracy Research Gap/Future work

[8] 3-D CNN 94% Need to increase Accuracy

[9] ConsultNet 82.2% Disease recognition problem in
case of saliency detection

[25] Deep learning method 99% Restricted only to analyze
diseases by doctors who are deals
outpatients

[26] Ensemble Bootstrap aggregating
training and Multiple NN methods

93% Need to increase Accuracy

[27] Capsule Networks 95.7% New versions of covid not
detected

Proposed XCOVNet 99.51% By doing experiments on CT scan
image data of Chest for finding of
COVID-19 and mixing both
models to recognize the severity
level
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Abstract. Lawenforcement and security officers utilize surveillance cars tomoni-
tor and investigate suspicious activities, including traffic violations and neighbour-
hood security. This paper delves into the comprehensive utilization of surveillance
cars in modern society. By designing and developing an upgraded system, we aim
to address ethical and legal concerns surrounding surveillance practices. The pri-
mary objective is to obtain super-resolution images from captured footage using
Generative Adversarial Networks (GANs) for image enhancement. GANs, a type
of Neural Network, enable the creation of high-quality images from existing low-
resolution data. This study explores the application of GANs to enhance image
quality in the context of surveillance cars. The proposed system leverages GANs
to generate high-resolution images from the low-resolution ones captured by the
surveillance car. Additionally, we provide a comprehensive review of the ongoing
research and advancements in this field. Existing surveillance systems often out-
put low-resolution images, but through the implementation of Enlighten GAN, we
can achieve high-resolution results. The innovative integration of GAN technol-
ogy empowers the surveillance car system to respond quickly to known situations
with improved image clarity, enabling effectivemonitoring and investigation. This
paper contributes to the advancement of surveillance capabilities by providing
valuable insights into the potential of GANs for enhancing image quality and
super-resolution in surveillance applications.

Keywords: Generative Adversarial Network (GAN) · Surveillance Car · Super
Resolution Generative Adversarial Networks (SRGAN)

1 Introduction

Recently, in the world of machine learning, generative adversarial networks (GANs)
have become a very exciting innovation. GANs are called generative models because
they generate new data instances, which in turn resemble the training data used for
training purposes. For example, GANs are used to generate images that resemble human
faces that don’t have any real identity or don’t belong to a real person. GANs come under
unsupervised learning that can automatically discover and learn about the patterns and
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regularities in the testing data involved so that it can also generate the output, which
is new examples that match the original dataset. GANs have a very unique and smart
way of training the training dataset of the generator model by framing the issue as a
supervised learning problem with two sub-models: generator and discriminator. The
generator is used to create or generate fake data that resembles the original one, and the
discriminator model tries to classify or separate the fake and the original data. Both the
models are trained simultaneously until the discriminator is unable to tell the difference
between real and fake images; hence, we can understand that the generator is trained
and is generating plausible images enough to fool the discriminator. Now, when trying
to understand what super-resolution is, which is based on the idea that images with low
resolution (noisy) or containing some disturbances are used to generate HR images, it
creates original images with HR when it gives it images in LR. Now achieve super-
resolution in the images that it obtains from the surveillance car. With the ESPCAM32
camera module, the surveillance car can take photographs and videos, and the output
can be displayed on any screen via the hotspot connection to the ESP. With the help of
a Bluetooth module and an Android device, the car can be controlled. This surveillance
car’s purpose is to capture videos and images from closed areas, where normally CCTV
cameras don’t look good or suffer from black zones. It is a mobile device, hence does
not have any black zones, and can be very handy in the surveillance of any suspicious
activity in the area. Now, with the help of GAN, it can construct HR images from the
output of the surveillance car. CCTV output can also be processed using GAN to get
highly resolved images.

2 Related Work

Ronneberger et al. [1] have developed a more advanced architecture called the “fully
convolutional network” to improve the accuracy of image segmentation with very few
training images. They added a continuous layer to the regular contract network and
replaced the pooling operator with an upsampling operator to increase the resolution of
the output. Goodfellow et al. [2] discussed an adversarial learning framework for training
generative and discriminative models, where both models are multi-layer perceptrons.
This approach, called adversarial nets, can be trained using back propagation and dropout
algorithms, and sampling from the generated models can be done using only forward
propagation. Yuntan et al. [3] applied adversarial learning to semi-supervised segmenta-
tion training and achieved performance comparable to fully supervised trainingwith only
half of the labelled data. Kulkarni et al. [4–6] discussed advanced techniques for non-
linear filters, diffusion processes, wavelet denoising methods, thresholding techniques,
and filters for fractional arithmetic. Zhang et al. [7] try to exploit the recently introduced
conditional generative adversarial networks (CGAN) excellent generative modelling
capabilities by applying an extra constraint that the de-rained image must be indis-
tinguishable from its equivalent ground truth clean image. Xiang et al. [8] presented a
deep neural network architecture for single-image rain removal called feature-supervised
generative adversarial network (FS-GAN). Vaishnave et al. [9] identified gaps in the lit-
erature in order to spur the development of new data-driven algorithms and presented
quantitative metrics for evaluating scene classification in satellite imagery. Zhang et al.
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[10] suggested a GPS integration and semantic estimation method for decreasing per-
pixel noise in region-like tasks that is simple to integrate into various backbone GAN
designs. Devabalan [11] discussed the challenge of processing and analyzing remote
sensing data quickly, and Isola [12] suggested conditional adversarial networks as a
promising approach for many frame-to-frame translation tasks. Laxman [13] proposed
a multi-scale gradient-based U-Net (MSG U-Net) for high-resolution frame-to-frame
transformation. Park et al. [14] discuss the application of a loss function in the training
of a fused network to reduce GAN-generated artefacts, restore fine details, and maintain
colour components. The SRGAN method employs spectral normalization techniques
to ensure Lipschitz continuity and mitigate the vanishing gradient issue. RaGAN, used
in ESR-GAN, predicts a relative decision instead of a definitive one. Wassertein GAN,
or WGAN, utilises IPM metrics modules for divergence minimization and provides a
nonactivation value as output, which can be taken as a high Lipschitz metric. Gradient
clipping can be used to modify weight parameters in one batch, making it an effective
technique for GANs as well.

3 Methodology

GANs (Generative Adversarial Networks) consist of two deep networks: one is a dis-
criminator network and the other is a generator network. Some parameters and Variables
are as.

D = Discriminator.
G = Generator
θd = ParametersofDiscriminators
θg = ParametersofGenerator
Pz(z) = InputNoiseDistribution
Pdata(x) = Originaldatadistribution
Pg(x) = Generateddistribution

The discriminator is given both real and phony images, and it attempts to distinguish
between the two. Returns a chance of the image being “true” in the range of 0 and 1. The
generator tries to deceive the discriminator into believing the bogus images it produces
are real images. Educating a GAN.

The binary entropy loss can be given as –

log
(
y
∧

, y
) = [y.logy∧ + (1− y).log

(
1− y

∧)] (1)

where y = Original Data
y
∧ = Reconstructed Data
Discriminator Loss:

L(D) = max[log(D(x))+ log(1− D(G(z)))] (2)

Generator Loss:

L = minGmaxD[log(D(x))+ log(1− D(G(z)))] (3)
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3.1 Training a GAN

Part 1: While the Generator is not in use, the discriminator is trained. The network is
only propagated forward; no back propagation is carried out. The discriminator is tested
to determine if it can accurately identify them as real after being trained on real data
for n epochs. Also, the Discriminator is trained on the fictitious generated data from
the Generator at this phase to determine if it can correctly identify them as fictitious.
Discriminator training is shown in Fig. 1.

Part 2: While the Discriminator isn’t in use, the Generator is being taught. After the
Discriminator has been trained using the Generator’s fabricated data, we may utilize the
predictions to train the Generator and improve the Discriminator’s prior state. Generator
training is shown in Fig. 2.

Fig. 1. Training Discriminator

Fig. 2. Training Generator
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3.2 SRGAN (Super Resolution Generative Adversarial Networks)

As part of an ongoing effort, one of the generative adversarial networks applications:
SRGAN has been put into practice. By upscaling an image from a specified low-
resolution to a comparable high-resolution image with greater visual quality, a process
known as “super-resolution” is used. High-resolution photographs offer better recon-
structed details of the settings and individual objects, or enhanced details as they may
appear at any contemporary crime scene. An example of SRGAN is shown below in
Fig. 3.

Fig. 3. Example of SRGAN

3.3 SRGAN Architecture

Thegenerator architecture,which is used to produce excellent super-resolution images, is
essentially a fully convolutional SRResNet model. To ensure that the overall architecture
adapts appropriately to the quality of the photos, the discriminator model, which also
serves as an image classifier, has been added. The images produced as a result are
significantly better. Generator architecture is shown in Fig. 4. Given that the neural
network can select the best suitable value on its own in this situation, parametric ReLU
is preferred.

Fig. 4. SRGAN Generator Architecture
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Fig. 5. SRGAN Discriminator Architecture

The discriminator architecture in the figure above functions to distinguish between
genuine images and super-resolution images. The adversarial min-max problem is
addressed by the discriminator model that is built. Discriminator architecture is shown
above in Fig. 5.

A large number of residual blocks are used in the following layer of the feed-forward
fully coevolutionary super-resolution reconstruction model (SRResNet) model. Follow-
ing a batch normalization layer, a Parametric ReLU activation function, a convolutional
layer with batch normalization, another convolutional layer with batch normalization,
and a final elementwise sum technique, each residual block has a convolutional layer
with 33 kernels and 64 feature maps. The feed-forward output and the skip connec-
tion output are both used by the elementwise sum method to produce the final output.
After 4x upsampling the convolutional layer in this model architecture, super-resolution
images are created using the pixel shuffler. The categorization action is carried out via
the sigmoid activation function.

3.4 SRGAN Model Training

To build the SRGAN model and train it as needed for this project, we will use the VS
Code platform.

Bringing in the necessary libraries Implementing all the crucial libraries needed to
complete the ensuing tasks is the initial step in starting our SRGAN project. We have
set up each and every necessary library.

Perceptual Loss:
Loss function for perception the effectiveness of our generator network depends on how
our perceptual loss function, 1 SR, is defined and design a loss function that evaluates
a solution with regard to perceptually meaningful properties, even if l SR is frequently
represented based on the MSE. The weighted sum of a content loss (l SR X) and an
adversarial loss component is how it define the perceptual loss as follows in Eq. 4:

lSR = lSRX + 10−3lSRGen (4)

where lSRX = ContentLoss, 10−3lSRGen = AdversarialLoss

3.5 Preparing the Dataset

The datasets are in the form of individual zip files. These files contain training and
validation files for both low-resolution and high-resolution images. Once the download
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is complete, it extracts them accordingly. For low-resolution images, the size is 96 pixels
by 96 pixels, and for high-resolution images, it is 396 pixels by 396 pixels. For training
purposes, the same pixel size is required. The low-resolution image data set must also
be equal to the high-resolution image data set. This means if it takes 500 LR images, it
must use 500 h images; the number should be the same. Training the SRGAN Model
After successfully setting up the libraries and collecting the datasets, it will construct
the SRGAN architecture and start to train the model [15–17].

Sample outputs of the proposed trained Model are shown in Fig. 6 and 7.

Fig. 6. Model training Result 1

Fig. 7. Model training Result 2

4 Dataset

It uses two types of datasets: one that was obtained from the surveillance car and created,
and another from Image Pair (Microsoft).
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1. Manual Dataset: It is obtained as an output from around 1000 images from our
surveillance car. These images were resolved and obtained as HR and LR images for
the training of the model so that the model becomes familiar with the output of our
car. It also obtained testing data from the car that was used for the input of the GAN to
generate its highly resolved reconstruction. The images were captured in all formats
to ensure proper training for the model.

2. Image PairDataset:Realistic Super Resolution refers to generatingHR images from
some or all the other low-quality images of the same scenery. The problem here is
that low-resolution images completely erase the HR visual frequency information in
the image.

Many deep and machine learning methods have been put into use or proposed to
demonstrate the development of a model that is used to recover lost characteristics of
a particular image in the generated one. Hence, using this strategy, deep and machine
learning methods have been able to solve super resolution problems.

Data is very important to machine learning, especially when the DL algorithms
are data-driven, where data drives the whole algorithm. Now, to solve the problem,
gather and form the information and acquire and generate data, which may be just as
important to the solution as solving the issue. This research aims to present a new way
of collecting real data using various novel data acquisition techniques. Super resolution,
noise deprecation, and quality improvement techniques can use this as an input. Click the
same image with the same scenery with a low-resolution camera and a high-resolution
camera. It took around 11000 images that are low and high-resolution as training data.
And it can use testing data to convert those images into SR images.

5 Result Analysis

The performance of the model can be evaluated by using following parameters:

1. SNR: The square root of the quantity of photons in the image’s brightest region is
used to calculate the signal-to noise ratio (SNR) of a digital microscopic image. The
ideal range is from 20 to 40.

2. PSNR: This ratio is often used to compare the original and compressed images. The
ideal range is 30–50 dB.

3. Jaccard’s index: A statistic used to assess the similarities and diversity of samples
is the Jaccard index. It is commonly referred to as the Jaccard similarity coefficient.

Image compression 1 and image compression 2 are shown in Figs. 8 and 9,
respectively. The result of the analysis is mentioned in Table 1.
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Fig. 8. Image comparison 1

Fig. 9. Image comparison 2
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Fig. 10. Training accuracy verses Validation accuracy

Table 1. Result Analysis

Image Pair 1 Image Pair 2 Image Pair 3 Image Pair 4 Image Pair 5

Jaccard’s Index 0.9668 0.8929 0.9759 0.9742 0.9474

PSNR 44.20 43.08 44.57 42.06 44.75

SNR 25.20 19.76 25.39 24.65 26.84

6 Advantages

The advantages of the proposed system can be summarized as follows:

1 With the help of super resolution, it can identify the culprits and submit the results as
evidence.

2 A surveillance car being mobile means it does not need to move, and the car can also
go places where humans would not dare.

3 It can quickly identify trees, roads, bikers, people, and parked automobiles, and even
compute the distance between various objects using GAN and machine.

4 GANs generate data similar to the original data.
5 GANsgo into the details of the data and canbe easily interpreted into different versions.
This is useful when working with machine learning.

6 It can improve model generalization.

The hardware is shown in the Fig. 11.
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Fig. 11. Hardware model

7 Comparison

The advanced surveillance car represents a substantial leap forward from older surveil-
lance methods. Integrating cutting-edge components like the ESP CAM 32, a Blue-
tooth module, and an Android application for control, our system showcases signif-
icant advancements. Particularly noteworthy is the incorporation of SRGAN (Super-
Resolution Generative Adversarial Network) technology, which enhances image quality
to unparalleled levels. This integration introduces several transformative features and
improvements to the surveillance process.

1. Real-time Remote Control: Operators can precisely navigate the car using the
Android app, responding swiftly to emerging situations.

2. Cost-effectiveness:The system’s integration of readily available components reduces
hardware costs without compromising image clarity.

3. Adaptable and Versatile:With a modular design and open-source components, the
surveillance car can be upgraded with emerging technologies.

4. Real-time Monitoring and Analysis: The Android app provides instant access to
live video feeds and data insights, optimizing responsiveness and efficiency.

8 Conclusion

In this paper, a cutting-edge surveillance system that combines the power of Enlighten
GAN with a mobile robot car is described to address blind spots in existing CCTV
and surveillance setups. The system is designed to venture into areas where traditional
surveillance systems might be limited, ensuring comprehensive coverage and enhanced
security. At the core of the solution lies a highly versatile robot car equipped with state-
of-the-art technology that can be remotely operated for secure and efficient surveillance.
The robot car’s mobility allows it to access remote or hard-to-reach locations, enabling
a broader scope of monitoring and investigation. To facilitate seamless control and com-
munication with the robot car, it incorporated a robust Bluetooth module. This feature
ensures reliable and real-time data exchange between the mobile surveillance unit and
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the controlling device, enhancing responsiveness and usability. The Android app com-
plements the system, providing a user-friendly interface for operators to control and
manage the robot car remotely. Through the app, users can initiate surveillance sessions,
receive live video feeds, and access real-time data insights, bolstering the system’s over-
all surveillance capabilities. In addition to the mobility and control aspects, the system
addresses the challenge of low-resolution imagery commonly encountered in surveil-
lance scenarios. It leverages the power of Enlighten GAN to achieve super-resolution
images captured by the surveillance system or robot car. This sophisticated image
enhancement technique enables us to obtain clearer, high-resolution images, thereby
improving the accuracy of person and number plate recognition. By integrating the
robot car, Bluetooth module, Android app, and super-resolution image processing, the
surveillance system stands as a comprehensive and effective solution for tackling blind
spots in surveillance coverage. The combination of advanced components ensures seam-
less operation, enhanced data quality, and increased surveillance efficiency, empowering
law enforcement and security personnel with a powerful tool to maintain public safety
and security effectively.
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Abstract. Tumor in brain is one of the serious diseases throughout the world
and it leads to death around 300 thousand people in 2020. Hence, Brain tumor
diagnosis is a sensible and important task in clinical and medical field. Identi-
fication of illness, area, depth and severity of the disease are major challenges
encountered before technological improvement in the clinical field. These major
challenges are fulfilled few decades ago by acquiring images of human body parts
with collaborations of electronic and mechanical devices. The familiar medical
images are Magnetic Resonance Imaging (MRI) Scan, Computed Tomography
(CT) Scan and Positron Emission Tomography (PET) Scan. Manual observation
of aforementioned scans may lead error in the treatment. Hence, various image
processing algorithms and pre-trained methods have been employed on medical
images to identify the accurate location, area, depth and severity of the disease,
which effectively improvise the treatment. The evolution process has several stages
such as: preprocessing; segmentation; future extraction; and classification. There-
fore, this work presents a detailed report of CNN based brain tumor classification
methods through MR imaging scans. Finally, the performance measures of brain
tumor classification methods have been presented and compared.

Keywords: Brain tumor · Diagnosis; Illness · Medical images · Classification

1 Introduction

Global Cancer Statistics 2020 announces, twenty million new incident cancerous cases
and nearly 10 million new deaths are happened throughout the world in 2020. According
to this, 2.5% deaths were due to brain tumor disease in 10 million cancerous death cases
[1]. Hence, diagnosis of tumor in brain has been significant in the medical field. Disease
detection, classification and severity estimation are prominent in diagnosis steps of tumor
[2–15]. In disease diagnosis process; first capture the skeleton image of required human
body part; familiarly it’s named as medical image. Most familiar medical image types
are X-ray, MRI scan, CT scan and PET scan [1–20, 22]. Out of this MRI scan is suitable
to capture the soft tissues of the body part. Manual identification and classification of
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diseased/defected region may difficult, if raw medical image affected with noise and
no variations in the intensity levels of diseased and non-diseased regions. It has been
due to longer scan time by the sensors and age of the equipment also. Therefore, for
accurate diagnosis of the particular disease, various automated algorithms and methods
were designed [3–13]. Figure 1. Shows general flow of automated approach [2, 15].
First employ prepossessing scheme (noise removal) on raw medical image. Further,
segmentation is employed on preprocessed image to locate/identify theRegion of Interest
(ROI). Image segmentation plays a vital role in the automation approach to differentiate
diseased and non-diseased portions [21] for identifying the tumor/cancerous region and
it helps to classify further. This information helps the diagnosis experts to treat patients
effectively and accurately. The various segmentationmethods are edge-based, threshold-
based, region-based, cluster-based and watershed segmentation. Feature extractions are
done from the extracted segmented portions of the image. Finally, classifier has to classify
the disease based upon the extracted features. Now a days, CNN models are alternative
for traditional algorithms/methods of image restoration, image dehazing [23, 24] along
with classification.

Fig 1. General flow of cancer detection system (Source: Chahal P K et al.[2] and P.R.Budumuru
et al.[15]).

2 Related Work

S. Mohsen et al. (2023), proposed two intelligence models for the classification of tumor
categories glioma and pituitary in brain. In these two models, VGG19 is first one and
single-image super-resolution (SSIR) techniquewithResNext101_32×8d is the second.
Proposed SSIR technique based on GAN algorithm is employed on input MRI scan to
produce high resolution images before classification. 344 layers in ResNext101_32 ×
8d model includes, 104 layers each for batch normalization and convolution, 100 layers
of ReLU, 33 bottleneck layers. Proposed VGG19 model in this work consists nineteen
2-D layers, in that three are fully connected layers and remaining 16 are convolution
layers each of which is followed by max-pooling layers [3].

H. A. Hafeez et al. (2023), come up with a low-grade and high-grade glioma type
brain tumor classification model with CNN consisting of less number of layers, size
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and learnable parameters. This work has been designed in two ways; Feature extraction
done by separately with resnet18, squeezenet, alexnet, and proposed CNN. Further,
classification has been done with SVM classifier. Second approach is extraction and
classification both are done by aforementioned CNN models used in first approach [4].

Assam, M et al. (2021), presented a four-step hybrid model with various stages
pre-processing, feature extraction, feature reduction and classification for tumor clas-
sification in brain through MRI scans. Median filter, being one of the state-of-art and
traditional method used to remove fixed valued impulse noise and unnecessary structures
such as skull and scalp, it’s a main block in pre-processing stage, further it converted to
colored image. Feature extraction has been done in stage-2 with discrete wavelet trans-
form (DWT). Feature reduction and optimal characteristics set is generated in the third
stage with the help of color moments (CMs). Image classification is done by passing the
reduced optimal characteristic set through various classifiers; FF-ANN, RSwithRF and
RSwithBN [5].

Rehman, A et al. (2020), in this framework, three studies were conducted for classifi-
cation of brain tumor using three popular CNN architectures (AlexNet, GoogleNet, and
VGGNet). Each study investigated on MRI brain tumor dataset Figshare and explores
it with transfer learning methods freeze and fine-tune. Chance of over-fitting is reduced
by increasing the data set samples by employing augmentation on MRI slices [6].

Ali, M et al. (2020), proposed straight forward ensemble method for segmentation of
tumor by processing the image through two individual networks 3D CNN and a U-Net.
These two networks trained individually with BraTS-19 challenge dataset and estimate
the segmentationmapswhich considerably differed fromeach other in sub-regions tumor
segmentation. Final prediction of tumor segmentation is achieved by ensemble these two
individual segmented maps [7].

Kumar, S. and Mankame, D.P., (2020), discussed the tumor classification based
on the optimized deep learning mechanism in which fuzzy deformable fusion model
used for the segmentation of the images. The statistical features are used to classify
the tumor by deep convolutional neural networks (DCNN). Dolphin Echolocation Sine
CosineAlgorithm (Dolphin-SCA) is also implemented in this work for the segmentation.
BRATS and SimBRATS databases were used for the validation of this network [8].

Hasan, S.K. and Linte, C.A (2018), proposed a deep learning U-Net CNN model
for characterization and segmentation of tumor in brain MR images. In this method,
up-sampling with nearest neighbor algorithm is introduced instead of de-convolution
component in the U-net model. Segmentation accuracy is improved by extracting low
grade tumors with the help of data augmentation performed on dataset by employing
elastic transformation. This frame work trained with BRATS 2017 MR dataset of 285
patients affected with glioma [9].

Seetha, J. and Raja, S.S., (2018), proposed an automatic classification of tumor in
brain using CNN. Manual classification of tumor from the MRI data is challenging at
particular times. So, low complexity CNN system proposed by training the last layer of
the network and considered a pre-trained model brain data set for classification. Hence,
validate with training accuracy and computational time; it examines with support vector
machine (SVM) and deep neural networks (DNN) [10].
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Selvapandian, A. andManivannan, K., (2018), implemented tumor detection in brain
with contourlet transform of non-sub sampled (NSCT) and neuro fuzzy inference adap-
tive system (ANFIS). Image enhancement is done with NSCT by combining low and
high frequency sub-bands of MR image and extracted features from enhanced image are
used to classify the normal and glioma type tumor images with ANFIS [11].

Bahadure, N.B et al. (2017), investigated Berkeley wavelet transformation (BWT)
on brain MR images to extract the tumor region in segmentation process. The appro-
priate features are extracted from the segmented tissues by employing very well-known
classifier support vector machine (SVM) [12].

Gopal, N.N. and Karnan, M (2010), proposed a two-stage intelligent system to rec-
ognize tumor tissues in brainMRI. In this system design optimization is employed along
with Fuzzy c Means Clustering for segmentation. The adopted optimizing methods are
Genetic Algorithm (GA) and Particle SwarmOptimization (PSO). In this, Preprocessing
and Enhancement are the methods in the first phase; segmentation and classification are
the methods in second phase [13].

3 Performance Measures

True Positive (Tp), True Negative (Tn), False Positive (Fp) and False Negative (Fn) are
the words used in the evaluation parameters of tumor classification methods such as
Accuracy, Sensitivity, Specificity [3–6, 8, 10–14]. Hence, these metrics are formulated
from Eq. (1) to (3). Dice coefficient [7, 9] is another metric formulated as Eq. (4) to
evaluate the similarity between predicted tumor pixels with ground truth pixels.

Accuracy(A) = Number of faithful detections

Number of all assessments
= Tp + Tn

Tp + Tn + Fp + Fn
(1)

Sensitivity(Sen) = Number of true positive detections

Number of all positive assessments
= Tp

Tp + Fn
(2)

Specificity(Spec) = Number of true negative detections

Number of all negative assessments
= Tn

Tn + Fp
(3)

Dice Coefficient (DSC) = 2 ∗ |X ∩ Y |
|X | + |Y | (4)

where X : set of predicted pixels,Y : ground truth
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4 Dataset Description and Evolution of Brain Tumor Classification
Methods

Dataset summary and performance evaluation of each method discussed in previous
section summarized in Table 2. Table 3 compare the detection accuracy of methods
described in [3–6, 11, 12] and [13] evaluated on non- BRATS datasets and Table 4
compare the detection accuracy of methods described in [4, 8] and [11] evaluated on
BRATS datasets.

Table 1. Summary of Brain Tumour Classification Methods using MRI Scans

Author(s), Year and Source Methodology

[3] S. Mohsen et al. 2023
IEEE Access

Pituitary and glioma type tumor classification has been
carried out by intelligence systems, single image
super-resolution (SISR) technique with classification
networks ResNext101_32 × 8d and VGG19
SISR method developed in two stages; generator is in
first stage and discriminator in the second stage. Hence,
it produces the super resolution image of size
256x256x3 from low and high-resolution images of
same size. The entire process has been done on required
input medical MRI scans of pituitary and glioma.
Classification is done with CNN’s such as
ResNext101_32 × 8d and VGG19 after SISR method

[4] H. A. Hafeez et al. 2023
IEEE Access

It’s a 12-layer CNN model to classify the grade I – II
(low) and grade III – IV (high) glioma type brain tumor.
In this, N4ITK [14] method was applied in the
preprocessing stage to remove bias field distortion in
MRI images. Further, feature extraction and
classification done by proposed CNN

[5] Assam, M., et al. 2021
IEEE Access

Pre-processing: Median filter
Features extraction: Discrete Wavelet Transform (DWT)
Features Reduction: Color Moments (CMs)
Classification:
Individual classifier: FF-ANN (Feed Forward – ANN)
Hybrid Classifiers:
RSwithRF (Random Subspace with Random Forest)
RSwithBN (Random Subspace with Bayesian Network)

[6] Rehman, A., et al. 2020
Circuits, Systems, and Signal Processing

Three studies have been conducting with different
CNN’s namely AlexNet, GoogleNet and VGGNet to
classify the meningioma, glioma, and pituitary types

[7] Ali, M., et al. 2020
IEEE Access

It’s a combination of 3D-CNN and U-Net, both are
trained individually and finally ensemble the individual
outputs of these two networks

(continued)
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Table 1. (continued)

Author(s), Year and Source Methodology

[8] Kumar, S. and Mankame, D.P., 2020
Biocybernetics and Biomedical Engineering

It’s a optimized Deep-CNN model trained with
Dolphin-SCA
Preprocessing: Non-Local Means (NLM) filter is used to
remove artifacts in the different modalities of medical
MR images
Segmentation: To Extract ROI from the preprocessed
image, employed a fuzzy deformable model with
Dolphin Echolocation based Sine Cosine Algorithm
(Dolphin-SCA)
Feature Extraction: Feature vector has built with
statistical parameters such as mean, variance, and
skewness being extracted from segmented regions.
Power LBP model has been adapted to extract useful
features to train the classifier
Classification: Deep CNN has been trained with
Dolphin-SCA

[9] Hasan, S.K. and Linte, C.A., 2018
2018 IEEE Western New York Image and
Signal Processing Workshop, IEEE

An improved version of Conventional U-net model by
introducing up-sampling with nearest neighbor
algorithm instead of de-convolution component and
employing elastic transformation named as
Nearest-Neighbor Re-sampling Based
Elastic-Transformed to increase the segmentation
accuracy

[10] Seetha, J. and Raja, S.S., 2018
Biomedical & Pharmacology Journal

It’s a low complexity CNN based brain tumor
classification method. In this, only last layer of the
network has been trained and classification steps are
done by a pre-trained model brain dataset. These two
changes were made in traditional CNN for reducing
computation time and performance improvement

[11] Selvapandian, A. and Manivannan, K.,
2018
Computer Methods and Programs in
Biomedicine

It is a fusion based glioma brain tumor classification
approach. Low and high frequency sub-bands of input
MR image scan are the components of fused image.
Decomposing of sub-bands from input image has been
done in spatial domain with the help of Pyramid Filter
Banks (PFB) and Directional Filter Banks (DFB).
Further, extracted features from fused image trains the
classification approach and ANIFS classifier identifies
the non-glioma and glioma images

[12] Bahadure, N.B., et al. 2017
International Journal of Biomedical Imaging

Tumor segmentation being done by Berkeley Wavelet
Transformation (BWT). Features that are intensity and
texture have been extracted from segmented image by
employing GLCM, SFTA and IBF along with area of the
tumor and dice coefficient similarity index are the two
more features. PCA is used to select optimized relevant
features. Finally, SVM is used for the brain tumor
classification

(continued)
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Table 1. (continued)

Author(s), Year and Source Methodology

[13] Gopal, N.N. and Karnan, M., 2010
2010 IEEE International Conference on
Computational Intelligence and Computing
Research

It’s a two-stage intelligent tumor detection system
Stage 1: Preprocessing and Enhancement, Stage 2:
Segmentation and Classification. Methods involved in
this, Fuzzy C-Means Clustering Algorithm (FCA) with
optimization tools Particle Swarm Optimization (PSO)
and Genetic Algorithm (GA). In this, the overall
detection accuracy is sum of accuracy of tumor pixels
(75%) and position accuracy (25%)

Table 2. Summary of Brain Tumour Classification Methods using MRI Scans

Reference Number Dataset Performance Evaluation

[3] Kaggle Dataset: It consists 1800 brain MRI
images, out of these 900 images of each
glioma tumor and pituitary tumor. They
were resized to 224 x 224 and increase this
dataset by three times with the help of data
augmentation methods rotation, width and
height shift. Further, dataset has to divide
with 75% for training VGG19 and 85% for
training ResNext101_32 × 8d

Testing Accuracy (%)
a. VGG19: 99.89
b. SISR + ResNext101_32 × 8d:

100

[4] BRATS 2017, BRATS 2018 and BRATS
2019
Dataset BHVB has been developed by
acquiring 159 high grade and 176 low
grade glioma MRI scan images from B V
Hospital, Bahawalpur, Pakistan

a) Deep learning Method + SVM
Classifier

Testing Accuracy (%)
BRATS 2017: 97.87
BRATS 2018: 97.67
BRATS 2019: 89.77
BHVB: 98.89
b) CNN Model
Testing Accuracy (%)
BRATS 2017: 97.85
BRATS 2018: 97.15
BRATS 2019: 97.15
BHVB: 97.99

[5] 70 T2-weighted standard image dataset
(Normal: 45 and Abnormal: 25)

Testing Accuracy (%)
a) DWT + RSwithRF: 97.14
b) DWT + RSwithBN: 95.71
c)DWT + CMs + FF-ANN: 95.83

[6] Figshare dataset: It contains 3064 various
types of brain tumor MRI scan images in
which, meningioma: 708, glioma: 1426
and pituitary: 930

Testing Accuracy (%)
a) AlexNet: 97.39
b) GoogleNet: 98.04
c) VGG16: 98.69

(continued)
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Table 2. (continued)

Reference Number Dataset Performance Evaluation

[7] BraTS2019 challenge dataset: In this
dataset total 335 patients’ information has
been used for training. Out of these, 259
high-grade and 76 low-grade type glioma
cases information. Validation process has
been done with 125 cases of unknown
grade

Dice Scores
Enhancing Tumor(ET): 0.750
Whole Tumor(WT): 0.906
Tumor Core: 0.846

[8] BRATS Database: It consists 65 tumor
images of T1, Tlc, T2 and flair modalities.
Out of which, 51 are high-grade glioma
patients’ information
SimBRATS database: It’s a simulated
image dataset with 50 images of all four
varieties as same as BRATS database. Out
of which 25 high-grade and 25 low-grade
glioma images

Testing Accuracy (%)
BRATS database: 95.3
SimBRATS database: 96.3
Specificity (%)
BRATS database: 0.953
SimBRATS database: 0.910
Sensitivity (%)
BRATS database: 0.977
SimBRATS database: 0.992

[9] BRATS 2017 MR dataset: 285 glioma
patients’ information is used for training
and 146 patients’ information for testing

Dice Similarity Coefficient (DSC):
LGG: 0.8976
HGG: 0.8459
Intersection over Union (IoU):
LGG: 0.8869
HGG: 0.826
LGG: Low-graded gliomas
HGG: High-graded gliomas

[10] Tumor images are accessed from
Radiopaedia and BRATS 2015 dataset
accessed for testing

Training Accuracy (%)
CNN: 97.5

[11] Low-grade and high-grade type brain
tumor images of BRATS 2015 dataset
sub-database has been used for training the
classification stage alone. Brain MRI
images from LeaderBoard and Challenge
sub datasets also considered along with
BRATS 2015 dataset have been for the
evaluation of different performance metrics

Testing Accuracy (%)
BRATS 2015 dataset: 99.30
LeaderBoard dataset: 95.9
Challenge dataset: 96.4
Specificity (%)
BRATS 2015 dataset: 99.71
LeaderBoard dataset: 96.2
Challenge dataset: 95.1
Sensitivity (%)
BRATS 2015 dataset: 70.25
LeaderBoard dataset: 92.3
Challenge dataset: 96.2

(continued)
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Table 2. (continued)

Reference Number Dataset Performance Evaluation

[12] DICOM Dataset: 22 infected brain tumor
tissue images are considered
Brain Web dataset: It has simulated
three-dimensional MR imaging data of
modalities T1-weighted, T2-weighted and
proton density weighted. In this 13 out 44
are infected brain MR images
Third dataset: It consists, 135 images of 15
patients collected from the expert
radiologists

Testing Accuracy (%)
SVM Classifier: 96.51
Specificity (%)
SVM Classifier: 94.2
Sensitivity (%)
SVM Classifier: 97.72

[13] A Set of 120 MR images Detection Accuracy (%)
a. GA + FCM: 89.6
b. PSO + FCM: 98.87

Table 3. Testing Accuracy of Brain Tumor Classification Methods Tested on Brats Datasets

Reference Alphabet [Method Name] Accuracy (%)

[3] a [VGG19] 99.89

[3] b [SISR + ResNext101_32 × 8d] 100.00

[4] a [Deep learning Method + SVM Classifier] 98.89

[4] b [CNN Model] 97.99

[5] a [DWT + RSwithRF] 97.14

[5] b [DWT + RswithBN] 95.71

[5] c [DWT + CMs + FF-ANN] 95.83

[6] a [AlexNet] 97.39

[6] b [GoogleNet] 98.04

[6] c [VGG16] 98.69

[11] a[Image Fusion + ANIFS] 96.40

[12] a [SVM] 96.51

[13] a [GA + FCM] 89.60

[13] b [PSO + FCM] 98.87

Figure 2 and Fig. 3 show the bar graph representation of various methods corre-
sponding reference number on X-axis and with their testing accuracy (%) on Y-axis.
Most of the related works discussed in this paper were implemented with more than one
methodology. Hence, represent the methods with alphabets a, b and c with method name
in Table 3 and Table 4. Methods proposed by the models represented in Fig. 2, [3, 4] and
[13] with two methods each, [5] and [6] with three methods each, [11] and [12] each
one method. Performances of all these models were evaluated with different brain tumor
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Fig. 2. Accuracy comparison of Brain Tumor ClassificationMethods tested on other than BRATS
datasets

Table 4. Testing Accuracy of Brain Tumor Classification Methods Tested on Brats Datasets

Reference Alphabet [Method Name] Accuracy (%)

[4] a [Deep learning Method + SVM Classifier] 97.87

[4] b [CNN Model] 97.85

[8] a [Proposed Dolphin-SCA based Deep CNN] 96.30

[11] a [Image Fusion + ANIFS] 99.30

Fig. 3. Accuracy comparison of Brain Tumor Classification Methods tested on BRATS datasets

datasets. Figure 3 shown model [4] proposed with two methods and each one from [8]
and [11]. These three models were tested with either of BRATS 2015, BRATS 2017,
BRATS 2018, BRATS 2019 and SimBRATS database.
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5 Conclusion

The availability of open-source image datasets of various diseases has enabled the auto-
matic disease classification systems since past two decades. In this study the perfor-
mance analysis of brain tumor classification methods through MRI scans has been ana-
lyzed. The intelligence systems proposed in [3–6, 8, 11, 12] and [13] are Deep-learning
and CNN models. All these classify the various brain tumor types: meningioma; pitu-
itary; low-graded and high-graded glioma. Tumor detection accuracy: In [3], SISR +
ResNext101_32× 8d achieves 100% on Kaggle Dataset. In [5], a hybrid classifier DWT
+RSwithRF achieves 97.14% on standard dataset of 70 images. In [6], VGG16 achieves
98.69% on Fighshare dataset. SVM classifier [12] achieves 96.51% on dataset created
with 135 images of 15 patients collected from expert radiologists. In [14], Particle Swarm
Optimization with Fuzzy c Means Clustering (PSO + FCM) achieves 98.87% on a set
of 120 images. Hence, all these methods performed well on various datasets in terms
detection accuracy. In [4], Deep learning Method + SVM Classifier and CNN Model
validated with BRATS 2017, BRATS 2018 and BRATS 2019 along with BHVB. It
has been developed by acquiring images from Bahawal Victoria Hospital, Bahawalpur,
Pakistan. Deep learning Method + SVM Classifier and CNN Model achieved 97.87%,
97.85% and 98.89%, 97.99% detection accuracies on BARTS 2017 and BHVB datasets
in order. In [11], Image Fusion with ANIFS classifier validated with BRATS 2015,
LeaderBoard and Challenge datasets. It achieved 99.30%, 95.9 and 96.4% of detection
accuracies respectively. Proposed Dolphin-SCA based Deep CNN [8] achieves 96.3%
on SimBRATS database. In separate datasets validation process, performance of super
resolution image with ResNext101_32 × 8d model achieved highest detection rate of
brain tumor type’s pituitary and glioma. CNN model [4] classifies the Low grade and
High-grade glioma brain tumor types efficiently with more than 97% detection rate on
BRATS datasets 2017, 2018, 2019 and non-BRATS dataset. Image Fusion + ANIFS
[11] outperformed on BRATS 2015 dataset for the classification of glioma type brain
tumor.
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Abstract. Denoising medical images is a critical step in enhancing image quality
and improving diagnostic accuracy. In this work, an efficient denoisingmethod has
been proposed for medical images using convolutional denoising autoencoders.
The proposed approach leverages the power of CNNs to learn complex patterns
and features from a large dataset of clean and noisy medical images. To train
the denoising network, a dataset has created consisting of pairs of clean medi-
cal images and their corresponding noisy versions. Various types and levels of
noise are introduced to generate a diverse training set. The network architecture
is carefully designed to effectively capture and extract relevant features from the
noisy medical images. Multiple convolutional layers are used for feature extrac-
tion, followed by pooling, normalization, and non-linear activation layers. The
final layers of the network focus on reconstructing the clean version of the input
image. During the training phase, the network learns to map the noisy images to
their corresponding clean versions. A suitable loss function, such as mean squared
error or structural similarity index loss, is employed to guide the training process,
and minimize the discrepancy between the network output and the ground truth
clean image. The trained network is evaluated on a separate test dataset, and per-
formance metrics such as peak signal-to-noise ratio and visual inspection are used
to assess the denoising effectiveness. The experimental results demonstrate that
the proposed CNN-based denoising method achieves superior performance com-
pared to traditional denoising techniques. The network effectively reduces noise
artifacts while preserving important image details and structures. The denoised
medical images generated by the CNN can potentially lead to improved diagnosis
and decision-making in medical applications.

Keywords: Medical image denoising · Convolutional denoising autoencoders ·
Deep learning · Image reconstruction · Quantitative evaluation · Visual
inspection · Diagnostic accuracy
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1 Introduction

Denoising medical images using Convolutional Neural Networks (CNNs) is an effective
approach to enhance image quality and remove noise artifacts. CNNs have demonstrated
remarkable performance in various image processing tasks, including medical image
denoising. The denoising of medical images have certain phases include: data prepa-
ration; dataset augmentation; architecture; training; optimization; evaluation; and post
pre-processing. The success of the denoising process relies on the quality and diversity of
the training dataset, as well as the design of the network architecture and the hyperparam-
eter settings. Iterative refinement, cross-validation, and assembling techniques can be
employed to improve performance further [1].Additionally, various advanced techniques
have been developed to address specific challenges in medical image denoising, such as
incorporating attention mechanisms, using generative adversarial networks (GANs), or
leveraging self-supervised learning. These techniques can provide further improvements
in denoising accuracy and efficiency. Furthermore, denoisingmedical images is a crucial
task to improve the quality and diagnostic accuracy of medical imaging. Medical images
often suffer from various types of noise, includingGaussian noise, Poisson noise, motion
artifacts, and electronic noise. Several denoising techniques can be applied to medical
images such as: filtering techniques; wavelet-Based techniques; non-local means (NLM)
denoising; deep learning-based techniques; patch-based techniques [2].

These are some of the commonly used techniques for denoising medical images.
The choice of method depends on the specific characteristics of the noise, the desired
level of denoising, and the trade-off between noise reduction and preservation of impor-
tant image features. It is important to evaluate the denoising results using appropriate
metrics and, when necessary, involve medical experts to assess the impact on diagno-
sis and clinical decision-making. However, these techniques need large computational
time and huge data set requirements in order to achieve better performance [3]. Hence,
in tis work the denoising of medical images has been done based on Convolutional
denoising autoencoders (CDAEs). These are a specific type of denoising autoencoder
that leverage convolutional neural network (CNN) architectures for denoising tasks, par-
ticularly in image denoising applications. CDAEs follow the same basic principles as
traditional autoencoders but incorporate convolutional layers in the encoder and decoder
components. These convolutional layers allow the model to efficiently capture spatial
features and patterns present in the input images. During the training process, a dataset
of clean images is corrupted by introducing noise, such as Gaussian noise or random
pixel perturbations, to generate the corresponding noisy images [4].
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The CDAE is trained to encode the noisy images into a lower-dimensional represen-
tation and reconstruct the clean images using the decoder component. The loss function
used during training typically measures the discrepancy between the reconstructed clean
images and the original clean images. This encourages the CDAE to learn meaningful
representations and effectively remove noise during the reconstruction process. The
convolutional layers in CDAEs enable the models to capture local patterns and features
in the input images, making them particularly suitable for denoising tasks where pre-
serving spatial information is crucial. The hierarchical nature of CNNs allows for the
extraction of complex and abstract image features, aiding in noise suppression while
retaining important image details. Once trained, CDAEs can be applied to denoise new,
unseen noisy images by passing them through the encoder to obtain the compressed
representation and then using the decoder to reconstruct the denoised versions. Con-
volutional denoising autoencoders have demonstrated effectiveness in various domains,
including medical image denoising [5, 6]. They have the potential to improve the qual-
ity of medical images, enhance diagnostic accuracy, and support medical professionals
in making informed decisions. Finally, convolutional denoising autoencoders provide a
powerful framework for effectively denoising images, leveraging the benefits of convo-
lutional neural networks to handle spatially structured data, such as medical images, and
removing noise while preserving important image features.

2 Literature Review

Medical image processing has recently attracted a lot of attention from researchers who
are trying to diagnose and cure dangerous illnesses like cancer. Medical image analysis
is thought to depend heavily on the process of denoising of images. Image denoising
constitutes a fundamental undertaking within the realm of image processing. Its pri-
mary objective is to effectively eliminate undesired noise from an image, all the while
safeguarding and retaining crucial details present in the visual content. This can effec-
tively accomplish using a variety of Deep Learning approaches, such as autoencoders. A
convolutional autoencoders-based method for medical picture denoising with short con-
nections has been suggested in [7], which uses three datasets of medical imaging data for
denoising. The outcomes showed that, across all three datasets, the suggested method-
ology outperformed the most advanced medical picture denoising techniques currently
available. The authors of [8] has created a denoising convolutional autoencoder that first
creates an encoded, lower-dimensional representation of the picture before recovering
the original image from the lower-dimensional representation. By introducing random
noise, the denoising autoencoders create corrupted copies of the input pictures and try to
remove the noise from the noisy input to recreate an output that is very close to the orig-
inal input. To compress and denoise grayscale medical pictures, a 3-layer autoencoder
model has been suggested in [9].

A deep learning approach, to the denoising issue has been analyzed in [10]. The
proposed algorithm eliminates unwelcome noise from a picture, autoencoders employ
down- and up-sampling algorithms. The authors of [11], has investigated CNN architec-
ture for sophisticated image denoising. A clustering technique for effective denoising
of medical images based on CNN has been suggested by the authors in [12]. Convo-
lutional neural networks (CNNs) are proposed [13] for the prediction of Parkinson’s
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Disease utilizing an autoencoder feature extraction approach. An autoencoder is used
to extract features from input data and de-noise it. For categorization and forecasting,
CNN is employed. The goal of image enhancement is to create a clear image from a
noisy image, and ultrasound images are one application. In contrast to traditional pic-
ture enhancing techniques, deep learningwas employed in the experimental investigation
[14]. The convolutional denoising autoencoder network, one of the deep learning tech-
niques, was used to attempt to eliminate various amounts of speckle noise that had been
introduced to ultrasound pictures of the brachial plexus, also known as the big nerve
community under the armpit. A significant number of noise sources significantly pollute
extracellular recordings, making the denoising procedure a very difficult work that must
be taken on for effective spike sorting. In order to do this, the authors of [15] suggested
an end-to-end deep learning solution using a fully convolutional de-noising autoencoder,
which learns to create a clear neural activity signal from a noisy multichannel input.

Using receiver operator characteristic (ROC) approaches, the authors of [16] sug-
gested a task-based evaluation of reduced dosage reconstruction and denoising proce-
dures. For the LDCT denoising challenge, the authors of [17] has suggested a brand-new
3D self-attention convolutional neural network. To train a domain-specific autoencoder
as the perceptual loss function, the same authors also provide a self-supervised learning
strategy.The authors of [18] has combined twoapproaches anduse extensive experiments
to show their efficacy on neural networks built using WGAN and CNN, respectively. A
novel hybrid image compression-encryption scheme, has been introduced in [19] that
leverages deep learning techniques, specifically stacked auto-encoders, in conjunction
with the logisticmap. The advanced encryption standard (AES) and data encryption stan-
dard (DES) are used to encrypt the DCT-based compression algorithm presented in [20].
In order to ensure safe data transfer, the biorthogonal discrete wavelet transform (DWT)
approach is introduced in [21] for compression, followed by the advanced encryption
standard (AES) and data encryption standard (DES) technologies. The unnecessary data
is suggested to be removed using the fractal-based compression algorithm [22] because
it does not depend on the image resolution. The grayscale images in [23] are compressed
using the Huffman lossless compression technique. In addition, several algorithms have
been proposed for encryption [24], encryption [25, 26], haze removal based on DCP
[27], DWT [28], and feed forward ANN [29] and security [30, 31].

The literature review highlights the effectiveness of CDAEs inmedical image denois-
ing and their potential for further advancements. It emphasizes the importance of denois-
ing for improving image quality and aiding in accurate diagnosis in medical imaging
applications. Hence, this work focuses on medical image denoising based on CNN auto
encoders for variety of noise sources. The performance measures have been estimated
for different noise variance in terms of SSIM and PSNR.

3 Methodology

3.1 Autoencoders.

Autoencoders are a type of artificial neural network that is primarily used for unsuper-
vised learning tasks such as data compression, feature extraction, and reconstruction.
The basic autoencoder architecture consists of an encoder and a decoder, which work
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together to learn a compressed representation of the input data and reconstruct it as
closely as possible. Given a collection of unlabeled training inputs (x1, x2, x3…..,xn),
which is represented using (Eqs. (1). It initially employs deterministic mapping using
(Eqs. (2) via sending an input, where any nonlinear function, s, may be used [32].

z(i) = x(i), i = 1 to n (1)

y = s(Wx + b) (2)

The encoder takes an input data sample andmaps it to a lower-dimensional represen-
tation or code. The encoder network typically consists of multiple layers, such as fully
connected layers or convolutional layers, that progressively reduce the dimensionality
of the input. Each layer of the encoder learns to extract increasingly abstract features
from the input data. The basic architecture of convolutional architecture has depicted in
Fig. 1, where, layer L1 serves as the input layer. Layer L2 uses latent representation to
encode layer L1, while layer L3 reconstructs layer L1.

Fig. 1. Architecture of a basic autoencoder.

3.2 Denoising Autoencoders

Denoising autoencoders are a type of autoencoder specifically designed to remove noise
or artifacts from input data. They are trained on corrupted data samples and learn to
reconstruct the original, clean data by capturing the underlying structure and remov-
ing the noise components. Denoising autoencoders have been widely used in various
domains, including image denoising, speech denoising, and signal denoising. Denoising
autoencoders take corrupted or noisy input data as their input. The corruption process can
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involve adding random noise, introducing occlusions, or applying other forms of data
corruption. The encoder network in a denoising autoencoder processes the corrupted
input and maps it to a latent or compressed representation. The encoder learns to extract
meaningful features from the noisy input, while filtering out the noise components.
The decoder network reconstructs the clean data from the compressed representation
obtained from the encoder. The decoder aims to generate output that closely resembles
the original, noise-free input. Denoising autoencoders provide an effective approach for
removing noise from corrupted data [32, 33]. They learn to reconstruct the original,
clean data by capturing the underlying structure and filtering out the noise components.
By training on corrupted data, denoising autoencoders can enhance the quality and util-
ity of data in various domains. The basic architecture of denoising autoencoders are
represented in Fig. 2.

Fig. 2. Architecture of a denoising autoencoder.

3.3 Convolutional Autoencoders

Convolutional autoencoders are a type of autoencoder architecture that utilizes convo-
lutional neural networks (CNNs) as both the encoder and decoder components. They
are specifically designed for processing and reconstructing high-dimensional data, such
as images, while preserving spatial information and capturing local features. Weights
are distributed among all input regions in convolutional autoencoders, preserving local
spatiality. The ith feature map’s representation is provided in (Eqs. (3).

hi = s(x ∗ Wi + bi) (3)

where * stands for convolution (2D), s is an activation, and bias is broadcast to the whole
map. Utilizing a single bias per latent map, reconstruction yields which is represented
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using (Eqs. (4). If W is a flip operation across both weight dimensions, H is a collection
of latent feature maps, and c is bias per input channel.

y = s

(∑
i∈H

hi ∗ Wi + c

)
(4)

3.4 Data Set

A data set consisting 731 images with 512x420 resolution of X-ray images of human
body parts. Some of the random images from dataset has depicted in Fig. 3.

Instead, adding noise to one image at a time, a flattened dataset has been corrupted,
each row representing each image, so disrupting all photos at once. Datasets that have
been corrupted were then utilized for modelling. Convolutional denoising autoencoder
(CNN DAE), seen in Fig. 4, has been built using a rather straightforward design [31].

4 Simulation Results

4.1 Subjective Analysis

Subjective analysis in image processing refers to the evaluation and interpretation of
images based on human perception and judgment. For the random images taken from
dataset, the subjective analysis has been done which is depicted in Fig. 5 for gaussian
noise with different noise proportions (np).

Fig. 4. Architecture of CNN DAE.
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(a) (b)

(c) (d)

Fig. 3. Random samples of medical x-ray images from the dataset.

4.2 Objective Analysis

Objective analysis in image processing refers to the quantitative assessment and mea-
surement of various characteristics, properties, and metrics of an image. The proposed
methodology has undergone an objective analysis in terms of PSNR, MSE, under vari-
ous noise (Gaussian and Poisson) patterns. SSIM has been analyzed using the Eqs. (5),
where l, c, s are brightness, disparity and basic components which are calculated using
Eqs. (6), (7), and (8) respectively. Where μx and μy stand for the mean of the original
and coded pictures, σx and σy for their standard deviations, and σxy for their covariance.

SSIM (x, y) = [
l(x, y)α

][
c(x, y)β

][s(x, y)γ ] (5)

l(x, y) = 2μxμy+C1

μ2
x + μ2

y+C1
(6)

c(x, y) = 2σxσy+C2

σ 2
x + σ 2

y+C2
(7)
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Input Image Noise Noisy Image Denoised Image

Gaussian 

(np=0.4, 

Gaussian 

(np=0.3, 

Gaussian 

(np=0.2, 

Gaussian 

(np=0.5, 

Fig. 5. CNN DAE’s denoising performance with various Gaussian noise patterns.

s(x, y) = 2σxy + C3

σxσy + C3
(8)

The detailed analysis of performance measure for CNN DAE under various noise
sources has been summarized in Table 1
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Table 1. Comparison of SSIM values for CNN DAE and median filter under various noise
parameters

Image Noise Type Noise Parameters SSIM

Filtering CNN DAE

Ankle X-ray Gaussian np = 0.3, μ = 0, σ = 1 0.3156 0.8543

np = 0.5, μ = 0, σ = 1 0.2367 0.8478

Chest X-ray Gaussian np = 0.2, μ = 0, σ = 2 0.1762 0.7643

np = 0.1, μ = 0, σ = 2 0.1934 0.7456

Skull X-ray Poisson np = 0.2, λ = 1 0.2467 0.4678

np = 0.4, λ = 2 0.1219 0.5647

Hand X-ray Poisson np = 0.1, λ = 1 0.1565 0.4878

np = 0.5, λ = 5 0.1725 0.70

5 Conclusion

In this work a denoising autoencoder has been erected through the convolutional layers
for the purpose of serving efficient denoising of medical images. A dataset of having
731 medical X-ray images have been trained and introducing various noise types such as
Gaussian andPoisson, by altering various noise parameters. The simulation results depict
that, the proposed CNN DAE achieves high accuracy when compared to conventional
denoising approaches based on filtering. The image quality has been improved by 60%
after denoising based on CNN DAE, where as 19% of accuracy has been obtained
using median filtering techniques. Overall, the performance of proposed CNN DAE has
attained 50% improvement in image visual accuracy when compared to conventional
filtering-based image denoising techniques.
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