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Preface

We are delighted to introduce the proceedings of the fourth edition of the European
Alliance for Innovation (EAI) International Conference on Cognitive Computing and
Cyber Physical Systems (EAI IC4S 2023), hosted by Vishnu Institute of Technology,
Bhimavaram, Andhra Pradesh, India during 4-6 August 2023 in hybrid mode. This con-
ference has together researchers, developers and practitioners around the world who are
leveraging and developing intelligent computing systems and cyber physical systems
so that communication becomes smarter, quicker, less expensive and accessible in bun-
dles. The theme of EAIIC4S 2023 was “Cognitive computing approaches with machine
learning techniques and advanced communications”.

The technical program of EAI IC4S 2023 consisted of 70 full papers, which were
presented in online mode, i.e. on a web platform, and also in offline mode. The above
papers were presented by the registered authors in fourteen technical sessions under
five different tracks. The conference tracks were: Track 1 — Machine Learning and
its Applications; Track 2 — Cyber Security and Signal Processing; Track 3 — Image
Processing; Track 4 — Smart Power Systems; and Track 5 — Smart City Eco-system
and Communications. Apart from the high-quality technical paper presentations, the
technical program also featured two keynote speeches and one plenary talk. The two
keynote speakers were Nishu Gupta from the Department of Electronic Systems, Faculty
of Information Technology and Electrical Engineering, Norwegian University of Science
and Technology (NTNU) in Gjgvik, Norway and Manuel J. Cabral S. Reis from UTAD
University Engineering Department, Portugal. The plenary talk was presented by Anil
Gupta, Associate Director, C-DAC, Pune, India on the role of cyber physical systems in
assistive technology.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. Manuel
J. Cabral S. Reis successfully served as general chair for this edition and helped the
conference to proceed smoothly. It was also a great pleasure to work with such an
excellent organizing committee team for their hard work in organizing and supporting
the conference. In particular, the Organizing Committee chaired by Nishu Gupta, and the
Technical Program Committee, chaired by Prakash Pareek coordinated and completed
the peer-review process of technical papers and made a high-quality technical program.
We are also grateful to Conference Managers Sara Csicsayova and Kristina Havlickova
for their support and to all the authors who submitted their papers to the EAI IC4S 2023
conference.

We sincerely appreciate the management and administration of Vishnu Institute of
Technology, Bhimavaram (VITB), Andhra Pradesh, India and especially Chairman of
Sri Vishnu Educational Society (SVES), Shri K. V. Vishnu Raju, Vice Chairman of
SVES, Sri Ravichandran Rajagopal, Secretary of SVES, Shri K. Aditya Vissam and D.
Suryanarayana, Director and Principal of VITB, K. Srinivas, Vice Principal, VITB and
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N. Padmavathy, Dean R&D, VITB for giving their support to us as the main host Institute
of EAI IC4S 2023.

We strongly believe that EAI IC4S 2023 conference provided a good forum for
all researchers, developers and practitioners to discuss scientific and technological
aspects relevant to cognitive computing and cyber physical systems. We also expect
that future EAI IC4S conferences will be as successful and stimulating as indicated by
the contributions presented in this volume.

December 2023 Prakash Pareek
Nishu Gupta
M. J. C. S. Reis
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Abstract. Schizophrenia (SZ) is one of the mental disorder due to which many
people are suffering around the world. People suffering with this disorder experi-
ence hallucinations, delusions, confusing speech and thinking patterns, etc. In
a clinical environment, doctors judge Schizophrenia directly using electroen-
cephalogram (EEG). Automatic detection of SZ is achieved in earlier works by
using the time domain and frequency domain features extracted from the given
EEG signals. These features are used to train various Machine Learning and Deep
Learning approaches for the classification of SZ from the given EEG signal. The
proposed work uses Short-Time Fourier Transform (STFT) for converting 1D EEG
data into 2D spectrogram image data. This work proposes a simple Convolutional
Neural Network (CNN) model for the efficient detection of SZ from the given
spectrograms. Performance of the proposed CNN model is compared with vari-
ous existing CNNs such as Alex net, VGG16, Resnet. Performance of these CNNs
is evaluated in terms of accuracy, precision, recall and F1 Score. It is observed
from the results that the proposed CNN performed better showing its potential for
efficient detection of SZ.

Keywords: Schizophrenia - Electroencephalogram - Spectrogram - Short-time
Fourier Transform - Convolutional Neural Networks - Deep Learning
Approaches

1 Introduction

There are many mental disorders for human beings in which SZ is one of the important
mental disorder due to which many people are suffering [1, 2]. It changes the way a
person thinks and behaves. People suffering with this disorder experience hallucinations,
delusions, their speech and thinking patterns are confusing, they want to disconnect
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from people around them including their dear ones, not even care about their personal
hygiene, etc. [3]. In a clinical environment, doctors judge Schizophrenia directly using
electroencephalogram (EEG). EEG is the most commonly used signal to analyze the
mental condition of human beings. EEG signals record various mental conditions of the
brain such as mental stress and other disorders. EEGs are becoming popular in recent
years in research and diagnosis of various neurological disorders such as Epilepsy,
Schizophrenia, etc. These signals contain significant amount of information of higher
dimensions and they show complex functioning of the brain and they are very difficult
to analyze directly [1]. EEGs provide more detailed information over other existing
methods as far as Schizophrenia is concerned [4]. Researchers have proposed both time
features [5] and frequency features [6] extracted from EEG signals to detect the state
changes in the brain and detect Schizophrenia.

In the past few years, computer aided diagnosis supported by machine learning (ML)
algorithms have revolutionized the study of complex EEG signals using various time-
domain and frequency domain features to identify the schizophrenia. Several researchers
have used ML based framework in the diagnosis of various diseases such as epileptic
Seizures, Schizophrenia, etc. [7]. Many DL approaches are invented today for classi-
fication and segmentation in today’s world, because DL gives the better performance
compared to ML techniques. This work mainly focuses on DL approaches and proposes
a simple CNN model for efficient detection of SZ.

First part of this paper is an Introduction section which gives an insight into the
global burden of Schizophrenia and how it can be detected at an early stage by using
EEG signals which can be analyzed efficiently with various computer aided diagnostic
tools involving various ML and DL frameworks. Second part of the paper gives a brief
review of the earlier works done in this domain. Next section — materials and methods
present the details of data used to train the deep learning models and details of proposed
deep learning model. In the next section, results are presented and a summary of these
results are discussed in this section. In the last section conclusions are presented.

2 Literature Review

In this section, a summary of the research work done by the researches in detecting
Schizophrenia using EEG signals analyzed by various traditional ML algorithms as well
as trending DL models. In a recent study Miras et al. [8] have performed various linear
and non-linear measures to extract seventeen features from the resting stage EEG signals.
These selected features were used as inputs to five traditional ML based algorithms to
analyze SZ. This study includes 31 patients out of which 20 were healthy controls and
11 were SZ patients. In another study, Ranjan et al. [9] applied Kruskal Wallis test to
select 8 significant features out of the 24 features extracted from 16 channel EEG signals
of 84 subjects. These features were applied to various classical ML algorithms and they
have reported that ensemble bagging tree classifier performed better with an accuracy
of 92.3%.

A hybrid framework combining brain-effective connectivity analysis [10] and deep
learning is proposed for schizophrenia detection using EEG signals. Transfer Entropy
measures causalities between EEG channels, forming connectivity images. These images
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are inputted into pre-trained CNN models (VGG-16, ResNet50V2, InceptionV3, Effi-
cientNetB0, DenseNet121), and their deep features are processed by an LSTM model.
The hybrid CNN-LSTM models achieve exceptional accuracy, with EfficientNetBO-
LSTM reaching 99.90% average accuracy and 99.93% F1-score using 10-fold cross-
validation. The method shows strong capability in detecting schizophrenia patients from
healthy controls.

Researchers developed an interpretable machine learning method [11] for diagnosing
schizophrenia based on DSM-5 criteria. The method integrates smoothly into existing
clinical processes, providing clinicians with trust and understanding. By combining two
attention mechanisms, attribute importance and interactivity are determined. The model
demonstrates the robustness and real-world applicability through experiments with aug-
mented test data. It achieves a high accuracy of 98% with 10-fold cross-validation,
highlighting its effectiveness in assisting clinicians with schizophrenia diagnosis.

A study by Zulfikar Aslan [12] introduces a highly accurate method for automatically
detecting schizophrenia from EEG records. It utilizes the Continuous Wavelet Transform
to extract time-frequency features from the signals, achieving the highest accuracy in
the literature. The VGG16 deep learning architecture is employed for feature extraction,
resulting in classification accuracies of 98% for SZ patients and 99.5% for healthy indi-
viduals. Visualizations of the CNN network highlight frequency component differences
between SZ patients and healthy individuals, facilitating easy interpretation. The per-
formance of the model was evaluated in terms of accuracy, sensitivity, specificity, and
F1 score. The results demonstrated that the deep learning approach achieved high accu-
racy and reliable classification performance, outperforming traditional machine learning
methods and indicating the potential of CNN-based models in the accurate identification
of schizophrenia using EEG signals.

ML based works trained with various algorithms of SVM, KNN and RF. These
works achieved maximum accuracy of 92.5 [13]. The researchers extracted various
features from the EEG data and applied a SVM classifier to differentiate between SZ
patients and Normal people. The proposed framework achieved an accuracy of 90.3%
in the classification task. In [14] several ML algorithms, including SVM, KNN, RF, and
ANN, were trained and evaluated. The SVM algorithm achieved the accuracy, sensitivity
and specificity of 86.5%, 85.7% and 87.2% respectively and an AUC-ROC of 0.907,
indicating its effectiveness in distinguishing individuals with schizophrenia from healthy
controls based on EEG signals.

The literature shows the work progress of EEG classification using ML and DL
methods. The DL methods are superior than the ML methods. This work mainly focusses
on DL method in detection of SZ using spectrogram-based EEGs.

This paper is organized as follows, Sect. 1 presents introduction and motivation of
work, Sect. 2 describes the literature of the proposed work and some important findings
in the existing work, Sect. 3 gives the detailed description on methodology, dataset used
and the proposed CNN architecture. Results and comparisons are briefly described in
Sect. 4 and Sect. 5 gives the conclusions and future scope of the work.
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3 Proposed Methodology

The proposed methodology mainly has three important stages that is collecting EEG data
set for Norm and SZ, converting the EEG 1D data into 2D image data using STFT which
is called as spectrogram and customized CNN for classification. Details of proposed
work is illustrated in a block diagram as shown in Fig. 1. The EEG data acquired from
source has three conditions, condition-1: hitting a button causes an audible sound to be
generated immediately, condition-2: Listening the same audible sound passively, and
condition-3: hitting a button does not cause a sound to be generated.
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Fig. 1. Block Diagram of the proposed method
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The next important phase of the work is converting 1D signal to 2D image. The EEG
signals acquired from the patients and normal persons are converted into spectrogram
using STFT. The STFT is a Fourier transform extension that offers information on
the components of a signal in the frequency domain. Main idea behind the STFT is
to divide a signal into short segments or windows and apply the Fourier transform to
each window individually. By doing so, we can examine the frequency content of the
signal with a small duration of time. Resulting STFT representation displays how the
signal’s frequency components evolve over different time intervals. It provides valuable
information about the spectral content of a signal at different points in time, which is
essential for understanding and manipulating signals with time-varying characteristics.
The mathematical expression for STFT with an input x[n] is given below in Eq. (1).

STFT (x[n]) = X [m, f] = Z‘”  xlnlwin — mle =i 0

where w[n] is the window function with a small duration and sliding along the time
axis until the last point of the signal. This mechanism gives the time and frequency
representation of a signal. The STFT of EEG signals under Norm and SZ is shown in
Fig. 1.

Customized CNN

The proposed CNN is a customized CNN, which consists of input layer, hidden and
fully connected layers. CNN mainly consists of convolution layers, which is the core
component of CNN. Convolution layer is a fundamental building block in CNNs, which
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are a type of DL architecture commonly used for image and video processing tasks. The
convolutional layer performs a convolution operation on the input data to extract local
features and learn hierarchical representations.

There are filters or kernels in CNN, which are small-sized matrices. The output of
each convolution layer is convolution sum of input with filter weights. This involves
element-wise multiplication of the filter with a local receptive field of the input data,
followed by summation of the multiplied values. Equation (2) shows the mathematical
expression for convolution in discrete domain.

y[m, n] = Zk_ ooZr—— xlk, rlhlm — k, n — r] 2)

where h[m,n] is the filter weights of the convolution layer. During the convolution oper-
ation, the filter is slid over the input data in a sliding window manner, computing the
element-wise products and summing them up to generate a single value in the corre-
sponding location of the feature map. This process is repeated for every possible receptive
field in the input, resulting in feature maps.

Max Pooling Layer

This layer is to extract the most salient features from each local neighborhood of the input
feature map. It divides the feature map into non-overlapping rectangular parts known as
pooling window or pooling regions, and then substitutes the highest number inside each
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Fig. 2. Customized CNN for training and testing

The customized CNN is shown in Fig. 2, it consists of input layer of size 227 x 227 x
3, followed by convolution layers and Relu activation function and for pooling max
pooling is used. At the middle e network dropout layer in order to avoid the overfitting
problem finally fully connected layers and classification layer of size 02 for binary
classification.

The training and testing can be done by using ten-fold cross validation. The process
of tenfold validation can be summarized as follows. Data Splitting: Initially the dataset
portioned into ten subsets, or folds of roughly equal size. Each fold should ideally contain
a representative sample of the data.
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Model Training and Evaluation: The main module model training, here in 9th fold
model is trained and reaming for validation. Ten times doing the same process validate
the set once. In each iteration, the model is trained on a different combination of folds.
Performance Measurement: After each training iteration, the model’s performance is
evaluated using a chosen performance metric on the validation set.

Average Performance: The performance results from the ten iterations are usually
averaged to obtain a single performance metric that represents the model’s performance
across the entire dataset. This average performance metric is used to compare and assess
the model’s generalization ability. By utilizing ten-fold cross-validation, the potential
bias in model evaluation caused by the specific partitioning of the data is reduced. It
provides a more robust estimate, as it evaluates the model on multiple diverse subsets of
the data.

4 Results

The proposed method uses a customized CNN for training and testing. The EEG data of
734 normal samples and 874 SZ effected samples are used for classification. The data
split for training and validation is 0.9 and 0.1 respectively. The optimizer used in the
proposed work is SGDM, RMS Prop and Adams optimizer. The number of Epochs is 6
with a BS of 50 is used as training parameters. The validations accuracy obtained after
training process under various optimizers is tabulated in Table 4, Table 5 and Table 6. It
shows that validation accuracy of adams optimizer achieves best results than other two,
which is for Alex net 82.1, VGG16 83.1, Resnet 83.6 and for proposed customized net
itis 86.3. This indicates that the proposed customized net under Adams optimizer gives
higher validation accuracy compared to standard existing methods.

Table 1, Table 2 and Table 3 shows the testing results, which is confusion matrix
comparison of proposed method with existing methods under different optimizers. In
which O represents normal data and 1 represents SZ effected data. It shows that proposed
net has higher prediction accuracy compared to existing nets.

Table 1. Confusion matrix comparison with SGDM optimizer

Alex net VGG16 Resnet Proposed
CNN
0 1 0 1 0 1 0 1
0 128 21 126 23 125 24 130 19
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Table 2. Confusion matrix comparison with RMSprop optimizer

Table 3. Confusion matrix comparison with Adams optimizer

The performance metrics for comparing proposed CNN with existing CNN is by the
following metrics. These parameters are calculated from confusion matrix. These are
formulated in Egs. (3—6) as follows:

TP 4+ TN

Accuracy = 3)
TP 4+ TN + FP + FN
.. TP

Precision = ———— 4

TP 4 FP

TP
Recall = —— (5)
TP + FN

F1 Score — 2 (Precision * Recall) ©)

Precision + Recall

The performance metric comparison is tabulated in Table 4, Table 5 and Table 6.
The following are observations made from results. The proposed customized CNN has
higher validation accuracy, test accuracy, precision, Recall and F1 score compared to
existing CNNs.
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Table 4. Performance metric comparison with SGDM optimizer

Validation Accuracy Test Accuracy Precision Recall F1 score
Alexnet 65.75 71.11 85.91 65.30 74.20
VGG16 67.32 70.77 84.56 65.28 73.67
ResNet50 | 66.28 71.42 83.86 66.13 73.94
CNN 72.50 73.71 87.24 67.71 76.24

Table 5. Performance metric comparison with RMS prop optimizer

Validation Accuracy Test Accuracy Precision Recall F1 score
Alexnet 66.84 72.40 95.31 64.54 76.96
VGG16 68.43 73.03 95.97 65.28 77.70
ResNet50 | 72.21 75.64 97.78 66.97 79.49
CNN 80.52 77.92 100 67.71 80.74

Table 6. Performance metric comparison with Adams optimizer

Validation Accuracy | Test Accuracy | Precision |Recall | F1 score
Alexnet 82.1 97.41 95.73 98.62 | 96.54
VGG16 83.3 98.05 96.64 99.31 97.95
ResNet50 83.6 98.13 97.2 98.82 |98.34
Proposed CNN | 86.3 99.35 99.32 99.31 |99.31

The following are the advantages of the proposed method compared to existing
networks

. Achieves higher validation accuracy of 86.3.

. Achieves higher testing accuracy of 99.35 with a three-convolution layer network

. The proposed model is very simple and training time is also low

. The proposed method has a potential to replace traditional machine learning frame
work.

A W N -

5 Conclusions

This work mainly focuses on identification of SZ at early stages using deep learning
models. The EEG signals of Normal and SZ samples are collected from an open-source
data set and these EEG signals are converted into image spectrogram using STFT. The
spectrogram of the Normal and SZ samples is trained by using standard CNNs such as
Alexnet, VGG16 and Resnet. This paper proposes a simple customized CNN with three
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convolution layers for training, which is less complex and high speed. The proposed CNN
gives better validation accuracy in training and testing as compared to the existing CNN
models. The results exhibited the potential of the proposed CNN model in detecting SZ
efficiently. In future, this work can be extended in two ways: (i) By taking scalogram of
EEG data for training the proposed CNN and (ii) By classifying multiple SZ conditions
using Spectrogram and scalogram.
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Abstract. Date fruits are widely consumed and valued for their nutritional prop-
erties and economic importance. Accurate classification of date fruits is crucial
for quality control, sorting, and grading processes in the food industry. How-
ever, the classification of date fruits poses several challenges due to variations in
their external visible physical attributes and the presence of multiple cultivars. To
address the issue of high-dimensional feature space, the authors, in this research
study propose an optimized ensemble machine learning framework for multi-class
classification of date fruits by integrating feature selection techniques. The objec-
tive is to develop a reliable and efficient system that can accurately classify date
fruits into different classes based on their physical attributes. Initially, the frame-
work applies various feature selection techniques to identify the most relevant and
discriminative features for classification. Next, it employs variants of ensemble
machine learning techniques to perform multi-class classification. We utilize pop-
ular ensemble methods such as Boosted Trees, Bagged Trees, RUSBoosted Trees
and Optimized Ensemble to improve the accuracy and optimization of the classifi-
cation model. By integrating feature selection techniques, the proposed optimized
ensemble classifier effectively handles the challenges of high-dimensional feature
space and variations in date fruit characteristics. The results confirm the superior-
ity of the proposed framework, highlighting its potential for practical applications
in the food industry.

Keywords: Date Fruit Classification - Machine Learning - Feature Selection -
Ensemble Classifier - Neural Networks

1 Introduction and Related Work

Date fruits are widely consumed and recognized for their nutritional value and health
benefits. The accurate classification of date fruits [ 1-4] into different categories is crucial
for quality control, marketability, and efficient supply chain management. However,
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the process of manually classifying date fruits can be labor-intensive, time-consuming,
and prone to human errors. Therefore, there is a need for automated systems that can
effectively classify date fruits into multiple classes.

In recent years, machine learning techniques [5—12] have shown great potential in
solving complex classification problems [13-22]. These techniques enable computers
to learn from data and make accurate predictions or decisions. In the context of date
fruit classification, machine learning algorithms can analyze various features of date
fruits, such as size, color, texture, and shape, to differentiate between different classes.
This research paper presents a robust ensemble machine learning framework specifi-
cally designed for the multi-class classification of date fruits. The framework integrates
feature selection techniques to enhance the classification performance by reducing the
dimensionality of the data and focusing on the most informative features.

Feature selection [23-27] is a critical step in the classification process as it helps
identify the most relevant features that contribute to accurate classification. By elimi-
nating irrelevant or redundant features, the framework can improve computational effi-
ciency and mitigate the curse of dimensionality of the classification models. Various
feature selection techniques, including filter methods, wrapper methods, and embedded
methods, are explored and integrated into the framework.

The ensemble learning approach [28, 29] is adopted to further enhance the classifi-
cation accuracy and robustness of the framework. Ensemble learning combines multiple
base classifiers to make collective predictions, leveraging the diversity of classifiers to
achieve better overall performance. Different ensemble techniques are investigated and
integrated into the framework.

To evaluate the effectiveness of the proposed framework, a comprehensive dataset of
date fruit images is collected, encompassing different varieties, ripeness stages, lighting
conditions, and imaging angles. The dataset is carefully labelled and pre-processed to
ensure high-quality data for training and testing the classification models. The exper-
imental results demonstrate the superiority of the proposed framework in accurately
classifying date fruits into multiple classes. The integration of feature selection tech-
niques significantly improves the efficiency and effectiveness of the classification pro-
cess by selecting the most informative features. The ensemble learning approach further
enhances the performance by leveraging the collective intelligence of multiple clas-
sifiers. The framework’s robustness is also evaluated by conducting experiments with
different base classifiers and ensemble techniques.

The application of this research extends beyond date fruit classification. The pro-
posed framework can be adapted and applied to other multi-class classification problems
in various domains. By providing an automated and accurate solution for date fruit clas-
sification, the framework contributes to improving quality control and management in
the date fruit industry.

The remaining portion is organized as follows. Section 2 describes the proposed
optimized date fruit multi-class classification framework. Section 3 discusses the exper-
imental results and evaluation of our suggested framework. Finally, Sect. 4 finishes the
work with concluding observations.
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2 Proposed ML Based Optimized Ensemble Date Fruit Classifier
(ML-OEDFS)

The primary focus of this research paper is the introduction of a novel Machine Learning
based Optimized Ensemble Date Fruit Classifier (ML-OEDFC) for accurately classifying
date fruits into different categories.

ML - based Optimized Ensemble Date Fruit Classifier (ML - OEDFC )

DATA COLLECTION

EXPLORATORY DATA ANALYSIS > DATA PRE-PROCESSING >
% Dataset Description Missing Values
v m) | Attribute information m | Discretization Nornaiisation
v Statistical Analysis Outliers Detection
v Visualization Techniques

Removal of unwanted data
Dataset

< FEATURE SELECTION MODELS > ReliefF
elie

Chi-Square ANOVA Kruskal Wallis

4

- e K Fold
80% - Training Data Creat el 20% - Testing Data

Ensemble-ML Technique > MODEL VALIDATION > FINAL MODEL >
* Boosted Trees Confusion Matrix Test Accuracy
* Bagged Trees =) | validation Accuracy =) Test Loss
* RUSBoosted Trees Validation Loss Training Time
* Optimized Ensemble Training Time Prediction Speed
All Features < EXPERIMENATAL RESULTS > Ranked Features
Precision Recall F1- Measure Accuracy AUC /| ROC Curves

Fig. 1. Architecture of Proposed ML-RVR Model

The proposed system presented in Fig. 1, integrates feature selection techniques to
enhance the classification performance by reducing data dimensionality and emphasiz-
ing the most informative features. The overarching goal of this work is to develop an
automated system that effectively categorizes date fruits, leading to improved quality
control, marketability within the date fruit industry.

2.1 ML-OEDFC: Data Collection and Exploration of Dataset

The proposed ML-RDFC leverages the Muratkoklu Date Fruit dataset repository [1]
for research purposes to gain insights into the characteristics and relationships between
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different dry fruits. The dataset consists of 34 attributes that can be classified into seven
distinct classes. In the research investigations, data collection is conducted to analyze
the attributes associated with dry fruit category identification systems.

The model created visual representations, including Pie chart and correlation matrix
to explore the data further. It is observed a normal distribution and most date fruits had
a similar size range as presented in Fig. 2.

DEGLET

BERHI

DOKOL SOGAY

SAFAVI

RAQI ROTANA

Fig. 2. Distribution of Data across all varieties of Date Fruits

Figure 3 displays the correlation matrix of the morphological attributes employed
in this study. The matrix effectively visualizes the interconnectedness and interdepen-
dencies among the different morphological attributes utilized for identifying Date fruit

AREA- 100 09 088 095
PERIMETER -  0.96 100 096 086
MAJOR AXIS - 0.88 096 100 on
MINOR_AXIS -
ECCENTRICITY
EQDIASQ -
souDITY
CONVEX_AREA -
EXTENT
ASPECT_RATIO
-025
ROUNDNESS
COMPACTNESS
-0.50
SHAPEFACTOR 1
SHAPEFACTOR 2
-0.75

SHAPEFACTOR 3

SHAPEFACTOR 4

v(nmn'(n
wayor_axis 8
wnon_axs S
ECCENTRICITY
convex_area 3
COMPACTNESS
SHAPEFACTOR_1 -
SHAPEFACTOR.2 |
SHAPEFACTOR.4 -

Fig. 3. Correlation Matrix of Morphological Attributes
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varieties. Upon careful analysis of this matrix, it becomes evident that there exists a
substantial and consistent association between the various qualities.

2.2 ML-OEDFC: Data Pre-processing

The collected dataset has already undergone stages of date fruits images collection,
rotation, flipping and scaling to enhance the quality of dataset. In addition, the researchers
performed resizing, normalization, noisy reduction, and edge detection to extract relevant
features. For the proposed study, the processed dataset is taken as input and split the
dataset into training, validation, and testing sets to evaluate the classifier’s performance.

2.3 ML-OEDFC: Feature Selection Techniques

Feature selection plays a crucial role in optimizing the performance of a Date fruit
classifier. In this study, various feature selection techniques were explored to identify
the most relevant and informative attributes for accurate classification.

One commonly used technique is the Filter approach, which relies on statistical
measures to assess the relevance of each feature independently of the classifier. These
techniques evaluate the relationship between the attributes and the target class, allowing
the selection of features that contribute the most to classification accuracy. Another
approach is the Wrapper method, which utilizes the classifier’s performance as the
criterion for feature selection. This method involves creating subsets of features and
evaluating their impact on the classifier’s accuracy. Embedded methods integrate fea-
ture selection within the learning algorithm itself. They select features during the model
training process based on their importance in improving the model’s performance. Addi-
tionally, hybrid approaches that combine multiple feature selection techniques have
been proposed. These approaches leverage the strengths of different methods to over-
come their individual limitations, resulting in improved feature subsets and classification
performance.

By applying these feature selection techniques to a Date fruit classifier, the proposed
study aim to identify the most discriminative attributes that contribute significantly for
accurate classification. An algorithm for performing feature selection using ML-OEDFC
framework and ranking the features based on different feature selection methods. The
algorithm also identifies the best feature selection method for a given classifier.

Algorithm: ML-OEDFC Feature Selection and Classifier Evaluation.

Input: Selected Date Fruits Dataset.

Classifiers - Boosted Trees(BT), Bagged Trees(BGT), RUSBoosted Trees (RUSBT),
Optimized Ensemble (OE)

Output: Ranked Features by Feature Selection Methods and Best suitable Feature
Selection Method for each classifier.

Step 1. Load the Selected Date Fruits Dataset into memory.

Step 2. Preprocess the dataset (e.g., handle missing values, discretization, normaliza-
tion, encode categorical variables, outliers detection etc.).

Step 3. Split the dataset into input features (X) and target class(C).
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Step 4. Initialize an empty dictionary to store the feature scores for each feature
selection method.
Step 5. For each feature selection method in the list of feature selection methods
(MRMR, Chi2, ReliefF, ANOVA, Kruskal Wallis), do the following steps:
a. Apply the specific feature selection method to the input Date Fruits features
X and target class C.
b. Retrieve the feature scores or rankings obtained from the fea-ture selection
method.
c. Store the feature scores or rankings in the dictionary with the feature
selection method as the key.
Step 6. Rank the features based on their scores obtained from each feature selection
method.
Step 7. For each feature, calculate the average rank across all feature selec-tion
methods.
Step 8. Sort the features based on their average rank in ascending order.
Step 9. Initialize an empty list to store the best feature selection methods for each
classifier.
Step 10. For each classifier in the list of classifiers (BT, BGT, RUSBT, OE), do the
following steps:
a. Train the classifier using the Date Fruits input features selected based on the
top-ranked features.
b. Evaluate the classifier’s performance using appropriate evalua-tion met-
rics (e.g., validation accuracy test accuracy, precision, recall, Fl-score,
AUC/ROC curve etc.).
c. Store the classifier’s performance metrics.
Step 11. Identify the best suitable feature selection method for each classifier based on
their performance metrics.
Step 12. Return the ranked features and the best suitable feature selection method for
each classifier as the output.

The algorithm begins by importing the dataset and, if necessary, preprocessing it. The
system then applies each feature selection method to the dataset and stores the feature
scores or rankings that result. The features are then ranked according to their average
position across all selection methodologies. For each classifier, the algorithm trains the
model with the most highly ranked features and evaluates its performance using the
most pertinent metrics. Based on each classifier’s respective performance metrics, the
algorithm then determines the optimal feature selection method for each classifier.

2.4 ML-OEDFC: Training Ensemble Machine Learning Models

In ML-OEDEFC, the training process involves utilizing variants of ensemble machine
learning models. Ensemble models are renowned for their ability to enhance predictive
performance by combining the predictions of multiple base models. ML-OEDFC takes
advantage of ensemble techniques to create a robust and accurate ensemble.
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ML-OEDFC employs multiple ensemble machine learning model variants to
improve its performance. Bagging independently trains multiple models on distinct sub-
sets of the training data, and then combines their predictions to produce the final ensem-
ble out-put. Boosting trains models sequentially, with an emphasis on correcting prior
errors. Combining random under-sampling with boosting, RUSBoosted Tree addresses
class imbalance. It enhances classification performance and balances the dataset. Using
techniques such as genetic algorithms, Optimized Ensemble optimizes the combina-
tion of base classifiers to improve overall accuracy and generalization. These variants
enhance the capabilities of ML-OEDFC by minimizing overfitting, compensating for
class imbalance, and optimizing ensemble performance.

The inclusion of all variants of ensemble learning models in ML-OEDFC expands the
ensemble model repertoire, enabling the classifier to tackle specific challenges related
to class imbalance and ensemble optimization. These variants provide additional flexi-
bility and adaptability, allowing ML-OEDFC to deliver superior performance in diverse
datasets and classification scenarios.

2.5 ML-OEDFC: K-Fold Cross Validation of Proposed Model

After training the ML-OEDFC model for classifying the date fruits with the chosen
ensemble variants and feature selection techniques, it is necessary to assess its per-
formance and generalization capabilities. One common strategy used for this purpose
is k-fold cross-validation, where the dataset is divided into k subsets. In the case of
ML-OEDFC, k is set to 5 and the percentage of training data is 80.

The k-fold cross-validation procedure begins with the dataset being divided into k
folds of equal size. The model is then trained and evaluated k times, with a different
fold serving as the validation set and the remaining folds serving as the training set each
time. This enables a comprehensive evaluation of the performance of the model across
various subsets of the data.

For each iteration of k-fold cross-validation, the ML-OEDFC model is trained on the
training set and the corresponding validation set is used to calculate the performance met-
rics. Depending on the classification assignment, the metrics typically include accuracy,
precision, recall, F1-score, or any other pertinent evaluation measures. At the conclusion
of k-fold cross-validation, the performance metrics from each iteration are averaged to
produce a more accurate estimation of the model’s performance. This mitigates any bias
imposed by a single validation set. It provides insight into the model’s ability to general-
ize to new data and aids in choosing the opti-mal ensemble variant and feature selection
method combination.

2.6 ML-OEDFC: Testing with Final Model

After completing the ML-OEDEFC validation procedure using k-fold cross-validation,
the model is evaluated using an independent test dataset. This dataset is distinct from the
training and validation sets and is used to evaluate the efficacy of the model. The remain-
ing 20% of the dataset is utilized to assess the ML-OEDFC model, and its predictions are
compared against the actual or reference labels. Various evaluation metrics, including
accuracy, precision, recall, and F1-score, are calculated to quantify the performance of



An Optimized Ensemble Machine Learning Framework 19

the model on the test set. These metrics provide an objective evaluation of the model’s
classification accuracy for date fruits.

The ML-OEDFC model has effectively learned the underlying patterns and char-
acteristics of the data if it achieves satisfactory results on the test dataset. The model
benefits from the combined predictive potential of multiple base models and the ability
to zero in on the most informative features by utilizing ensemble learners and feature
selection techniques. This ultimately leads to a final model that can classify date fruits
with high accuracy.

3 Experimental Results and Analysis

In order to evaluate the performance of the proposed ML-OEDFC in accurately classify-
ing date fruits, a comprehensive series of experiments was conducted, and the significant
results are presented in this section. The dataset utilized in this study consists of 34 dis-
tinct features derived from three primary categories: morphological, shape, and color
characteristics. These characteristics were meticulously chosen to capture useful details
about date fruits and to provide an exhaustive representation of their characteristics.

Four variants of ensemble machine learning models were devised in order to facili-
tate the classification process. These variants were created with the intent of enhancing
the functionality of the ML-OEDEFC algorithm. The objective of creating multiple vari-
ants was to compare their efficacy and identify the most effective model for accurately
classifying date fruits.

K-fold cross-validation was utilized to ensure robustness and evaluate the gener-
alization capabilities of the ML-OEDFC models. This method divides the dataset into
K subsets or folds, where K is the number of subsets. This division is responsible for
training and validating ML models using various combinations of training and testing
data. By performing cross-validation, we hope to evaluate the consistency and reliability
of the proposed ML-OEDFC models across diverse data subsets.

To assess the classification performance of the proposed ML-OEDFC variants on
date fruits, a confusion matrix was developed as a fundamental tool for evaluating the
classification models’ accuracy. The confusion matrix shown in Table 1 provides an
exhaustive examination of the predictions made by the models, allowing for a thorough
analysis of the classification outcomes. Overall, the data show that different algorithms
perform differently for each rice varieties, and the method used has a considerable impact
on classification accuracy. The “BT” method produces good results for most date fruit
varieties, and the “OE” algorithm performs very well across numerous date fruit types.
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Table 1. Confusion Matrix for Classifying Date Fruit Types using ML-OEDFC Classifiers.

Date Algorithm | BERHI | DEGLET | DOKOL | IRAQI | ROTANA | SAFARI | SOGAY
Fruit
BERHI BT 41
BGT 41
RUSBT 37
OE 38
DEGLET | BT
BGT
RUSBT
OE
DOKOL |BT
BGT
RUSBT
OE
IRAQI | BT
BGT
RUSBT
OE
ROTANA | BT
BGT
RUSBT
OE
SAFARI |BT
BGT
RUSBT
OE
SOGAY |BT
BGT
RUSBT
OE
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A number of tests were carried out in order to assess the efficacy of different ensem-
ble machine learning approaches in categorizing date fruits. The findings, which are
summarized in Table 2, reveal that the “OE” approach outperforms alternative ensemble
ML techniques. It exhibits greater validation and test accuracy shown in Fig. 4, indicating
that it is useful in properly classifying date fruits.
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Fig. 4. Validation and Test Accuracy of various ensemble ML Techniques

Table 2. Performance of Ensemble ML Techniques

21

Ensemble ML technique | Training time (Sec) | Validation accuracy | Test accuracy (Sec)
(Sec)

BT 6.72's 87.2 84.4

BGT 3.64s 88.3 84.9

RUSBT 2.76s 87.1 83.8

OE 11.82s 89.6 87.2

The ML-OEDEFEC algorithm performed an experiment using test data and generated
ROC curve shown in Fig. 5. By plotting the true positive rate against the false positive
rate, the ML-OEDFC algorithm provides a visual representation of its classification
performance in distinguishing between different classes in the test data.

To leverage the advantages of feature selection methods for outperformed OE clas-
sification model, the proposed approach incorporates MRMR, Chi2, ReliefF, ANOVA,
and Kruskal methods. Through experimentation, the rank of each feature is determined
using these algorithms, and the results are tabulated in Table 3. This analysis enables the

assessment of the significance and relevance of each feature, facilitating the optimization
of classification performance.
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Fig. 5. ROC Curve on Test Data

With the employed feature selection methods, no. of experiments is conducted to
find the impact on performance of classifiers mainly in terms of accuracy. The results
are tabled in Table 4 and graph representation given in Fig. 6.

According to the observed results in the table, the MRMR feature selection method
consistently performs well regardless of the size of the feature subset. It obtains a high
degree of accuracy, ranging from 84.4% to 87.2%, demonstrating its effectiveness in
selecting pertinent features. The Chi2 method, on the other hand, demonstrates variable
efficacy, with 87.2% accuracy for 30 features and 77.7% accuracy for 10 features. With
accuracies ranging from 82.1% to 86.6%, the ReliefF method exhibits a relatively stable
performance. ANOVA also yields promising outcomes, with 89.0% accuracy for 30
features. The efficacy of the Kruskal method is comparable, ranging from 78.2 to 86.6%.
Across a variety of feature subset sizes, the MRMR and ANOVA methods stand out as
effective feature selection strategies.
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Table 3. Ranking of Attributes by Feature Selection Algorithms

S. no Feature MRMR Chi2 ReliefF ANOVA Kruskal
1 AREA R28 R04 R02 RO4 R04
2 PERIMETER R17 RO6 RO5 RO6 RO7
3 MAJOR_AXIS R11 R10 RO8 RO7 RO8
4 MINOR_AXIS R25 RO1 RO3 RO2 RO1
5 ECCENTRICITY R33 R19 R24 R23 R22
6 EQDIASQ R20 RO5 RO4 RO1 RO3
7 SOLIDITY R15 R27 R33 R33 R30
8 CONVEX_AREA RO7 RO3 RO1 RO3 RO5
9 EXTENT RO8 R34 R32 R32 R34
10 ASPECT_RATIO R23 R18 R21 R25 R21
11 ROUNDNESS RO5 R17 R26 R26 R26
12 COMPACTNESS RI12 R21 R20 R22 R24
13 SHAPEFACTOR _1 RO1 RO2 R0O9 RO5 RO2
14 SHAPEFACTOR_2 R34 RI1 R16 RI12 R09
15 SHAPEFACTOR_3 R30 R20 R19 R21 R23
16 SHAPEFACTOR_4 RO3 R33 R34 R34 R33
17 MeanRR R29 RO8 RO6 RO9 R15
18 MeanRG R32 R13 R10 R14 R18
19 MeanRB R31 R23 R15 R16 R13
20 StdDevRR R26 R30 R27 R29 R29
21 StdDevRG RO2 R32 R30 R31 R32
22 StdDevRB R21 R31 R31 R30 R31
23 SkewRR R19 R25 R23 R20 R20
24 SkewRG R27 R15 R17 R10 R11
25 SkewRB RO6 R26 R25 R24 R25
26 KurtosisRR R24 R29 R28 R28 R28
27 KurtosisRG R10 R22 RI18 R17 R19
28 KurtosisRB R16 R28 R29 R27 R27
29 EntropyRR R18 RO7 R12 R11 RO6
30 EntropyRG RO9 R12 R13 R18 R10
31 EntropyRB R14 R16 R22 R19 R16
32 ALLdaub4RR R13 R0O9 RO7 RO8 R14

(continued)
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Table 3. (continued)

S. no Feature MRMR Chi2 ReliefF ANOVA Kruskal
33 ALLdaub4RG R22 R14 R11 R13 R17
34 ALLdaub4RB RO4 R24 R14 R15 R12

Table 4. Results of Classifiers on all Attributes

Feature | All features | 30 Features | 25 Features | 20 Features | 15 Features | 10 Features
selection

method

MRMR | 86.6 86.0 87.2 86.6 84.4 87.2

Chi2 86.0 87.2 84.4 86.0 84.4 71.7
ReliefF | 86.0 86.6 85.5 82.7 83.8 82.1
ANOVA |88.3 89.0 86.0 82.1 81.6 81.0
Kruskal |86.0 85.5 86.6 83.8 83.8 78.2
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Fig. 6. Accuracy of Classifiers

The results indicate that a combination of the OE with MRMR and OE with ANOVA
methods, can accurately classify date fruits. The MRMR method consistently achieves
high performance across a variety of subset sizes, demonstrating its capacity to select
pertinent features. In the meantime, ANOVA yields optimistic results, with an accuracy
of 89.0% for 30 features. Moreover, the incorporation of feature selection methods can
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improve classification accuracy and also potentially reduce processing time by focus-
ing on the most informative features, thereby enhancing the efficacy of the date fruit
classification process.

4 Conclusion

In this study, a machine learning-based framework was proposed with the aim of auto-
matically classifying date fruits with high accuracy. Specifically, variants of ensemble
machine learning techniques were used, integrating feature selection techniques. The
results indicated that the optimized ensemble variant performed better when incorpo-
rating the MRMR and ANOVA feature selection methods. These findings highlight the
effectiveness of integrating these feature selection techniques into the ensemble frame-
work. The proposed framework offers a promising solution for accurate and efficient
classification of date fruits, with potential applications in the food industry and beyond.
This resulted in the development of a software application that allowed users to catego-
rize and obtain information about date fruits. The ML based framework could improve
the success rates of classifying a variety of objects, such as date fruits, vegetables, fruits,
and grains. This research endeavor not only contributes to the advancement of date fruit
classification but also holds potential for broader applications in other domains requiring
multi-class classification systems.
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Abstract. This research paper analysis Spotify data using Python to investigate
the characteristics contributing to song popularity. The objectives are to assess the
popularity index, identify key attributes of popular songs, and develop a model for
predicting song popularity based on current characteristics. The analysis involves
data cleaning, exploratory data analysis, and visualization using Python libraries.
With over 381 million monthly active users, Spotify provides a rich dataset for
understanding music listening habits. Previous studies have explored Spotify’s
technologies and popularity, enhancing understanding of its protocols and user
behavior. This research paper aims to uncover patterns and relationships within
the data by applying statistical and machine-learning techniques. The findings will
inform actionable recommendations and contribute to a better understanding of
music consumption patterns and preferences.

Keywords: Analysis - exploratory data analysis - machine-learning techniques -
spotify

1 Introduction

Data analysis has become essential for gaining valuable insights and understanding user
behavior in various industries. In the realm of music streaming, Spotify stands out as one
of the leading platforms with a vast amount of user data [1]. By leveraging data analysis
techniques, we can delve into Spotify’s rich dataset to uncover patterns, identify popular
song attributes, and gain a deeper understanding of listener preferences [2— 5]. Python,
a versatile programming language, provides a powerful ecosystem of libraries and tools
for data analysis. With its robust capabilities, Python has become a popular choice for
conducting data analysis on platforms like Spotify [6-8]. By utilizing Python’s data
manipulation, visualization, and machine learning libraries, we can efficiently clean,
explore, and analyze Spotify data to extract meaningful insights [9].

The objective of data analysis on Spotify using Python is to explore the relationships
between various song characteristics and their popularity, predict song popularity based
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on specific attributes, and provide actionable recommendations for music professionals
and enthusiasts [10-13]. By applying statistical techniques, machine learning algorithms,
and data visualization, we can uncover trends, patterns, and correlations that contribute
to a better understanding of music consumption habits [14]. Overall, data analysis on
Spotify using Python opens up a world of possibilities to uncover hidden trends and
patterns within the vast music library. It empowers us to make informed decisions,
optimize user experiences, and enhance the overall music streaming ecosystem [15].
Data analysis on Spotify using Python has gained significant attention in the field of
music analysis, enabling researchers and analysts to explore the vast amount of data
generated by the platform [16].

In recent times, music streaming platforms like Wynk Music, Apple Music, and
Spotify have witnessed an overwhelming influx of users and artists. These platforms
serve as a hub for artists to upload their audio tracks [17], while also allowing users to
discover and listen to their favorite songs [18]. In light of this scenario, the development
of a predictive system capable of gauging the popularity of artists becomes crucial
[19-22]. The application of Multiple-Input Multiple-Output (MIMO) technology in the
context of music streaming services, particularly for Spotify, has been an area of interest
in recent research. MIMO, a well-established technique in wireless communications,
involves using multiple antennas at both the transmitter and receiver to improve data
throughput and link reliability [23-26].

Music Streaming Service

'.‘ Artist

“ QO —— ekt ] )
QO ——

)

Popularity: 85/100
PopularUnpopular

Fig. 1. Ilustrating the Efficacy of Popularity Estimation: Demonstrating the Value in Assessing
Artist Popularity
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In the context of Spotify’s music streaming platform, researchers and experts have
explored how MIMO can enhance the user experience, optimize network performance,
and address the challenges related to audio streaming [27, 28]. One of the primary
focuses of MIMO for Spotify is to improve audio quality during music playback. By
leveraging multiple antennas, MIMO can mitigate channel fading and reduce the impact
of signal degradation, resulting in more stable and consistent audio streaming [29]. This
enhancement is crucial for providing listeners with a seamless and immersive music
experience without disruptions or audio artifacts [30]. Such a system can greatly benefit
artists in planning strategies to enhance their visibility and reach. By leveraging the
predictive capabilities of this system (as depicted in Fig. 1), artists can gain insights
into the potential impact of uploading their audio tracks or tweaking elements like the
content of their biographies [31]. They can simulate the potential popularity achieved
through the predicted system, enabling them to make informed decisions regarding
their promotional efforts. This growing demand for artist popularity prediction in music
streaming services emphasizes the need for effective predictive models to cater to these
requirements [32-36].

1.1 Online Music Services

According to Hall (2018), one of the most popular on-demand music services with a large
user base is Spotify, which allows listeners to stream full-length content over the Internet
without the need for purchasing or downloading. As of July 2017, Spotify had 60 million
subscribers, and by January 2018, the number increased to 70 million (Hall 2018) [5].
The extensive repertoire of Spotify includes over 30 million songs, contributing to its
widespread adoption and popularity (Hall, 2018). Previous studies conducted by Kreitz
(2010), Loiacono (2014), and Verkoelen have examined various aspects of Spotify’s
technologies and its user base.

In a separate study, researchers focused on investigating the protocols and peer-to-
peer architecture of Spotify to gain insights into its functioning and user interactions.
They also explored the impact of the peer-to-peer network on user access patterns,
properly referencing the specific report or publication where this study is mentioned
will ensure accurate attribution.

1.2 Melody in the Machine: Harnessing Machine Learning to Forecast
Chart-Topping Hits

The availability of a vast amount of digital music online and advancements in technology
have significantly influenced music consumption habits. Kaminskas and Ricci (2012)
suggest that users now search for specific music collections and rely on automatic playlist
recommendations. In the field of Music Information Retrieval, researchers have been
studying these concepts (Kaminskas & Ricci 2012).
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This research aims to investigate the potential of utilizing 13 audio factors to predict
the success of songs. The study employs four distinct machine learning techniques,
namely logistic regression, K-nearest neighbors, Gaussian Naive Bayes, and Support
Vector Machine. The objective is to analyze how these techniques can effectively predict
the success or popularity of a given song based on its audio characteristics. The researcher
compared the results obtained from these models using the available data (Table 1).

Table 1. Model comparisons result.

S. no Model Accuracy
1 K-nearest Neighbours 52.00%
2 Logistic Regression 58.27%
3 Support Vector Machine 51.98%
4 Gaussian Naive Bayes 60.50%

In this research paper, we aim to collect and clean Spotify data, perform exploratory
data analysis, develop models to predict song popularity and create visualizations to
effectively communicate our findings. Through this analysis, we can gain valuable
insights into listener preferences, identify key factors driving song popularity, and
make data-driven decisions for music curation, recommendation systems, and marketing
strategies.

2 System Model

To build a system model for data analysis on Spotify using Python, you can follow these
general steps:

2.1 Data Collection

The datasets used in this research are obtained from Kaggle. Kaggle is a popular online
platform that hosts a wide range of datasets contributed by the data science community.
It serves as a repository for diverse datasets across various domains, including music,
finance, healthcare, and more. Researchers often rely on Kaggle to access high-quality
datasets that are readily available for analysis and experimentation. In this particular
study, the researchers downloaded the necessary datasets from Kaggle to conduct their
analysis on predicting song success using machine learning techniques.

The Fig. 2 represents a visual depiction of the valuable insights obtained from ana-
lyzing the datasets provided by Spotify. These datasets contain a wealth of information
related to the music available on the Spotify platform, including details about tracks,
artists, genres, popularity, audio features, and more. The figure showcases the process
of extracting meaningful insights from the Spotify datasets through data analysis and
exploration techniques. It signifies the exploration of patterns, trends, and relationships
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within the music data, leading to a deeper understanding of the soundscape offered by
Spotify. By studying the Spotify datasets, researchers, analysts, and music enthusiasts
can gain valuable insights into various aspects of music consumption, artist popularity,
genre preferences, and user behavior. These insights can be used for diverse purposes,
such as improving recommendation algorithms, understanding audience preferences,
identifying emerging trends, and supporting decision-making in the music industry.

Spotify Datasets

- oo e Ncne e

artists.csv

1104349 — " 107860

Fig. 2. Sounds of Spotify: Insights from the Spotify Datasets

Spotify Tracks DB

- 27a e~ NoTenooa

SpotifyFeatures.csv

Fig. 3. Harmonizing the Spotify Soundscape: Unveiling Insights from the Spotify Tracks
Database
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The Fig. 3 represents a database specifically dedicated to storing and organizing
information about tracks from the music streaming platform, Spotify. This database
contains a comprehensive collection of data related to various songs available on Spotify,
including details such as track titles, artist names, album information, release dates,
genres, audio features, and other relevant attributes. The Spotify Tracks DB serves as
a valuable resource for researchers, analysts, and music enthusiasts who are interested
in exploring and studying the vast musical landscape found on Spotify. It provides
a structured and organized repository of track-related information, enabling users to
query and analyze the data for various purposes. Researchers can leverage this database
to investigate trends, patterns, and relationships within the music catalog, while analysts
can derive insights to support decision-making in areas such as playlist curation, artist
promotion, and user recommendation systems. Overall, the “Spotify Tracks DB” figure
symbolizes the wealth of data available within the database, serving as a foundation for
in-depth exploration and analysis of Spotify’s vast music collection.

2.2 Data Pre-Processing

(A) To identify null values in the dataset

We have used the ‘isnull()’ function provided by the Pandas library. This function allows
you to check for the existence of missing values within the dataset. In Fig. 4, the data
frame is passed as an argument to the ‘isnull()’ function, which identifies the null values.
By using the ‘sum ()’ function, we can calculate the total number of columns in the dataset
that contain null values.
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Fig. 4. Null value in data frame

By examining all the columns in the dataset, it was observed that the “song name”
column contains a total of 71 null values.

(B) to determine the total number of rows and columns in the dataset, as well as
inspect the data types and memory usage, the “Info ()’ method can be employed
This method provides a concise summary of the dataset, displaying the column names,
number of non-null values, data types, and approximate memory usage. By using the
“info()” method, you can obtain this information efficiently (Fig. 5).
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<class "pandas.core.frame.DataFrame'>
RangeIndex: 586672 entries, © to 586671
Data columns (total 20 columns):

# Column Non—Null Count Dtype
o id 586672 non—null object
1 name 586601 non—null object
2 popularity 586672 non—null inte4
3 duration_ms 586672 non—null int6e4
aq explicit 586672 non—null int6e4
5 artists 586672 non—nmull object
6 id_artists 586672 non—null object
7 release_date 586672 non—null object
8 danceability 586672 non—null float6e4g
=] energy 586672 non—null float64
10 key 586672 non—null int6e4
11 loudness 586672 non—null float6e4a
12 mode 586672 non—null inte4
13 speechiness 586672 non—null floate4d
14 acousticness 586672 non—null float64
is5 instrumentalness 586672 non—null float64
16 liveness 586672 non—null floate4d
17 valence 586672 non—null float64
i8 tempo 586672 non—null float64
19 time_signature 586672 non—null inte4

dtypes: float64(9), int64(6), object(5)
memory usage: 89.5+ MB

Fig. 5. Total number of rows and columns in dataset, as well as inspect the data types and memory
usage.

(C) To retrieve a list of the ten least popular songs from the Spotify dataset

We have employed the “sort_values ()" function to arrange the data in ascending order
based on the popularity column. This will allow you to identify the songs with the lowest
popularity scores (Fig. 6).
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Fig. 6. Total number of rows and columns in dataset, as well as inspect the data types and memory
usage.
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2.3 Data Exploration

35

To obtain descriptive statistics for numerical variables within the dataset, you can use the
“describe ()” function. Additionally, applying the “transpose ()” function will provide a
more convenient format for the summary statistics. By using these functions, you can
gain insights into the central tendency, dispersion, and distribution of the numerical

variables in the dataset (Figs. 7 and 8).

count mean st min SO% TS% max

popularity 58668720 27570053 18370842 o0 27.000000 41.00000 100.000
duration ms 5866720 230051167286 126526087418 33440 214893.000000 263867 00000 S621218.000
explicit 5866720 0 044086 0.205286 oo ‘0 000000 © 00000 1.000
danceability 5866720 0.563594 0.166103 o0 0.577000 0 68600 0.991
energy 5808720 0 542006 0281923 o0 0.549000 0.74800 1.000

key 5868720 5221603 3519423 oo 5.000000 8 00000 11.000

loudness 5866720 -10.206067 5.089328 -60.0 -9.243000 -6 48200 5376
mode 5866720 0.658797 0474114 0.0 1.000000 1.00000 1.000
speechiness 5868720 0.104864 0.179893 oo 0.044300 007630 o9
acousticness S868720 0449863 0348837 oo 0.422000 0.78500 0.996
instrumentainess 586872.0 0.113451 0206868 0.0 0.000024 0.009585 1.000
Wveness 5866720 0213935 0184326 oo 0.139000 027800 1.000
wvalence 5866720 0552292 0257671 oo 0 564000 0 76900 1.000
tempo 5866720 118.464857 29.764108 oo 117384000 13632100 246.381

time signature 5868720 38732 o462 oo 4.000000 4 00000 5.000

Fig. 7. Descriptive Statistics on the dataset.

(A) To find the top ten popular songs with a popularity score greater than 90.
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Fig. 8. Shows the top ten popular songs with a popularity score greater than 90
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(B) To set the release date column as the index column in the dataset.
We have used the “set_index()” function. By applying this function, you can designate
the release date column as the new index for the dataset in Fig. 9.

K name popularity duration ms emplicR  artists K artists danceabilty energy key
release_date
BRQR ISWPGIIBNENI0 Carve 6 1283 0 (U] [<SR0RXoDROA3EVS] 065 0450 O
Caphuic 216 - —
152208001 (QPMsPOOGSTITY  Baguero 0 w0 0 H4PCOMNwqASe0x Y] 2585 02630 O
Pessor]
Aoqust
Viopera r
B2 (TASySncedUADN:  Queens - 0 wBwo 0 :b"“" [SUOOJVSAMIBS U2’ 04 Q170 1
Rermastizado L
. B Prsecero - 178007 [igracio . "
1520021 OB U TREpHGDRAS =% 0 %07 O ooy [SLONSVSAUES2UnTIC 2 00o% 7
Lady of e . [Dek - -
1922 08AGIQCNIOGSKdworSe b 0 6080 0 U0 [3BUGZs SsIATQSATS:] 02 0150 3

Fig. 9. Shows the release date as the new index.

(C) To obtain the name of the artist present in the 18th row of the dataset.

We can utilize the “iloc[]” method. This method allows you to filter and retrieve specific
information from the dataset based on its index location. By specifying the index location
as 18, you can extract the artist’s name from the corresponding row.

Out[9]: artists  ['Victor Boucher']
Name: 1922-01-01 00:00:00, dtype: object

Fig. 10. Shows the Victor Boucher information.

By using the “iloc[]” method and referencing the 18th row in the dataset, we identified
that the artist’s name associated with that particular row is Victor Boucher shown in
Fig. 10.

(D) To convert the duration of songs from milliseconds to seconds.

We can perform the necessary calculation and update the duration column in the dataset.
Afterward, you can print the column headers to confirm that the duration has been
successfully converted to seconds shown in Fig. 11.
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Out[11]: release_date
1922-02-22 127
1922-01-06 98
1922-03-21 182
1922-03-21 177
1922-01-901 163
Name: duration, dtype: inté4

Fig. 11. Shows that songs are present in seconds

(E) Correlation Map.

Let’s create a correlation map as our first visualization. To begin, we will remove three
unnecessary columns, namely “mode,” “explicit,” and an unnamed column. We will cal-
culate the Pearson correlation coefficient for the remaining variables. For the correlation
map, we will set the figure size to (14,6) and utilize the “heatmap()” function from the
seaborn (sns) library. Additionally, we will enable annotations by setting “annotation =
True”. To format the data values in each cell, we will use “fmt = “.1g"”. Lastly, we can
choose a color map (cmap) from the seaborn documentation to customize the appearance
of the correlation map.

Correlation HeatMap Between Variable
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Fig. 12. Shows correlation map.

Upon executing the provided code, the correlation map was generated shown in
Fig. 12. The color-coded scale on the right side represents the range from —1 to +1.
Negative values near —1 indicate variables with minimal or negative correlation, while
positive values greater than 0.0 indicate variables with a positive correlation.
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2.4 Model Building

Model building refers to the process of constructing and developing a representation of a
system or phenomenon using various techniques and methodologies. It involves creating
a simplified version or a conceptual framework that captures the essential characteristics
and relationships of the subject under study.

In the context of machine learning and data analysis, model building specifically
refers to the construction of mathematical or statistical models that can make predictions,
classify data, or uncover patterns and insights from available data. These models are
trained on existing data, and their purpose is to generalize and make accurate predictions
on new, unseen data.

The process of model building typically involves several steps. First, the problem
at hand is defined, and the data relevant to the problem is collected and prepared for
analysis. Then, an appropriate modeling technique is selected, considering the nature of
the problem and the available data.

Next, the model structure and parameters are defined, and the training data is used
to estimate these parameters. This involves using optimization algorithms to find the
best fit between the model and the training data, minimizing the error or maximizing the
likelihood of the observed data.

Once the model is trained, it is evaluated using validation data to assess its per-
formance and generalization capabilities. This step helps in detecting and addressing
potential issues such as overfitting or underfitting, which can occur when the model
either memorizes the training data too closely or fails to capture its underlying patterns.

After evaluation, if the model performs well, it can be deployed to make predictions
or generate insights on new, unseen data. If the model’s performance is not satisfac-
tory, further iterations and refinements may be required, such as adjusting the model’s
structure, exploring different algorithms, or collecting additional data.

(A) To create a Regression Plot Between Loudness and Energy.

We have utilize the “regplot()” function from the seaborn library. This function enables
us to generate a scatter plot with a regression line representing the relationship between
the two variables.

The regression plot has been generated shown in Fig. 13, illustrating a significant
positive correlation between “Loudness” and “Energy.” It is evident from the plot that
all the data points or songs are oriented in the same direction. When the energy of a song
increases, its loudness also tends to increase. Conversely, if the loudness decreases, the
energy of the track also decreases.
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Loudness vs Energy

0.0 0.2 0.4 0.6 0.8 10
energy

Fig. 13. Shows the regression plot between loudness and energy.

(B) To create the relationship between ‘“Popularity’’ and “Acousticness”.
We can generate a regression plot that displays a regression line. This plot will provide
insights into the correlation between the two variables.

popularity vs acousticness

80

60 1

popularity
]

204

0.0 0.2 0.4 0,6 0.8 1.0
acousticness

Fig. 14. Shows the relationship between Popularity and Acousticness.

In the regression plot, the downward-sloping blue regression line indicates an inverse
relationship between “Acousticness” and “Popularity” shown in Fig. 14. This means that
as the acousticness of a song increases, its popularity tends to decrease. Conversely, if
the popularity of a song increases, the acousticness tends to decrease.
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(C) To visualize the duration of songs for each year.

We can employ the seaborn library and utilize the “lineplot()” function. This line graph
will provide a visual representation of how the song durations have varied over different
years.

(array([1880., 1900., 192@., 19420., 196@., 1980., 2000., 2020., 2€40.]),

<a list of 9 Text xticklabel objects>)

Yeoar vs Duration
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Fig. 15. Shows the duration of songs for each year.

After generating the line plot shown in Fig. 15, we can observe the duration of songs
over time. The X-axis represents the years, while the Y-axis represents the duration of
songs. Notably, songs from the 1920s to the 1960s were generally shorter in duration.
Subsequently, there was a steady increase in song duration until around 2010. However,
from 2010 onwards, there was a decline in song duration once again.

3 Simulation Results

These simulations involve creating mathematical or statistical models that capture the
key dynamics and variables at play within the Spotify ecosystem. These variables can
include user preferences, listening habits, music attributes, social interactions, and more.
By incorporating these factors into the model, researchers and data scientists can simulate
and study different scenarios to gain insights into how the platform operates and how
users interact with it.

(A) To visualize the duration of songs with respect to different genres.

We have utilized the seaborn library and employ the “barplot()” function. This function
allows you to create a horizontal bar plot, where each genre is represented on the y-axis,
and the duration of the songs is depicted on the x-axis.

The horizontal bar plot displays the genres on the Y-axis and the song durations in
milliseconds on the X-axis. Upon analyzing the data shown in Fig. 15, we can observe
that the classical and world genres tend to have longer song durations, while children’s
music exhibits shorter song durations. Find top five genres by Popularity and pot a bar
plot for the same.



Harmonizing Insights: Python-Based Data Analysis 41
Text(Q, 0.5, 'Genres"')

Duration of the Songs in Different Genres

Movie
i mg e
A 'm — o ———————————————— 9
% Y
1o tron)C
Aoume
Folk
3
a
g o
£ Chidren s Music
§ o
hdwo

g
-
4

;ﬁmj

4
2

£

:
:

50000 100000 150000 200000
Duration in milli seconds

Fig. 16. Shows the duration of the songs in different genres.

(B) Units To find top five genres by Popularity and pot a barplot for the same.

[Text(©.5, 1.8, "Top 5 Genres by Popularity’)]
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Fig. 17. Shows the top five genres.

According to the level of popularity, we have determined the most popular music genres
to be Dance, Pop, Rap, Hip-Hop, and Reggaeton, as depicted in Fig. 16. This indicates
that these genres have garnered significant attention and a large fan base among listeners.
The term “popularity” here refers to the measure of how widely these genres are appre-
ciated and enjoyed by the audience. It takes into account factors such as radio airplay,
streaming numbers, sales, concert attendance, and overall cultural impact. Based on
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these indicators, the mentioned genres have emerged as the most prominent and influ-
ential in the current music landscape. Figure 17 visually represents this information,
possibly through a graph or chart, highlighting the relative positions or proportions of
each genre in terms of their popularity. It provides a clear visual representation of the
data, allowing viewers to quickly grasp the dominance and significance of these specific
genres. By identifying these top genres, it becomes easier for industry professionals,
music enthusiasts, and researchers to understand the trends and preferences of music
listeners. This information can be valuable for various purposes, such as marketing and
promotion strategies, radio programming, playlist curation, and even predicting future
music trends.

4 Conclusion

Data analysis on Spotify using Python offers valuable insights into user preferences,
music trends, and song popularity. Python’s libraries enable effective data collection,
pre-processing, analysis, and visualization. Data visualization provides intuitive repre-
sentations, aiding the communication of insights to stakeholders. Integration of Spotify’s
API or public datasets ensures access to reliable and diverse data sources. Data analysis
on Spotify using Python empowers analysts to understand user preferences, identify
popular song attributes, and make informed decisions. It enables personalized recom-
mendations, targeted marketing strategies, and improved user experiences. By leveraging
data analysis on Spotify, organizations can gain a competitive edge in the music industry.
They can tailor their offerings to match user preferences, optimize marketing campaigns,
and enhance the overall user experience.
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Abstract. Time series forecasting has seen many methods attempted over the
past few decades, including traditional technical analysis, algorithmic statistical
models, and more recent machine learning and artificial intelligence approaches.
Recently, neural networks have been incorporated into the forecasting scenario,
such as the LSTM and conventional RNN approaches, which utilize short-term
and long-term dependencies. This study evaluates traditional forecasting meth-
ods, such as ARIMA, SARIMA, and SARIMAX, and newer neural network
approaches, such as DF-RNN, DSSM, and Deep AR, built using RNNs. The
standard NIFTY-50 dataset from Kaggle is used to assess these models using met-
rics such as MSE, RMSE, MAPE, POCID, and Theil’s U. Results show that Deep
AR outperformed all other conventional deep learning and traditional approaches,
with the lowest MAPE of 0.01 and RMSE of 189. Additionally, the performance of
Deep AR and GRU did not degrade when the amount of training data was reduced,
suggesting that these models may not require a large amount of data to achieve
consistent and reliable performance. The study demonstrates that incorporating
deep learning approaches in a forecasting scenario significantly outperforms con-
ventional approaches and can handle complex datasets, with potential applications
in various domains, such as weather predictions and other time series applications
in a real-world scenario.

Keywords: ARIMA - SARIMA - SARIMAX - RNN - CNN - LSTM - GRU -
DeepAR - DSSM - DF-RNN - Deep Renewal - POCID - Thiels’U

Time series forecasting has been implemented traditionally using standard methods such
as ARIMA, SARIMA, and SARIMAX [1]. A significant drawback of these methods has
been their inability to handle multivariate datasets where exogenous variables signifi-
cantly affect the forecasting predictions [2]. Furthermore, their accuracies of predictions
have not been satisfying enough in many complex real-world scenarios [2]. The advent
of Deep Learning has helped bridge this gap. Neural networks and their ability to achieve
universal approximation is a well-established theory, as seen in scenarios such as regres-
sion and classification [3]. In the last two decades, models based on recurrent neural
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networks (RNNs) and LSTMs (Long-short-term memory) have been widely used in
the forecasting scenario with promising results, and their ability to process sequential
data has been exploited to solve complex time series scenarios [4]. However, in the
last decade, newer architectures such as Deep Factor RNN(DF-RNN) [5], DSSM [6],
Deep AR [7], and Deep Renewal [8] have been shown to outperform classical RNN
and LSTM-based deep learning models in various scenarios. Very little experimentation
has been done using these approaches on the Stock Market data. Hence, a comparative
study of these models on a widely established dataset such as the NIFTY 50 index would
help establish the superiority of deep learning models over traditional approaches and
evaluate the effectiveness of recent deep learning models. The research objectives are
as follows.

— To evaluate the superiority of neural networks over traditional approaches in
forecasting augmentation.

— To evaluate the performance of the models, varying levels of train data (50% and
25%), keeping the test data the same to assess the effect of lesser data on model’s
performance.

— To evaluate if the better models are performing consistently on all metrics (MSE,
RMSE, POCID, Thelis’U, MAPE.

1 Literature Review

Various research has been done in the recent past to increase the efficiency of time series
forecasting by incorporating deep learning methodologies. While traditional approaches
have been used to solve time series problems in a univariate scenario, deep learning
approaches have been used to approximate multivariate datasets with significantly higher
efficiency.

1.1 Traditional Approaches

Time series forecasting has been an important research field since humans started to
predict values associated with a time component. According to De Gooijer and Hyndman
[9], the earliest statistical models for time series analysis, namely the Auto Regressive
(AR) and Moving Average (MA) models, were developed in the 1940s.

These models aimed to describe time series autocorrelation and were limited to lin-
ear forecasting problems. As researchers delved deeper into the subject, they factored
in parametric influences. In the early 1970s, Box et al. [10] developed the Box-Jenkins
method, a three-step iterative process for determining time series, which became a pop-
ular approach for time-series modeling. With the advent of computers and increasing
processing power, Autoregressive integrated Moving Average (ARIMA) models were
used empirically for univariate and multivariate time series forecasting [11]. In the 1980s
and 1990s, researchers started incorporating seasonality in time series modeling. Various
methods, including X-11, X-12-ARIMA, etc., used decomposition to obtain seasonality
and apply it in time-series forecasting [12].

In the past few decades, many methods have been implemented to forecast various
domains. These methods include simple traditional technical analysis (also known as
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“charting”) of price charts [13], algorithmic statistical models [14], and more recent
Machine Learning and Artificial Intelligent approaches [15]. Computational time series
forecasting has applications in various fields, from weather and sales forecasting to
finance-related forecasting (budget analysis, stock market price forecasting). It is an
indispensable tool for all fields that rely on time factors. Methods including Autore-
gression, Box Jenkins, and Holt-Winters were used to yield generally acceptable
results.

1.2 Deep Learning Approaches

Recently, novel techniques and models have emerged utilizing deep learning method-
ologies. For instance, the Long- and Short-Term Time-Series Network (LSTNet) incor-
porates Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) to
capture both short-term and long-term dependencies in time-series data [16]. Another
approach proposes using the Gaussian Copula process (GP-Copula) in conjunction with
RNN [17]. The Neural Basis Expansion Analysis for Interpretable Time Series fore-
casting (NBEATS) achieved state-of-the-art performance in the recent M4 time-series
prediction competition [18]. It has been observed that deep learning methods possess
an edge over traditional techniques with regard to overfitting, as evidenced in previous
research by [19].

Many studies have shown that classical deep learning and machine learning models
outperform ARIMA models in time-series forecasting. Various complex models, includ-
ing Multi-Layer Perceptron, CNN, and LSTM, have been implemented and analyzed
for time-series forecasting. These models can handle multiple input features, leading
to higher accuracy than conventional methods. Feature extraction is a critical step in
improving the performance of predictive models, even when simple features are used.
Some studies have used modified deep networks to extract frequency-related features
from time-series data using EMD and Complete Ensemble Empirical Mode Decom-
position with Adaptive Noise (CEEDMAN). The extracted features were then fed to
LSTM to predict one-step-ahead forecasting [20, 21]. Other studies have used image
data features by decomposing raw time-series data into IMFs using IF and providing
CNN to learn features automatically [22]. Data augmentation approaches such as adding
external text-based sentiment data to the model-generated features, were also used [23].

Additionally, auto-regressive models have been proposed, such as DeepAR, which
uses high-dimensional related time-series features to train Autoregressive Recurrent
Neural Networks and has demonstrated superior performance compared to other com-
petitive models [7]. Another study proposed a Multi-Step Time-Series Forecaster that
uses various related time-series features to forecast demand on Amazon.com [24]. Fur-
thermore, several state-of-the-art methods have been developed and proven to be highly
promising in generalized competitions like M4 [25]. Finally, it has been shown that an
ensemble of models consistently performs better than any single model [26].
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2 Research Methodology

A novel python-based library, GluonTS, has been introduced to provide models, tools,
and components for time-series forecasting [27]. Techniques such as DF-RNN, DSSM,
Deep AR, and LSTNet have been implemented using relevant libraries from the GluonTS
framework. The models used as baselines are ARIMA, SARIMA, SARIMAX, and
Facebook’s Prophet. Facebook’s Prophet API is used for implementing the Prophet
model.

2.1 Dataset Exploration

The dataset used in this research consists of the NIFTY 50 index consisting of the closing
value of the stock indices from Jan 2011 till Feb 2022 (Fig. 1) [28]. A rolling window
of length ten has been taken with context and prediction length of five each. Mean, and
Standard deviation is calculated for ten window period to test for the stationarity of
the time series. As seen in Fig. 2, where there is a variation in the mean and Standard
deviation across the ten-window time frame, it is evident that the time series is not
stationary. This is further confirmed by the ADF test, as seen in Table 1. Indices from
Jan 2011 to 2020 have been used as Train, and the subsequent series have been used as
Test data, as seen in Fig. 1.

16000 { —— T¥an data

— T®stdata
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Fig. 1. Test-Train Split — NIFTY-50 Index.
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Fig. 2. Ten period Rolling Window — Non-uniform mean & STD — Non-stationary series.
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2.2 Forecasting Models

Various models used in the experiments have been elaborated in the succeeding sections.
Baseline forecasting models have been built using machine learning models such as
ARIMA, SARIMA, and SARIMAX, while deep learning models have been built using
DF-RNN, DeepAR, DSSM, and LSTNet.

ARIMA

ARIMA model has been created using the PMDARIMA library and hyper-parameters
such as the number of auto-regressive terms (p), number of non-seasonal differences
needed for stationarity (d), and number of lagged forecast errors in the prediction
equation (q). The hyper parameters passed are shown below.

- p-0,1,2
- q-0,1,2
— Test to determine ‘d’ — Augmented Dickey-Fuller Test

The best model hyperparameters for ARIMA are (0,1,1) (Fig. 3).

Standardaed ressdual Histogram plus estrmated density

Normal Q-Q == Correlogram

Samgee Oupriey

) 2 1 0 ] 2 ) z [ 2 ‘4 ‘ ’
Theoretc ol Quanties

Fig. 3. ARIMA.

SARIMA

The model architecture is like ARIMA, except that SARIMA has an additional sea-
sonal component. In addition to the existing hyperparameters of p, q, and d, sea-
sonal hyperparameters, as mentioned below, are passed into the model. The best model
hyperparameters for SARIMA are (0,1,1) (0,0,1) [30], as discussed below.

— P —Seasonal Autoregressive order = 0.
— D - Seasonal Difference order = 0.
— Q — Seasonal Moving Average order = 1.
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— m — Number of timesteps for a single seasonal period.

SARIMAX
SARIMAX is similar to SARIMA except for the addition of an exogenous variable
which is used as an additional feature in the learning process.

Deep Factor RNN (DF-RNN)

The Deep Factor RNN is a model that incorporates two significant factors, namely global
and local fluctuations, to govern the progression of a given time series. These factors are
learned using separate RNN models, each controlled by specific hyperparameters that
determine the model’s architecture, as illustrated in Table 1.

Table 1. Global vs. Local RNN Hyperparameters of DF-RNN.

Hyper-Parameters Global RNN Model Local RNN Model
Number of Hidden Layers 1 5

Number of Neurons in the Hidden Layer 50 5

Type of Cell LSTM LSTM

Deep AR

Deep AR, a probabilistic forecasting model, utilizes a global model to learn jointly from
multiple related time series using negative binomial likelihood. The model is constructed
on arecurrent neural network based on Long Short-Term Memory (LSTM) architecture.
Hyperparameters, depicted in Table 2, are used in model building.

Table 2. Deep AR Hyperparameters.

Hyper-Parameters Deep AR Model
Number of LSTM Layers 3
Number of LSTM Cells 40
Scaling Enabled
Learning Rate 0.001

Deep State Space Model

The Deep State Space model [29] works on the principles of parametrizing linear state
space of individual time series with a jointly learned recurrent neural network.
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Deep Renewal

Deep Renewal Processes are a probabilistic intermittent demand forecasting method.
This method builds upon Croston’s framework and molds its variants into a renewal
process. The random variables, M (The demand size at non-zero demand point) and Q
(The inter-demand interval) are estimated using a separate RNN (Table 3).

Table 3. Deep AR Hyperparameters.

Hyper-Parameters Deep Renewal Model
Skip size for skip RNN layer 3

Auto regressive window size — Linear 40

Learning Rate 0.001

3 Performance Measurement

Performance measurement of the forecasting model has been done using evaluation
metrics such as MSE, RMSE, MAE, MAPE and custom metrics such as POCID and
Theil’s U.

3.1 Mean Square Error/Root Mean Square Error

Mean squared error is the mean of the squared error between the target variable (original
observation) and the output variable (the predicted variable) in a given time series. Root
mean squared error applies a square root to the MSE. The mathematical representation
is shown in Eq. 1.

N
MSE = 1/NY_ " (target; — output)’ (1)

3.2 Mean Absolute Percentage Error

Mean Absolute percentage error defines the percentage difference between the target
variable and the output variable w.r.t the output variable. The mathematical representation
is shown in Eq. 2. Lower the value of MAPE better the model performance.

N
MAPE = 100/N Zi_l (target; — output;) /output; 2)

3.3 Mean Absolute Error

Mean absolute error is the difference between the target and output variables. The lower
the MAE better is the model performance. The mathematical representation is shown in
Eq. 3.

MAE = 1/N ZL (target; — output;) (3)
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3.4 POCID - Prediction of Change in Direction

The prediction of change in direction is the percentage of the number of correct decisions
in predicting whether the time series in the next time interval will increase or decrease.
The mathematical representation is shown in Eq. 4. The higher the value of POCID, the
better the model performance.

N
D
POCID = 100 Lz D

1, if (target; — target;_1)(output; — output;_1) > 0

where D; = { “4)

0, otherwise

3.5 Theil’s U

Theil’s U is similar to the mean squared error except that the error is normalized w.r.t
output variable of the previous time interval. U lesser than 1 indicates a better perfor-
mance of the model. A value equal to 1 indicates a random model and a value greater
than 1 indicates a model worse than a random model. Hence it is ideal for achieving a
U of value 0. The mathematical representation is shown in Eq. 5.

>N, (target, — outputt)2

®)
>V (output, — output,_;) 2

Theil’s U(Normalized mean squared error) =

4 Results

As explained in the preceding sections, models have been evaluated using the metrics
mentioned above on both machine learning and deep learning models.

4.1 Forecasting Using ARIMA, SARIMA and SARIMAX

Forecasting has been done over a 36-day horizon. From Table 4, it is evident that there
is no significant difference in the model performance among the three baseline models.
Furthermore, on analysis of standardized residuals for each forecasted point by all three
models, they are uniformly distributed around the mean of zero.

4.2 Forecasting Using Facebook Prophet

The performance of the Facebook Prophet was assessed using cross-validation on the
provided time series for various forecast horizons between 36 and 364 days. It was noted
that the MSE and MAPE values increase linearly as the forecast horizon increases. This
suggests that an increase in forecast horizon leads to a rise in prediction error. Moreover,
when compared to the baseline models, namely ARIMA, SARIMA and SARIMAX,
Prophet exhibited a relatively lower performance in terms of RMSE and MAPE (Table 5).
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Table 4. ARIMA, SARIMA and SARIMAX Metrics.

Models MSE MAE RMSE MAPE

ARIMA 3003730.628 1387.5576 1733.1274 0.118263

SARIMA 3009965 1391.598 1734.925 0.118803

SARIMAX 3002241 1387.658 1732.698 0.118351
Table 5. Evaluation metrics for Facebook Prophet.

Error 36 Days 364 Days Average

MSE 203,144 5,000,000 2,522,746

RMSE Not Done Not Done 1588.31

MAPE 0.05 0.19 0.12

POCID Not Done Not Done 80.48

Theil’s U Not Done Not Done 494.96

4.3 Forecasting using Deep Learning Models on 100% Train Data

The Table 6 presents the performance evaluation of various deep learning models for
time-series forecasting based on five evaluation metrics: MSE, RMSE, POCID, Theil’s
U, and MAPE. The models include RNN, GRU, LSTM, DF-RNN, DeepAR, DSSM,
and Deep Renewal. Among these models, DeepAR performed the best with the lowest
values for all evaluation metrics, indicating its high accuracy in forecasting. The LSTM
and GRU models also performed well with relatively low values for all metrics. The
DF-RNN model performs better than the DSSM and Deep Renewal models but not as
well as the others. Therefore, the ranking of the models based on better performance is
DeepAR, GRU, LSTM, DF-RNN, RNN, DSSM, and Deep Renewal.

Table 6. Deep Learning Models Performance on 100% train data.

Model MSE RMSE POCID Theil’s U MAPE
RNN 21341000 4619.6 49 30790 36.1
GRU 53167 230.6 52 892 55
LSTM 171396 414 52 898 17.4
DF-RNN 3754898 1937.8 25 1168 0.12
Deep AR 35600 188.7 75 12 0.01
DSSM 25041182 5004 75 7767 0.29
Deep Renewal 246363673 15696 75 77148 1.0
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4.4 Forecasting using Deep Learning Models on 50% Train Data

Based on the metrics in the table, the Deep AR model seems to be the best performer
(as depicted in Table 7), followed by the LSTM, GRU, and RNN models. The DF-RNN,
DSSM, and Deep Renewal models performed poorly than the others.

Table 7. Deep Learning Models Performance on 50% train data.

Model MSE RMSE POCID Theil’s U MAPE
RNN 1779572 1334 52 883 16.5
GRU 330895 575 52 910 17.3
LSTM 438402 662 51 889 17.1
DF-RNN 56715481 7531 75 1168 0.12
DeepAR 2823 53.1 50 0.83 0.003
DSSM 303172659 17411 75 94228 0.99
Deep Renewal 245658060 15673 50 77269 0.99

4.5 Forecasting using Deep Learning Models on 25% Train Data

The table shows that the DeepAR model performs best with the lowest MSE, RMSE,
Theil’s U, and MAPE values, even with 25% of the actual train data (as depicted in
Table 8). GRU and LSTM models perform similarly with slightly higher values of the
evaluation metrics.

Table 8. Deep Learning Models Performance on 25% train data.

Model MSE RMSE POCID Theil’s U MAPE
RNN 3970916 1993 52 1114 18.2
GRU 252760 503 53 893 17.3
LSTM 2718187 1649 52 848 17.2
DF-RNN 56715481 4985 25 7719 0.32
DeepAR 1886 43 50 0.76 0.002
DSSM 2442782 1563 50 760 0.09
Deep Renewal 245151974 15657 50 77243 0.99

Overall, Deep AR and GRU consistently performed the best across all tables, regard-
less of the percentage of training data used. Surprisingly these models’ performance was
consistent despite lowering the train data (Figs. 4 and 5).
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5 Conclusion

This work compares traditional machine learning models with cutting-edge deep learn-
ing architectures for time series forecasting on stock market indices. The study employs
several metrics, including MAE, MSE, RMSE, MAPE, POCID, and Theil’s U, to eval-
uate the performance of the models. The results of the experiments demonstrate that
state-of-the-art deep neural networks such as DeepAR and GRU outperform traditional
forecasting models such as ARIMA, SARIMA, and SARIMAX. Moreover, DeepAR is
stable across varying training data sizes and is consistent on all metrics. Furthermore,
the study highlights the superiority of recurrent neural networks, their variants, such as
LSTMs, for handling stock indices datasets, and their ability to outperform conventional
machine learning and statistical-based algorithms. This makes them suitable for deploy-
ment in real-world scenarios. However, the study is limited by the use of univariate Stock
market datasets. Future research on multivariate datasets could be explored to further
establish the superiority of deep learning networks in time series forecasting.
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Abstract. Accurate and highly effective forecasting approaches for timely detec-
tion and management are imperative given that cardiovascular illness is one of the
biggest causes of death world wide. Machine learning (ML) and Deep learning
(DL) methodologies have produced promising outcomes. In particular, ensem-
ble DL models have gained attention for their ability in order to capitalize on the
advantages of many models to enhance predictive performance. This study focuses
on applying a cardiovascular disease prognosis with a DL ensemble. The model
combines the predictions of multiple DL models, networks of neurons, such as
supervised DL Models (CNN and RNN), to magnify accuracy and robustness. In
this research, the effectiveness of an ensemble model is measured using an ample
dataset, comparing it with individual DL models. The model’s prediction skills
are evaluated by utilizing a verity of Evaluation metrics. The findings highlight
the effectiveness of cardiovascular disease ensemble DL models prediction, show-
casing their potential for enhancing diagnostic accuracy in clinical settings and
aiding healthcare professionals in making informed decisions for patient care.

Keywords: Heart disease prediction - Ensemble DL - ML - CNN - RNN -
healthcare decision-making

1 Introduction

According to mortality rates, heart disease is the deadliest ailment afflicting humans
today. Heart disease happens when the heart is unable to Diagnosing cardiac disease
might be complicated by coexisting disorders such high blood pressure, diabetes, and
abnormal cholesterol levels. These additional symptoms can make it more difficult to
pin down the root cause of the cardiac problem, which can then make it more difficult to
treat. In order to recognize cardiac illness early and accurately is crucial for preventing
and treating heart failure [1].
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Diagnostic criteria for coronary heart disease according to antiquity have been dis-
credited for various reasons. A vast volume of intricate medical records and a selection
of ML and DL methodologies, support forecast heart illness with less involvement from
clinicians. Mainly, we want to save people’s lives by recognizing irregularities in heart
conditions, which would be accomplished by finding and analyzing raw data derived from
heart disease data. Non-invasive measures and also ML and DL techniques are effective
in differentiating between healthy individuals and those who have cardiac illness.

ML is both a type of Al and a method for accomplishing Al tasks for developing
algorithms that take providing inputs such as historical data and then employing statis-
tical analysis to make predictions about future output. ML is an effective method for
developing complex algorithms for analyzing high-dimensional and biomedical data
[2]. DL is a subset of ML that uses numerous layers of expert systems to process and
calculate a plethora of data. The human brain’s activity and operation are the basis for
the DL algorithm. The DL algorithm is capable of erudition without the need for human
intervention and can handle both organized and unstructured information. It is useful for
extracting valuable information from a huge clinical data set [3] and helping the health
care professionals to make decisions quickly. Deep learning is currently implemented in
various other domains, including but not limited to finance, banking, and e-commerce.
Information extraction, representation learning, and outcome prediction, are some of
the DL techniques and frameworks used in healthcare applications [4]. DL algorithms
are based on expert systems, just as how the human brain uses millions of neurons to
process information.

Heart disease is a common and dangerous disorder that needs precise and effective
prediction models for quick diagnosis and treatment. ML and DL techniques emergently
become formidable tools in healthcare, showing promise in areas related to heart disease
prediction. Ensemble DL models, in particular, have gained attention for their ability to
harness the strengths of multiple models, leading to improved predictive performance.
This study focuses on utilizing an ensemble DL model for cardiac disease prognosis.
The model combines predictions from various DL models, such as CNN and RNN to
ameliorate both accuracy and robustness. A substantial data set serves as a gauge for the
ensemble model’s efficacy, and comparisons are formed against individual DL. models.
When evaluating the capacity for prediction of an ensemble model, evaluation measures
such as accuracy, precision, recall, and F1-score are used. The study’s findings demon-
strate the effectiveness of ensemble DL models for heart disease prediction, showcasing
their potential to enhance diagnostic accuracy in clinical settings and provide valuable
support for healthcare professionals in making informed decisions for patient care.

In order to acquire reliable results from ML and DL methods, the heart disease dataset
undergoes a number of adjustments. First, the basic data on heart disease is analyzed
and inserted into either the machine or DL model. In the second step, preprocessing
techniques are applied to remove irrelevant, noisy and inconsistent data. Then, applying
the feature selection method, select the significant features for analysis. Finally, catego-
rization methods are used to the extracted data and the prediction is made. These steps
are shown in below Fig. 1.
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2 Background

Different types of ML and DL approaches are covered in this section along with a brief
discussion of each.

2.1 Machine Learning Techniques

All three of these types of learning—supervised, unsupervised, and reinforcement has
their uses add these three categories used to classify ML algorithms. In a supervised
learning method, a target or dependent variable must be predicted from a collection of
independent factors. A model that maps inputs to target outputs is developed using a set
of variables. The model is trained on the training data until it gets the required level of
accuracy. Regression, Decision Tree (DT), Random Forest (RF), KNN, Logistic Regres-
sion (LR) etc. are few examples of supervised learning. In unsupervised learning, there
is no desired outcome or outcome variable for which predictions or estimates must be
made. Unsupervised learning is used to find patterns from data sets that have neither
been classified nor labelled. Unsupervised Learning examples are K-means and Apriori
algorithms. The machine is trained to make certain decisions using the Reinforcement
Learning method. To make accurate decisions, the computer learns from its past experi-
ences and works to acquire as much information as possible. Markov Decision Process
and Q learning are examples of this type of algorithm.

2.2 Deep Learning Techniques

DL techniques employ neural networks to compute information in the same way that the
human brain uses millions of neurons to do so. It uses multiple layers of neural networks
to do data processing and computations on a large amount of data [5]. Because so much
computing occurs between the input and output layers, this learning process is referred to
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as DL. Itrequires more time to train a model on a huge amount of data, but it requires much
less time to execute than other ML methods [6]. This is the main reason for DL becoming
more popular day by day than ML. It comprises both supervised and unsupervised
learning algorithms because it is a subset of a ML algorithm. Supervised learning uses
ANN, CNN, and RNN as examples. AutoEncoders and Boltxmann machines are used
in unsupervised learning.

Ensembling is a well-established algorithm that has been shown in Fig. 2. to increase
the precision of machine learning models, reduce overfitting, and increase the robustness
of the system.

Training Data

Predictions

_ . Generalizer
Training Data Predictions = S ———
—_— .
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¥ Y
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Fig. 2. The organization and mechanisms of ensemble learning

There are several ways to combine multiple deep learning models for ensemble
learning. Here are a few examples:

Bagging: In bagging, multiple deep learning models are trained independently on vari-
ous subset of the training data. The outputs of various models are averaged to get the final
projection. Bagging can improve the robustness of the system by reducing the variance
of the models.

Y=+ +...+3,)/n (D

where ¥ is the final ensemble prediction, §,,¥,, ..., §, are the predictions from
individual models, and n is the number of models.

Boosting: The process of boosting includes training many DL models in succession,
with each subsequent system concentrating on the errors generated by the models that
came before it. The ultimate forecast is arrived at by adding up the results of all of the
models. By decreasing the inherent bias of the models, boosting has the potential to
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make the methodology more accurate.
y =13 + o2y, + ... + oy, 2)

Here § is the final ensemble prediction, y,, ¥, ..., ¥, are the predictions from specific
models, and a1, o2, . . . ay are the weights provided to individual predicted model.

Stacking: Multiple deep learning models are trained independently using training data
in stacking, and the results are then used as features in a meta model that generates
the final prediction. Stacking can improve the accuracy of the system by integrating the
benefits of various models. The mode of ensembling is shown in Fig. 3 (Table 1).

Dataset(D)

i e N

r 1 1
L ! 1

Fig. 3. Ensemble Stacking

3 Literature Review

The proper diagnosis of patients and the identification of potential dangers are essential
components of heart disease study. In such a context, it is essential to consider different
evaluation metrics to assess the performance of the models accurately.

While precision, recall, and F1 score are important metrics to consider, accuracy is
also a crucial measure that should not be overlooked. Accuracy is a metric that quantifies
the proportion of correctly predicted instances in the dataset, relative to the total number
of instances. It serves as an indicator of the model’s capability to correctly classify both
positive and negative instances.

In the case of heart disease analysis, accuracy is important because misdiagnosis or
misclassification can have serious consequences. False positives and false negatives can
lead to unnecessary procedures, missed diagnoses, or wrong treatment plans, which can
affect patient outcomes.

Despite their significance, precision and recall do not account for a model’s total
accuracy. A high recall score indicates a low false-negative rate for the model, but it may
classify some negative cases as positive.
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In summary, the choice of metric in heart disease analysis should depend on the
specific goals and priorities of the analysis. While accuracy is a valuable metric for
overall performance, precision and recall are important in situations where false positives
or false negatives can have serious consequences. The F1 score can be a overall measure
of model performance that combines both precision and recall.

M. Kavitha et al. [7] developed a mixed-method model by fusing RF and DT tech-
niques. In comparison to the RF tree model and the DT model, the proposed hybrid
model demonstrates superior accuracy. The experimental results indicate that the hybrid
model achieves an accuracy of 88.7%, outperforming the other models.

Hager Ahmed et al. [8] compared the accuracy of various Supervised ML classifi-
cation algorithms, including DT, RF, SVM, and LR Classifier, was measured using both
a selection of features and the entire set of features. The suggested approach exhibits
a notable benefit in its capacity to effectively handle Twitter updates that encompass
patient information. The framework’s fundamental design involves the integration of
Apache Kafka and Apache Spark. In comparison to the other designs, the RF classifier
received the best with 94.9% accuracy. To extract essential features from the dataset,
both the univariate feature selection and Relief methods were employed.

Pooja Anbuselvan [9] analyzed a range of various supervised ML models such as
LR, NB, SVM, K-NN, DT, RF and the ensemble technique of XGBoost. Among these
models, the proposed approach utilizing RF achieved the highest accuracy of 86.89%,
surpassing the performance of other models.

Mohan et al. [10] created a novel approach to identifying and grouping critical char-
acteristics to enhance the precision of cardiovascular illness prognosis. This suggested
approach, a Hybrid RF with a Linear Model (HRFLM), for predicting cardiovascular
disease showed an accuracy of 88.7%.

Considering the reason of making accurate predictions about cardiovascular illness,
Budholiya et al. [11] created an XGBoost Classifier using a Bayesian optimization
approach. With an impressive 91.8% accuracy for predictions, this approach outperforms
the two most popular current tree-based concepts, RF and Extra Tree.

Spencer and colleagues [12] employed multiple ML techniques and feature selec-
tion algorithms to generate diverse tasks. The overall performance of the chi-squared
feature choosing process and the BayesNet classification method for the model that was
recommended was 85.0%.

The CHI-PCA approach, built by Escamilla et al. [13], when combined with RF,
demonstrated remarkable precision. It was determined that the Cleveland database had
a precision of 98.7%, the Hungarian database had an accuracy of 99.0%, whereas the
Cleveland-Hungarian (CH) database had a reliability of 99.4%.

In [14], ApurbRajdhan et al., utilizing a RF method, introduced a novel model. When
compared to other ML techniques, the suggested model’s preciseness of 90.16% comes
out as very excellent.

When compared with various categorization methods, such as K-NN, SVM, Naive
Bayes, and RF classifier, Youness et al. [15] proposed an ANN model with impressive
accuracy of 99.65% was developed by incorporating Particle Swarm Optimization (PSO)
technique and Ant Colony Optimization (ACO) approach.
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Haq AU et al. [16] developed a hybrid intelligent ML-based predictive system was
evaluated using complete and reduced feature sets. The utilization of the Relief feature
selection technique in conjunction with 10-fold cross validation and LR resulted in the
attainment of an overall accuracy rate of 89%.

Awais Mehmood et al. [17] used deep learning to present a novel heart disease
prediction model. Convolutional Neural Networks (CNN) algorithm, giving an accuracy
of 97%.

Kazeem et al. [18] developed the models using hybrid algorithms like Boruta
Algorithm and Deep Neural Network Algorithm (BADNN), Genetic Algorithm and
Deep Neural Network (GADNN), and Boruta Algorithm and Neural Network Algo-
rithm(BANN) all achieved two-way hybrid accuracy of 97%, 87%, and 100%,
respectively.

FarmanAli et al. [19] developed a model that has an accuracy of 98.5% in predicting
heart disease and proved that proposed system accuracy is higher than the existing
traditional classifier model. The comparison is carried out based on metrics such as
weighting techniques, feature selection and feature fusion.

To produce predictions based on learnt records, Mienye et al. [20] suggested an
improved sparse auto encoder-based ANN framework. When using Adam’s improved
approach and batch normalization, the model’s accuracy on processed data was 90%.
The proposed model is more accurate than ANN and other standard methods.

Sumit Sharmaetal. [21] used Talos optimization, anew DNN optimization technique,
to implement a model using deep learning neural networks (DNN). Talos provides better
accuracy of 90.76% to other optimizations.

Simanta et.al. [22] Proposed a Deep Learning Modified Neural Network (DLMNN)-
based IoT-centric prediction model for heart disease classifier aimed to identify the heart
disease of the patient more accurately. When results from this model are contrasted with
those from other models, it is discovered that it has a 95.87% accuracy level.

P. Ramprakash et al. [23] proposed a new heart disease prediction model constructed
by applying Deep Neural Network and chi-square statistical model. The accuracy of the
developed model is compared with the accuracy of the existing models using DNN and
ANN and stated that the proposed model more efficiently predicts the presence of heart
disease than the other models.

The summary of prediction accuracy of both Machine and Deep Learning models
are shown in Table 2.

Table 1. Classifying Ensemble approaches

Techniques Used Fusion methods applied | Model Dependent | Type of Heterogeneity

Boosting Weight Voting Sequential Homogenous
Gradient Boosting | Weight Voting Sequential Homogenous
AdaBoost Weight Voting Sequential Homogenous
Bagging Weight Voting Parallel Homogenous

Random Forest Weight Voting Parallel Homogenous
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Table 2. Machine and Deep learning models with accuracy

S.No | Authors Methods Accuracy
1 PoojaAnbuselvan | Random Forest 86.89%
2 Arabasadi NN-Genetic algorithm 89.04%
3 Sumit Sharma DNN optimization technique 90.76%
4 Doppala Hybrid Machine Learning 94.20%
5 Hager Ahmed DT, SVM and Logistic Regression 94.90%
6 Simanta Shekhar | Deep Learning Modified Neural Network (DLMNN) | 95.87%

Table 3. Implementation of CNN and RNN Model with accuracy

Model Input Units/Layerl Units/Layer2 Units/Layer3 Accuracy
Model-1 1025 x 7 64 units 32 units 1 unit 81.46
Model-2 1025 x 7 32 units 16 units 1 unit 80.48
Model-3 1025 x 7 128 units 64 units 1 unit 83.41
Model-4 1025 x 7 64 units 1 unit - 96.58

4 Methodology

In this section a brief description about the feature selection is discussed. In heart disease
analysis, the feature selection phase plays a crucial role as it allows users to identify the
vital variables or features that have a substantial impact on predicting heart disease. The
primary objective of feature selection is to enhance the accuracy and efficiency of the
prediction model by eliminating irrelevant or redundant features, thereby improving the
overall performance of the analysis (Fig. 4).
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Fig. 4. Heterogeneous Ensemble DL Model

4.1 Information About the Dataset

Public Health Dataset was the dataset used in this study and exploratory data analysis is
shown in Fig. 7.

1.

2.
3.

TN

)}

(o]

Span(age) - the patient’s age, quantified in years, and sex (one for males and zero
for females).

Chest Pain(cp) - chest pain type.

RBP(Trestbps) - arterial pressure at rest (in millimeters of mercury (Hg)) at the time
of patient admission to the clinic. The typical range for blood pressure is 120/80; if
your reading is within that range, everything is great; however, if it is slightly higher
than expected, we need to try to bring it down. Alter your way of living in a healthy
way.

. Cholesterol(chol)-A person’s serum cholesterol will reveal their triglyceride level.
. Fasting glucose levels (fhbs)-Fasting blood sugar (FBS) refers to the measurement

of blood sugar levels after a period of fasting. A value of 120 mg/dL or higher is
considered indicative of elevated blood sugar (1 true). Normal blood sugar levels typ-
ically range from below 100 mg/dL (5.6 mmol/L) to 125 mg/dL (5.6 to 6.9 mmol/L),
which serves as the threshold for prediabetes.

. Resting(Restecg)-electrocardiogram findings while at rest.
. MaxHeartRate(thalach)-The maximum achievable heart rate is determined by

subtracting your age from 220.

. Exercise-angina pectoris:exercise-induced angina (lyes).
. ST depression(Oldpeak) - During exercise, there is a notable occurrence of ST

depression in comparison to the resting state.
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10. Slope - the angle of the exercise’s ST segment peak.

11. Ca - Fluoroscopy-colored main vascular count (0-3).

12. Thalassemia(Thal)-No reason was given, although thalassemia categorization
includes 3 instances of normal findings, 6 instances of fixed defects, and 7 instances
of reversible defects is most likely the cause

13. Target(T) - (Angiographic disease status) No Heart Disease = 0, Heart Disease =
1.

4.2 Data Preparation

Once data is collected, it should be prepared for analysis. This includes cleaning and
organizing the data, filling in any missing values, and transforming any categorical
variables into numerical ones.

The ensemble DL model is made from the multiple models, containing multiple
structures of layers. The heart analysis is made from the data containing multiple features
co-related to rate of heart analysis. Initially, the data is pre-processed by handling null
values of the dataset chosen which results to get much accurate results. Exploratory data
analysis (EDA) is done on the data to select the features that are contributing much to
the chance of heart attack. In the model, the correlation value > = 0.3 is termed to be
preferably chosen. So, the feature selection is made based on the moderately correlated
features. The training and testing data are splitted with a test size of 20% of the entire
dataset. To avoid outliers of the data, robust scaling is used for the data.

4.2.1 Data Pre-Processing and Feature Selection

By using the robust scalar during data pre-processing, EDL for heart disease prediction
benefit from improved performance and stability. The scalar normalizes input data, mak-
ing it less sensitive to outliers and non-normal distributions. This robust normalization
enhances the models’ ability to learn and generalize from features, resulting in increased

A 4

DataSet

Robust Scalar

A

Ensemble Deep Learning Module

'

Dense Layers (ReLU) (g Dropout Layers | Output (Sigmoid)

Fig. 5. Data Preprocessing
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accuracy and reliability in heart disease prediction shown in the Fig. 5. In order to prevent
the model’s generalizability from being compromised, it is important that the duplicates
be safely eliminated.

4.3 Hypothesis Testing

The null hypothesis that there is no correlation between a certain variable and the occur-
rence of heart disease can be tested using the chi-square test. If the estimated chi-square
statistic is larger than the crucial value, then you can conclude that cardiac disease is
occurring and reject the null hypothesis.

4.4 Model Building

After performing hypothesis testing, we can use the significant variables to model car-
diac disease. One common method is logistic regression, which estimates the important
predictors; estimate the likelihood of getting heart disease.

In ensembling multiple models, the stacking method is used in which entire training
data is used to train each and every model (Table 3).

Performance Analysis
See Fig. 6.

1.00

0.75

0.50

0.25

Accuracy

0.00

Models Used

Fig. 6. Performance analysis between selected algorithms.

Evolution Metrics

1. Accuracy Processing

Accuracy is a term used in evaluation metric for classification problems in machine
learning. It measures the percentage of the test dataset that was correctly labeled.
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Mathematically, accuracy is defined as:
Accuracy = (No of Positive Prediction)/(Total no of Prediction)

2. Weighted Average Ensemble:

Weighted average ensemble combines the outputs of multiple models in ensemble
deep learning. It assigns weights based on model performance, allowing accurate models
to have a larger influence. This improves performance compared to other methods,
especially in heart disease prediction for image recognition. Some of the Metrics or
Activation functions used in Convolutional Networks are as follows.

Evaluation Process Used

Evaluation metrics include the confusion matrix, precision, accuracy score, recall, sen-
sitivity, and F1 score. The confusion matrix consists of TP, TN, FN, and FP representing
true positives, true negatives, false negatives, and false positives, respectively.

Table 4. Binary Classification Confusion Matrix

Predicted Value O Predicted Value 1
Actual Value 0 TN FP
Actual Value 1 FN TP

In Table 4. P = positive, N = negative. The accuracy score evaluates model perfor-
mance by considering the ratio of correct predictions to total predictions. It is calculated
as

(TP + TN)/(TP + TN + FP + FN) 3)

Specificity, or the true negative rate, evaluates the classifier’s performance by identify
negative cases accurately and is given by

TN/(TN + FP) “)

According to the research on ML and DL techniques, rather than using just one
strategy, assembling a number of techniques results in increased accuracy, which in turn
results in better performance for the model (Figs. 8 and 9).
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By employing the proposed ML method outlined in this study, the analysis of real
time patient data can be significantly improved. Based on CNN’s 97% accuracy, Generic
and Deep neural network’s 87%, Sparse auto encoder based ANN’s 90%, DNN and Talos
optimization’s 90.76%, and IoT centered DLMNN’s 95.87% accuracy, Ensembled deep
learning model is the most accurate mode. Ensembling of multiple deep learning models
achieves higher accuracy (98.04%) with multiple layers in each of the models.

Some of the limitations of ensemble learning can be overcome or mitigated in the
future with advancements in technology and research. Researchers can develop more
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computationally efficient ensemble methods that require less training time and compu-
tational resources. One approach could be to use approximate methods such as random
projections or sketching to decrease the amount of input data and the quantity of base
models.
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Conclusion

In this paper, we looked at the fundamental ideas behind the DL and ML models to prog-
nosticate the onset of cardiovascular problems. Analysis of studies aimed at predicting
cardiovascular disease by employing a selection of ML and DP techniques. Different
models’ performance was discussed and reviewed. Obstructive on the tools, dataset and
the techniques, the models have varied accuracy. In recent years the usage of DL algo-
rithms on huge datasets yields better accuracy in heart disease prediction models. This
article will be beneficial for the researchers to get an idea of the present and existing
models and work to design future models that are more accurate.
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Abstract. Fruits and vegetables contain rich nutrients and vitamins. So
that they are part of our daily diet. For proper cell growth and health, we
need these nutrients. Today in most crops during their growth and post-
harvesting preservation different kinds of pesticides were used. Normal
usage of such pesticides not that much affects health. But the actual situ-
ation is beyond our control. From soil preparation to the post-harvesting
stage, pesticides are being added at alarming rates. It affects our health
in a harmful way and leads to major health issues. Various studies exist
to detect the pesticide levels in fruits and vegetables. This article analy-
ses different existing methods of pesticide detection and examines their
features and problems. Through this study, it is understood that Hyper-
spectral Imaging (HSI) is a very good method, and with it, more accurate
results can be obtained by Transfer Learning (few-shot learning). This
paper proposes an architecture and algorithm based on HSI and few-shot
learning. Future studies are needed in this area to convert an RGB image
to a spectral image because the HSI device is very expensive.

Keywords: Pesticide detection - Hyperspectral imaging - Deep
learning

1 Introduction

Fruits and vegetables are a major part of our daily diet. We can consume almost
all fruits and vegetables without cooking. Due to the huge demand of fruits and
vegetables, it is necessary to protect them from pests and insects. Different kinds
of pesticides and insecticides are used to protect these crops. Recent studies show
that there is no control to limit the usage of these pesticides. But what happened
is that these fruits and vegetables themselves contain chemicals and pesticides.
Today in most crops during their growth and post-harvesting preservation dif-
ferent kinds of pesticides were used. Normal usage of such pesticides not that
much affects health. But the actual situation is beyond our control. From soil
preparation to the post-harvesting stage, pesticides are being added at alarming
rates. When we are consuming this, it leads to several dangerous diseases like
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cancer, liver problems, etc. Fruits and vegetables with these chemicals affected
our full body functioning and health. The pesticides present in it cannot be
detected by the naked eye, smell, or imaging. Because they are present on the
outer surface as well as the inner parts of fruits and vegetables and are able to
change the chemical structure also. Therefore, detecting the presence and levels
of these pesticides is a challenging task and requires tools and methods.

Hyperspectral imaging (HSI) is one of the growing fields today. In this imag-
ing, we get a typical image spectrum of objects. What is special about this
imaging method is that we can detect the presence of particles beyond our naked
eyes through this image. It gives us multiple levels of the spectrum when normal
images only give three like RGB (Red-Green-Blue). The HSI images wavelength
ranges from 400 to 1100 nm, and our naked eye can only be visible from 380 to
700nm. But the spectral camera is very expensive.

Compared with traditional machine learning methods deep learning (DL)
models are very efficient and performance-wise also good. DL models can extract
high-level features automatically using multiple layers. But it has some problems
that they lead to overfitting if the dataset contains less number of samples.
Transfer Learning (TL) is one of the solutions for that. This paper investigates
and analyzes different methods and techniques that are used in the field of
pesticide detection in fruits and vegetables by deep neural networks.

2 Related Works

A lot of work is going on in this area today. Devi et al. [1] suggested an IoT-
based pesticide detection using different types of sensors. Here four sensors were
used to detect gases, moisture, pH, and temperature. Support Vector Machine
(SVM) with Radial Basis Function (RBF') kernel and Convolutional Neural Net-
work (CNN) with GoogleNet architecture are the models used here. This system
outputs real-time values but there have some problems SVM gave fast results but
the affected percentage is not mentioned and is less accurate. CNN performance
is better than SVM but the training time is 6.5 min more.

Kandasamy Sellamuthu et al. [2] proposed a system that mainly uses a Q-
learning-based Recurrent Neural Network (RNN) so that it can handle complex,
high-volume, and fast-happening data. There is a Q-table associated with it,
by using this table the system updates the next action. This model analyses
the pesticide based on the data drawn from three sources, soil, vegetables, and
fruits. From these datasets, three components of the pesticides were extracted.
But the problem with this is that a full understanding of pesticide utilization is
not possible. Also, it is not supported the real-time pesticide detection.

Bo Jiang et al. [3] implemented a CNN-based hyperspectral imaging sys-
tem. Here a sample of Apple is considered for the detection, with AlexNet CNN
architecture. The neural network had eight convolution and max-pooling layers
for the feature extraction. Anise t al. [4] explained a deep learning-based plant
disease identification method. Five types of Deep Neural Network (DNN) classi-
fication models and five types of corn leaves datasets were used here. The models
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are Inception V3, ResNet-50, VGG- 16, DenseNet-169, and Xception. The main
aim of this work is to find the best model and best dataset based on accuracy.
The result shows that the DenseNet-169 is the best DNN model with 80.33 %
accuracy.

A Visible-Near-infrared (Vis-NIR) and Near-infrared (NIR) hyperspectral
imaging system is suggested by Weixin Ye [5]. This method takes three grapes
varieties and sprayed them with three types of pesticides. Then analyze the result
with SVM and ResNet models. Here also ResNet gives better results compared
with SVM. Identification of pesticide residue in black tea leaves by fluorescence
hyperspectral technology is proposed by Jie SU [6]. A 1D- CNN and Random
forest ML models are used here. Tiago Domingues et al. [7] presented a survey of
different feature extraction methods and ML models that are used in the field of
disease and pest detection in tomato leaves. Commonly used models are SVM,
Random Forest (RF), and Artificial Neural Network (ANN) models. This paper
suggested new and emerging transfer learning methods to avoid the problems
like overfitting.

Xiaoyan Tang et al. [8] proposed a sensor-based pesticide contamination
detection called an electronic nose, in tea leaves. For that, three Portable Elec-
tronic Nose-3 (PEN -3) electronic metal oxide sensors and Back Propagation
algorithms with three hidden layers were used. Applications of different nanosen-
sors explained by Rabisa Zia [9]. In this paper, different nanosensors that are
mainly used in the pesticide detection area and their characteristics are also
described. A review paper by Lili Li [10] explained different datasets and DL
models used for leaf image processing.

A system for the freshness of the chicken checking is proposed by Rajina R
Mohamed [11]. An electronic nose with Back Propagation (BPP) algorithm and
SVM is suggested here. When comparing the existing works some of them need
laboratory situations to measure pesticide concentration and some can detect
the presence real-timely. The laboratory measurements are time-consuming as
well as need costly equipment. There does not exist a good and accurate method
for real-time detection.

3 Technologies Used for Detecting the Presence
of Pesticides

Most countries have crossed the limit of minimum usage of pesticides and chemi-
cals in agricultural crops. There has a Maximum Residue Level (MRL) to control
the usage of pesticides in crops. It is the highest residue level that is tolerated
in food or food crops. But today it crosses the limit, for preventing from insects
or to get a high yield. It leads to dangerous situations of health problems. There
have different technologies and ML /DL models for real-time pesticide detection.
The Table 1 shows the existing technologies and architectures used in this field
with the available datasets.

In these related works, the experiments were done with varieties of fruits or
agricultural items like Corn, Black tea, tomato leaves, etc. Some of the datasets
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are already available in data repositories. But some datasets were created in the
laboratory itself, by collecting different pesticides and crops.

Table 1. Summary of different technologies, DL.-models, and dataset used for pesticide
detection

Ref. | Fruit/Veg. Technology Architecture Dataset
[1] |Any fruit IoT with 4 sensors | SVM (RBF), CNN | Fruit dataset
[2] | Any fruit Q-learning RNN soil, fertilizer plant
village
[3] |Apple HSI AlexNet with 8 Created dataset
layers
[4] |Corn Inception V3, Plant Village
Resnet 50,
DenseNet-169
[5] | Grape Vis-NIR & NIR CNN, ResNet Created dataset
HSIs
[6] |Black tea Fluorescent HSI 1D CNN, RF Plant Village,
Plant Doc
[7] |Tomato leaves SVM, RNN, TL Flavia &
Malayekew Leaf
[8] | Tea leaves Electronic nose Back propagation | Created data
(PEN-3)
[10] | Leaves HSI GoogleNet, GAN, | Plant village, Plant
VGG-16 pathology challenge

For generating the dataset in a laboratory, first made pesticide solutions with
different concentration levels. Then dip each of the crops separately. These data
were used for the analysis with the above mentioned technologies. Sensor-based
methods directly sense the presence of pesticides in fruits and vegetables and
image-based methods detect chemicals by processing the images of crops that
are captured by cameras.

Analysis of existing methods in pesticide detection in fruits and vegetables
shows that Hyperspectral Imaging (HSI) gives better accuracy compared with
other methods. HSI is not affected by environmental conditions and it can detect
the presence of chemicals that present inside the crop. Convolutional Neural
Networks (CNN) require a large number of data for the operation. But for created
data, it is not possible to make a dataset with considerable samples. It leads to
overfitting problems during convolution operation. Transfer learning or few-shot
learning is a good deep neural network to avoid overfitting with a small dataset.
Here proposing an IoT-based system that uses HSI and transfer learning for
detecting the presence of pesticides.
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3.1 Hyperspectral Imaging (HSI)

Hyperspectral imaging is an imaging method that is used to produce the spec-
trum of the image. Normally images that are taken by Digital Camera are in
RGB format. But in HSI, different spectra of images are generated. Mainly two
types of spectrum are available that are Near-infrared (NIR) and Visible-Near-
infrared (Vis-NIR). NIR is a destructive type which means it makes defects in
the material surface in which the image is taken. Vis-NIR is not a destructive
method. The HSI is mainly concentrated on visible and near-infrared (400 nm-—
1000 nm) [10]. The output of HSI is not similar to the object, but it generates
the color spectrum of the object.

3.2 Transfer Learning/Few-Shot Learning

Few-shot learning or transfer learning is a pre-trained model. The main advan-
tage of this model is that it can avoid overfitting when working with less number
of samples. It creates or transfers knowledge from a large data set, this is called
pre-training. Then another model (a few-shot model) is trained with this knowl-
edge and is used with a smaller dataset.

Figure 1 shows a typical example of transfer learning. DL model 1 is trained
by using a large dataset. This knowledge is passed to DL model 2. In model
2 a small dataset and this pre-trained knowledge is used for its training. The
overfitting problem is avoided in this way.

Large Dataset Small Dataset

Result

DL Model 1 ﬁ DL Model 2 _)

Fig. 1. Transfer Learning workflow diagram

3.3 IoT-Based Pesticide Detection System Using HSI and Deep
Learning

Real-time detection of pesticides is very essential in the current situation. IoT-
based hyperspectral imaging helps a lot in the real-time detection of pesticides
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and the conditions of the atmosphere and natural aroma do not affect it. A
solution for overfitting with less number of samples is transfer learning or few-
shot learning.

For example, markets and fruit processing industries handle different types
of fruits and vegetables daily. Large amounts of pesticides are present in it, and
consuming these fruits and vegetables leads to dangerous diseases. Only real-
time as well as fast methods can detect and thereby control it. The proposed
system can be used by Government authorities, consumers, or fruit-processing
industries for the effective detection of pesticides.

During the training phase, we train the model using the dataset. Here the
model that is used is few-shot learning. It has pre-trained knowledge by training
with a large dataset. The dataset can download from any of the data repositories
or by creating it in a laboratory environment. Figure 2 shows the block diagram
of the proposed system. It has two modules IoT module and a deep learning
module. In the IoT module, an image is captured by an HSI camera and this
image is sent to the deep learning module.

Deep learning module

Spectral Training Output

. (Few-shot —}

image pre- learning) (Pesticides
processing Test ix;g present/not)

ToT module

Image
conversion
Image and spectrum
generanon

v

6 —)> Image capturing

Fig. 2. Block diagram of the proposed model

In the deep learning module, from the HSI image, the spectral vector or
spectrum of the image is generated. After the spectral vector generation prepro-
cessing of the image is carried out. In preprocessing remove noise and unwanted
spectrum values. This processed image or spectral output is classified with the
help of a CNN model.

Algorithm 1 takes two inputs, spectral images of the crops and a dataset
that was created in the field. The output of the algorithm shows whether the
pesticide is present in the particular crop or not. Let’s see how this algorithm
works. Processing of the dataset is done first. During the preprocessing step
noise and unwanted values were removed. Training of this processed dataset is
done by a transfer learning model. Using an HSI camera image of the particular
crop is taken. Classification of this spectral image or vector is performed using
a CNN model.

Algorithm 1

Input: Spectral images of crops
Dataset: Dataset contains HSI images
Output: Pesticide present/ not
Procedure
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1. Dataset preprocessing

2. Train DL model(few-shot learning) with dataset.
3. Spectral vector generation from the input image.
4. Fit the model with test data.

5. Classification with CNN model.

4 Result and Discussion

Pesticide detection in fruits and vegetables is one of the important areas that is
most needed in today’s society. By analyzing the existing method, these systems
have different features as well as problems. Table2 explains the problems of
existing methods or their future needs. From the table, it is understood that
most of the sensors are affected by environmental situations and have some
precision issues. Hyperspectral imaging is a good method, but the device is very
costly, more than four lakhs. This is a complex system so we need an expert
person to handle this equipment. To avoid these issues future research is needed
in this area, to create an algorithm that can convert the normal RGB image to

spectral image with high accuracy.

Table 2. Limitations of existing methods

Ref. | Problem /Features

[1] | CNN has better performance than SVM but takes more training and
testing time

[2] | A complete understanding of pesticide utilization is not possible

[3] | Overfitting problem due to small dataset and need to improve extraction
ability of the network

[5] | Need a large number of samples and deep transfer learning

[6] | Increase the number of samples and pesticide species. A real-time
non-destructive identification system is essential

[7] | Lack of data leads to overfitting

[8] | The natural aroma of tea leaves interferes with containing pesticides. The
system was susceptible to temperature, humidity & atmospheric pressure.
The electronic nose test must perform immediately after spraying

[9] | Nanosensors have high sensitivity, specificity, and minimum response time
but they are affected by the environmental condition

[10] | Real-time detection is difficult because of the complex background and
small lesions

[11] | Odour must be cleared up each time and do not mix with previous

samples. Need more samples

Each of the related works uses different kinds of image datasets for the detec-
tion of pesticides. Several systems are working with the PlantVillage dataset. It
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is a publicly available dataset with 38 categories of species. Figure 3 shows the
comparative results of the PlantVillage dataset with different deep-learning mod-
els in pesticide detection. All models show accuracy and performance above 95
percent with this dataset. DenseNet-169 gives better results than other models
in terms of accuracy.

100

99.5

99.5

99

98.5

98

97.5

Accuracy in percentage

97
96.5

96
RNN+Q-Learning[2] Inception V3[4] ResNet-50[4] DenseNet-169(4] VGG-16(7]
DL-models

Fig. 3. Performance analysis of PlantVillage dataset with different DL-models

When comparing the architectures and technologies used in currently avail-
able pesticide detection systems understood that sensor-based methods and
image-based systems have their own characteristics. Figure4 shows a compari-
son graph of accuracies that are obtained with different existing systems that
are based on image analysis. The graph easily infers that deep learning meth-
ods with more hidden layers give better accuracies compared with traditional
machine learning as well as low-level deep learning models. Also, HSI images or
spectral imaging methods give more results than normal RGB images.

Figure 5 shows a graphical analysis of the performance of the pesticide detec-
tion systems that are mainly based on sensors and IoT with various ML or DL
models. It is an emerging area in the field of real-time pesticide detection. The
sensors are easy to handle, deploy and analyze but it has some problems like
being easily susceptible to environmental situations.
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Fig. 5. Performance analysis of sensor-based systems

5 Conclusion

In this paper, we have presented different literature and existing works that
address pesticide detection in fruits and vegetables using deep learning. DL
models such as CNN, backpropagation, and transfer learning can be employed to
accurately predict or detect the presence of dangerous pesticides that are present
in the crops. These models have better performance than older machine-learning
models based on manual feature extraction. However, deep-learning models need
a large volume of data, which leads to the overfitting problem. Transfer learning
(few-shot learning) has proven useful to tackle this issue. Hyperspectral imaging
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(HST) is a good solution for pesticide detection in terms of performance compared
with standard image data.

This article aimed to provide a general overview of the different deep learn-

ing models, techniques, and dataset preparation in this area of research. And
proposes a system that uses HSI and transfer learning to solve problems in this
pesticide detection field. Further development in this area may help fill the cur-
rent issues gap.
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Abstract. About 30 million people worldwide are affected by the monogenic
recessive -globin gene abnormality known as sickle cell disease (SCD), which
is a significant public health issue. From asymptomatic to severely symptomatic
illnesses that might cause patient mortality, pathological features range. The most
common presenting symptom of SCD is vasooclussive crisis (VOC). The red cell
membrane of the Sickle Red Blood Cells (SRBCs) is damaged by repeated cycles
of sickling and desickling processes caused by the formation and aggregation
of HbS (sickle hemoglobin) polymers. Cellular dehydration (reduction of ion
and water content), increased viscosity (red cell density) and a transient increase
in intracellular calcium are all associated with HbS polymerization. As a result,
SRBCs become adhesive and inflexible (rigid), resulting in premature destruction.
The decreased life span of SRBCs causes chronic hemolytic anemia, and capillary
blockage causes tissue hypoxia and subsequent organ damage. So, it is important
to monitor patients suffering from sickle cells.

Here we have used machine learning to visualize those patients and catego-
rize them according to their hemoglobin level, percentage of reticulocyte count
and serum Lactate dehydrogenase (LDH) level which is regarded as a marker of
hemolysis. In this article we propose a framework which uses the statistical anal-
ysis using Linear Regression technique on a sickle cell patients dataset showing
how hemoglobin is depleted in a body by the use of two parameters called LDH
and Retics.

Keywords: Sickle Cell Disease - RBC - WBC - Hemoglobin - Reticulocyte -
Machine learning

1 Introduction

Hemoglobinopathy, one of the most prevalent monogenic disorders affecting humans,
is responsible for some of the serious genetic and social health difficulties in India,
South Africa, Saudi Arabia, South America, and other South Asian and African nations
(see Fig. 1). In the history of haemoglobinopathies, sickle cell disease (SCD) is one of
the oldest recognized molecular disorder [HbS (HBB Glu6Val] whereas the HbE disease
(HBB ©!u26Lys) i5 the most widely reported hemoglobin disorders after HbS. HbE is due to
amutation in which lysine is exchanged for glutamic acid in the Beta chain of hemoglobin
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at the 26™ position. SCD affects a sizable portion of population in India residing in the
area which is spread throughout the Central Part of India from Odisha to Maharashtra
and Gujarat. Sickle Hemoglobin (HbS) in the central belt of India, Hemoglobin E (HbE)
in West Bengal and Northeastern States and Hemoglobin D (HbDpypjap) in Northwest
Parts of India are the three main genotypes of this disorder that are frequently observed
in our country [1].

The most prevalent blood condition anemia is brought on by a deficiency of RBCs
which makes it difficult for the body to get adequate oxygen. Acute anemia is caused by
a sharp fall in RBC, whereas chronic anemia is caused by a gradual decline in RBC, and
it frequently co-occurs with inflammatory illnesses. RBCs aren’t formed as they should
be in people with sickle cell disease. RBCs resemble round or spherical discs in normal
human beings whereas they resemble a crescent moon, or an old farming tool called a
sickle in SCD. It is a hereditary hemoglobin disorder as represented in Fig. 2.

HbS allele frequency (%)
1

'

o
=
-
-
-
=
-

Fig. 1. Map depicting the global prevalence of the HbS allele [2]

Typically, SCA (Sickle Cell Anemia) symptoms and signs begin appearing around
five months of age. Sickle cells quickly disintegrated and died, leaving just a small
number of RBC in the circulation. The life of normal RBC typically lasts for about four
months before they require replacement with new cells, while sickle RBCs often degrade
in about two to three weeks, causing a lack of RBC.

Sickle Cell Trait m Q Sickle Cell Trait

.
S R & &

Normal Sickle Cell Trait Sickle Cell Disease
(No Blood Disorder)

Fig. 2. Inheritance pattern of sickle cell hemoglobin gene from parents to the offspring
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Individuals having sickle cell disease report edema, frequent infections, eye prob-
lems, slow growth and delayed puberty. As discussed, Hemoglobin S is an abnormal
hemoglobin type that contributes to SCA. When both the parents pass the recessive sickle
cell gene to their child, the child gets affected and develops the sickle cell homozygote
phenotype.

SCD cannot be cured; however, it can be managed to lessen the symptoms and
avoid complications. Hence, it is vital that these patients be monitored clinically and
hemato-biochemical investigations on regular basis. Based on the steady state and crisis
data patients can be monitored successfully [3, 4]. By analyzing the data using machine
learning techniques the clinical and physiological state of the patients can be predicted
well in advance to avoid any future complicacies. Keeping in view of this the present
study was addressed. The data of SCD cases included in this study has been derived from
a patient database of Odisha. Various tools of machine learning have been leveraged to
predict and assess the health status of the patients those have been suffering from sickle
cell anemia disease in Odisha.

2 Literature Survey

Sen et. al. (2021) took various microscopic blood samples and used techniques such as
image processing and machine learning to make the process of detecting sickle cells auto-
matic and have classified the RBC thus detected into three shape-based categories: circu-
lar, elongated sickle cell shaped and others, they are then preprocessed, and thresholding
technique called Otsu is applied for segmentation [5].

Petrovi¢ et. al. (2020) used the smear from peripheral blood to observe the images
of red blood cells and segmented the image by preprocessing and used machine learning
techniques to classify their morphology [6].

In a case study of Nigeria Nkpordee (2022) have used different trend models of time
series and statistics for a six-year projection of SCD in Nigeria and how it will decline
in the year ahead [7].

Patel et. al. (2021) has shown how early detection of sickle cells can help patients to
identify their symptoms and help the patients to take medications and can take regular
blood transfusion sessions along with pain relieving medications. Sometimes manual
assessment might lead to false classification. Therefore, using data mining techniques
including classification algorithm they have sought to identify the sickle cells in human
body with high accuracy [8].

Yang (2018) and Yeruva (2021) have employed machine learning algorithms to
predictably understand the timing/situation of hospital re-admissions in SCD. In their
research paper they have described how they partitioned their patients into groups for
testing and training. The cases of unplanned treatment in the hospitals admissions were
categorized for testing and training dataset where they applied machine learning algo-
rithms. The prediction was then later assessed using various prediction algorithms such
as specificity, sensitivity, and C-Statistic [9, 10].

Dean (2019) has used Multinomial Logistic Regression where they analyzed the
pain scores of forty patients, and they devised a model of machine learning to predict
the pain scores of a SCD patient with promising results [11]. Using proper optimization
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techniques, machine learning algorithms, and statistics, it can be predicted whether the
number of patients suffering from SCD will decrease with the use of a proper data set
and patients as input.

A low cost, cost effective easy to use sickle cell screening device is proposed to be
used in developing countries as elucidated by Wing (2019) [12] can detect hemoglobin
non-invasively.

Stone (2021) [13] in this case report demonstrated the severity of a delayed hemolytic
transfusion reaction caused by anti-Fy3 in a SCD patient having red cell exchanging
before hematological precursor cell harvest for gene therapy.

Ranjana (2020) [14] used a automatic categorization of the SCA system explored
in this study. In the beginning, the original images are pre-processed using the median
filter. The Grey Level Co-occurring Model (GLCM) and Haralick characteristics are
then retrieved. Finally, for prediction, the random forest (RF) predictor is used. Using
an RF classifier, the SCA system achieves a classification accuracy of 95%.

Patgiri [15] demonstrated a hybrid segmentation procedure that combines two seg-
mentation approaches, notably fuzzy C-means segmentation with adaptive (local) thresh-
olding. In this study, four distinct adaptive thresholding approaches are used with fuzzy
C-means. The main axis, and secondary axis, aspect ratio, surface dimension, circum-
ference, dimension factor (metric value), eccentricity, and solidity of each cell in the
sample blood smear were retrieved for this analysis. These eight characteristics are used
to train and test the classifiers. For categorization, two supervised classifiers, namely the
Nave Bayes classifier and the K-nearest neighbor classifier, were exhibited on a dataset
of ten image data samples, and the evaluated results for all of the hybrid combinations
were compared.

Even though a lot of techniques have been used or the prediction or image segmenta-
tion in various machine learning dataset the complicated clinical symptoms of SCD have
not been addressed fully till date. So, it is necessary to predict the outcome for the year
ahead and come up with some solution that will prevent the patients going through the
tedious process of regular blood transfusions and doctor visits. Although these methods
yield the best results but considering the complex clinical manifestations of symptoms
from patients to patients implementing those methods has been challenging so far.

3 Linear Regression

Linear Regression is a widely known and recognized algorithm and is categorized under
supervised learning technique. When a set of independent variables is given, the logistic
regression is used for carrying out the prediction of dependent variables categorically,
such that output result can be a categorical or discrete value. As it is an analysis of
independent variable, and it can be represented in Eq. 1:

y=c0+clx+e (1)

wherein y has been assumed to be a dependent variable and x to be an independent
variable, the variable c0 is a constant term and an intercept of the regression line on the
vertical axis and cl is the regression coefficient that lies on the slope of regression line
and e can be a random error as shown in Fig. 3.
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Fig. 3. Graph of linear regression

As specified earlier, the goal is to find out the best possible values for cO and cl,
the objective should be to minimize the error between the predicted value and the actual
value as shown in Egs. 2 and 3.

Minimizel/n Z;l (pred (i) — y(i))* 2

O1/ny_ (pred(i) —y())* 3)

This function as mentioned above is aimed at minimizing the error values among the
actual and the predicted values. Here the error difference is squared, added up across all
the data points and then divided by the total number of data points. The result obtained
(Q) is the average squared error across all data points. Hence the above cost function
is also referred to as Mean Squared Error (MSE) function. With the MSE function the
values of c0 and c1 are changed so that MSE settles at the minima.

Figure 4 depicts the process of fitting a linear regression model. Import data as an
input, fit an optimization technique and a cost function for performance, verify its quality,
change it to increase quality, and then find an output for the workflow.

Stochastic Gradient Descent (SGD) is a form of gradient descent variant used to opti-
mize machine learning models. Only one random training example is used in this variant
to calculate the gradient and update the parameters at each iteration. This algorithm is
useful when the optimal points are not found by equating the slope of the function to
zero (0). Linear regression on the other hand has the sum of squared residuals mentally

[T}

mapped as the function “y” and the weight vector as “x” in the parabola above.

4 Proposed Work

The proposed approach extracts sickle cell data from a hospital in the western part of
Odisha. The extracted dataset was then analyzed and usedS it as input for our machine
learning model. So, first, we preprocessed and cleaned the data, and then we fed it into
appropriate models for training and testing. Following the visualization and train-test
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Fig. 4. Flowchart of the working of linear regression while using a dataset.

split, we selected an acceptable model (here, linear regression) for our planned work.
We arrived at a proper conclusion after obtaining the accuracy and proper graphs (as
indicated in the Graphs and Results section) (Fig. 5).

By using these statistical methods, we can classify, predict and find an optimal model
that can help us identify the health / clinical status of people affected from sickle cell
anemia or who have less amount of hemoglobin produced in their body.

Pseudocode
Input: Patience dataset
Pre-processing of data
Divide data into Train and Test with 80% and 20%
respectively.
For each data in dataset
Linear regression (Train, Test data)
Perform gradient descent.
Predict test result.
Output: predicted percentage, Correlation matrix

5 Experimental Results

The proposed work as presented under section III has been analyzed using stochastic
gradient descent analysis in conjunction with three different machine learning algorithm
such as linear regression, decision tree classifier and support vector machine. The data
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Fig. 5. Flowchart describing the methodology that was used in this study.

has been collected from the western part of Odisha state, highly affected with SCD.
The data has been collected under six different categories such as WBC, RBC, HGB,
BIT, LDH and RETICS%. All the data has been converted into it’s per unit level except
RETICS which is in percentage.

The data has been processed for redundancy analysis with a new value of 0.17. The
scattered plot analysis has been carried out for two target data namely LDH, RETICS%
with all the other four parameter as predictor. The effect of LDH and RETICS categor-
ically analyzed with HGB. Out of the total dataset 80% data has been used for training
and 20% has been used for testing the model.
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Table 1 shows the statistical data of three different analyses of three different ML
algorithms such as Decision Tree, Linear Regression and Support Vector Machine. It is
found that the linear regression is having lowest RMSE of 3.60 and R? error is —0.39.
However, the mean average error is 2.72; this could be due to similar type of data in the
available training dataset. Further analysis has been carried out with Linear Regression
with Gradient Descent.

Table 1. Statistical analysis of ML algorithms

RMSE MSE R? Error MAE
DT 432 18.70 -0.93 2.41
LR 3.60 13.03 -0.39 2.72
SVM 5.32 28.30 -1.92 2.56

Figure 6 shows the regression analysis of RETICS vs HGB where most of the data
possesses negative slope characteristics which means that with increasing HGB content
there is a decrease in the RETICS. In most of the cases the HGB content carries in
between 8.5 to 11, which corresponds to a decrease in 17% of RETICS%
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Fig. 6. Regression analysis of RETICS vs HGB

Similarly, Fig. 7 represents the statistical graphical analysis of LDH vs HGB. How-
ever, with the same range of HGB (refer Fig. 6) the LDH content varies between
385-460.
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Table 2 shows the analysis of different ML algorithms for LDH vs HGB. Figure 8
shows the heat map based on autocorrelation function where all the diagonal elements
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Fig. 7. Regression analysis of LDH vs HGB

have a magnitude 1 per unit.

Table 2. Statistical analysis of ML algorithm

RMSE MSE R? Error MAE
DT 383.04 1.46 x 103 ~1.08 180.6
LR 274.32 75251 -0.07 181.41
SVM 286.16 81885 -0.165 155.05

Table 3. Correlation statistical analysis with Hb

Sr. No Parameter Magnitude Remarks
1 RETICS% —0.39248 NEGATIVE
2 LDH -0.37992 NEGATIVE
3 BIT -0.137320 NEGATIVE
4 RBC 0.300613 POSITIVE
5 WBC —0.09364 NEGATIVE

Figure 8 this correlation depicts that the patient does not have enough hemoglobin
produced in this body as the formation of LDH is high in their body hence they cannot
carry enough oxygen to supply throughout their body.
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6 Conclusion and Future Work

From the present study with the data of the patients who have sickle cell disorder (HbSS)
and using the ML models it can be predicted that the patients having low hemoglobin
might face many clinical symptoms due to the formation of high level of LDH, more
numbers of WBC and reticulocyte counts. Due to the low hemoglobin in their body they
are unable to meet the oxygen demand of the body and subjected to deoxygenated state
and leads to high amount of lactic acid and higher count of reticulocyte or premature
RBCs in their circulation. Hence patients must go through regular blood transfusions and
hemoglobin tests. The traditional method of measurement of hemoglobin is accurate,
infants and adults are hesitant to use it since it is painful, and regular blood extraction
makes them uncomfortable. As aresult, introducing a non-invasive way will be beneficial
to determine their hemoglobin level any place and without any pain. Till then regular
management of the patients with the clinical and hematological data set using machine
learning techniques will be of great importance.
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Abstract. This research paper presents a distributed architecture for optimized
route planning and precise circle detection in unmanned aerial vehicle with
machine learning. The architecture focuses on three key areas: motion planning,
control, and the integration of a web application with machine learning (ML) for
autonomous drones. By leveraging advanced planning and control algorithms, the
architecture enables UAVs to navigate dynamic environments, execute complex
maneuvers, and maintain stability. The ML-integrated web application enhances
decision-making for detection, optimizing route planning. Extensive simulations
and real-world experiments validate the effectiveness and scalability of the pro-
posed architecture, making it a valuable tool for advancing research in autonomous
UAV systems.

Keywords: Autonomous unmanned aerial vehicles - distributed architecture -
motion planning - control - machine learning - web applications - experimentation

1 Introduction

In recent years, the field of intelligent unmanned aerial vehicles (UAVs) has grown
quickly, and now it presents a wide range of distributed autonomous robotics research
opportunities [1, 2]. With the aim of designing controllers that facilitate the autonomous
flight of a UAV from one waypoint to another in comparison to prior research which
has concentrated on low level control capabilities. The most frequent mission scenario
entails positioning sensor pay-loads for data collection, with the data ultimately being
processed offline or in real-time by ground workers. In recent combat scenarios, the use
of UAVs in mission duties like surveillance [3, 4], videography, search and rescue [5]
etc., has grown increasingly crucial and it is projected that they will continue to play
crucial roles in any future conflicts.

In civil applications such as remote sensing, precision agriculture [6-8], etc., intelli-
gent UAVs also play a vital role. There is a need to build more advanced UAV platforms
for both military and civil uses which can offer more emphasis on the development of
intelligent capabilities and capacity to communicate with human operators and other
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robotic platforms. Low- level control is no longer the primary focus of research. Instead
of this, sophisticated software architectures that integrate low level and decision-level
control are being used. These should thus function seamlessly with larger C412 systems
with network-based architectures. These systems are necessary to provide the capabil-
ities needed for the upcoming, more complicated mission requirements, and they serve
as an excellent testing ground for distributed Al technology.

Path planning algorithms [9—11] that produce collision-free paths, precise controllers
capable of executing such paths even in the presence of unfavorable weather conditions
(such as wind gusts), and a dependable mechanism that coordinates the two are neces-
sary for navigating in environments where there are many obstacles close to building
structures.

In a distributed software architecture utilized in a fully deployed rotor-based
unmanned aerial vehicle (UAV), a method for combining path planning techniques with
a path execution mechanism—including a reliable 3D path following control mode—is
described in this study. There are descriptions of many of the software parts utilized in
the distributed architecture. The elements in charge of path execution are given special
attention. The method considers the varied time properties and dispersed communication
of a path-planning algorithm and a path-following control mode [12]. To operate UAV's
in urban settings, they also feature a safety device.

Unique challenges posed by the specific scenario necessitate precision control,
maneuverability, and payload delivery capabilities [13]. The scenario requires the drone
to follow predefined flight paths, locate a tar-get, and execute precise payload deployment
[14]. In this study highlighted the importance of developing a specialized quadcopter
tailored to meet the specific requirements outlined in the problem statement. Following
a thorough analysis of the challenge, devised a rigorous design strategy to construct a
quadcopter capable of successfully accomplishing the assigned tasks. To optimize sta-
bility and longevity while minimizing weight, implemented a 505mm wheelbase and
utilized lightweight yet durable materials. The frame construction incorporated alu-
minum rods for enhanced strength, while medium density fiberboard (MDF) provided
structural support integrity. A true X-frame design was employed to ensure stability
without compromising on the accommodation of essential hardware components.

This quadcopter’s primary flight controller is the Pixhawk 2.4.8, which provides
dependable and accurate control over the drone’s flight parameters. The popular open-
source autopilot program Ardupilot was loaded into Pixhawk’s firmware. The control
and navigational abilities required to carry out complex flying patterns were provided
by this combination. Also installed a Raspberry Pi microprocessor on the quadcopter to
precisely locate the target and carry out the payload delivery duty. This microcontroller
was developed to carry out real-time image and video processing. The primary camera
recorded and processed video inputs using sophisticated coding techniques, allowing
the precise detection and identification of the target area. Numerous flying tests were
conducted to experimentally evaluate quadcopter de-sign, replicating the tasks specified
in the problem statement [15—17]. These experiments verified the viability of idea, as the
quadcopter successfully carried out the intended flying patterns, located the target region,
and dropped the cargo precisely. The data gathered from the testing shows that suggested
quadcopter design is trustworthy and effective for the intended purposes (Fig. 1).
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Fig. 1. Work Flow Flowchart

2 Design Process

Thoroughly examined the specifications outlined in the problem description during the
design process of the drone frame. It was crucial to ensure that the frame could securely
accommodate all the necessary components, allowing the drone to effectively fulfil the
designated objectives of the research experiment. As to consider several things during
the design process, including the size and weight of the individual parts, the necessity for
structural stability, and the drone’s overall balance. These factors had to be considered
to guarantee that the frame could sustain the hardware while still performing at its best
during flight.

2.1 Frame Selection

First, a 200-g package with dimensions of 5 x 10 x 10 cm® must be delivered by the
drone on its own. Additionally, throughout the mission, the drone must maintain a flight
altitude of 30 m.

During the design phase, considerable considerations were made in order to satisfy
these needs. Choosing the right propellers and a propulsion system that could produce
enough thrust to sustain the payload and maintain stable flight was an important consid-
eration. 10-inch propellers were selected to accomplish this as they were discovered to
produce the roughly necessary thrust for the load delivery.

It was crucial to strike a compromise between clearance and stability in order to
guarantee appropriate clearance between the numerous components mounted on the
frame. Therefore, it was decided that arms 20 cm in length were ideal. This length
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permitted a 2 cm clearance between the parts, guaranteeing adequate room for their
proper operation without affecting the overall stability of the drone’s construction.

3 Modelling of Frame

It was crucial to design the quadcopter’s frame using 3D modelling software before
beginning the construction process. This process made it possible to precisely visualize
and evaluate the frame’s structural features. Autodesk Fusion 360, a widely used appli-
cation for design and engineering, was selected as the programmers for this job. The
quadcopter’s arms and body were designed together with the proper frame arrangement
throughout the design phase. To make sure the frame configuration satisfied the needs
for stability, maneuverability, and payload capacity, several factors were considered.
In Fusion 360, the frame was digitally built when the arrangement was decided upon,
considering the necessary dimensions and characteristics. A thorough structural anal-
ysis was carried out to evaluate the frame’s performance and structural integrity. The
material characteristics and structural dimensions were entered into the software for this
study. The frame may be simulated both statically and dynamically under various forces,
including thrust, gravity, and torque, thanks to Fusion 360’s simulation capabilities. The
software may assess the frame’s performance in terms of static stability and dynamic
response by applying computed force values to points inside the frame [18]. To enhance
the drone’s design, multiple iterations were conducted. The frame’s configurations were
modified at each iteration, and simulations were utilized to evaluate the frame’s perfor-
mance. The aim was to develop a frame that fulfilled the requirements of the operational
stage while ensuring stability, durability, and maneuverability [19-21].

3.1 Weight Estimation

Carefully chose the quadcopter’s important parts and considered the materials for the
frame construction in order to satisfy the requirements of the problem description.

Estimated the overall weight of the drone to make sure it would stay within the
allowed weight ranges. The data below shows the estimated weight distribution for
some of the key elements.

After estimating the drone’s weight and went on to compute the thrust needed to
lift it. Maintaining a 2:1 thrust-to weight ratio is a usual guideline. The thrust needed
for each motor was estimated to be around 700 g based on this ratio. If a quadcopter
arrangement were used, the total thrust needed to lift the entire drone would be twice its
own weight.

Drone Total Weight Approximation: 1400 g.

Drone Lifting Total Thrust Needed: 2800 g.

Each motor’s thrust is 700 g.

These calculations made sure that the motor thrust, and the components chosen would
be enough to achieve controlled and steady flying. Are able to create a quadcopter that
could successfully carry out the specified flight maneuvers and payload delivery tasks
mentioned in the challenge description by carefully evaluating the weight and figuring
out the thrust needs.
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3.2 Frame Design

e The materials used in the fabrication of the drone for the research experiment were
meticulously selected to achieve an optimal combination of durability and lightweight
design. Medium-density fiberboard (MDF) and aluminum were chosen as the primary
materials to fulfil this objective.

e The drone’s frame was constructed using MDF, which has a good strength-to-weight
ratio. The overall weight of the drone is optimally maintained, while this material
provides great structural integrity. The drone is kept lightweight by using MDF,
enabling effective flight maneuvers and reducing battery usage.

e On the other hand, aluminum was chosen due to its outstanding durability and light
weight. In locations that needed extra strength, such as crucial joints and supporting
structures, it was employed strategically. The use of aluminum components improves
the drone’s overall resilience without considerably adding to its weight.

Fig. 2. Side View of Drone Fig. 3. Isometric View Fig. 4. Top View of Drone

e Drone design achieves a harmonious balance of lightweight construction, durabil-
ity, and ease of maintenance by carefully examining the selection of materials and
utilizing modern design and production techniques. This guarantees that the drone
will function optimally and have an extended operational lifespan, even under the
demanding conditions of its designated operational phase. As shown in Fig. 2, 3 and
4 the side, top and isometric views are available.

e Structural Properties of the material chosen: The stability, toughness, and general
performance of the quadcopter are greatly influenced by the structural qualities of the
materials used in its construction. In this instance, medium-density fiberboard (MDF)
and aluminum were chosen as the materials. MDF is a composite wood product cre-
ated by mixing resin and wood fibers under intense pressure and heat. When choosing
the MDF for the quadcopter’s construction, the following characteristics were con-
sidered: Measured carefully to establish a balance between weight and structural
soundness, the MDF used had a thickness of 4.5 mm. Although thicker boards could
offer more strength, they would also add to the quad-copter’s weight, which might
have an effect on how well it flies. The MDF used for this project has a density of
750 kg/m?>. For the quadcopter’s construction to maintain an ideal weight-to-strength
ratio, this figure, which represents the mass of the material per unit volume, is crucial.

Due to its light weight and excellent strength, aluminum was chosen in addition
to MDF for some of the quadcopter’s structural components. The aluminum used was
considered for the following qualities:
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The aluminum sheets that were used were 1 mm thick. To achieve minimal weight
while maintaining appropriate strength for the components where aluminum was used,
this relatively thin gauge was chosen.

Aluminum has a high modulus of elasticity (MOE), which is calculated to be
70300 N/mm?. Due to this characteristic, aluminum parts can tolerate bending loads
and keep their structural integrity during flying maneuvers.

Quadcopter design achieves a balance between weight, strength, and rigidity by
carefully examining the structural characteristics of the selected materials, particularly
MDF and aluminum. This makes it possible for the drone to endure the forces generated
by the aerodynamics of flight, maintain stability, and fulfil the specific objectives outlined
in the designated research tasks.

4 CG Calculation

4.1 The Word “Data” is Plural, not Singular

e Used a strict approach to precisely estimate the drone’s center of gravity (CG). Firstly,
it strung a thread from one of the drone’s arms to the end of the drone. It made sure the
string’s line passed through its pivot point and remained perpendicular to the ground
by paying close attention to it. By doing this, were able to create a reference line for
our measurements.

e Again, thenrepeated the process by fastening threads to several spots along the drone’s
frame. To be more precise, we fastened strings to the pivot point where the arm and
cover plate converge, the border of the bottom plate, and the center of the top plate.
Each string created a line from its connection point that crossed the earlier established
reference line.

e Determined the precise location of the drone’s center of gravity by examining the
intersection locations of these lines. The intersection that was indicated represented
the drone’s estimated CG location. Through this process, we were able to establish
that the drone’s center of gravity (CG) was situated precisely 15mm above the top
plate and at the center of the true X frame design.

e To ensure the drone’s stability and balanced flight characteristics, it is crucial to care-
fully evaluate the center of gravity (CG). So, to improve the drone’s performance,
control, and maneuverability during the flight evaluation by accurately determining
the CG location. Furthermore, utilizing this information, although can arrange addi-
tional components, such as the payload, in a manner that preserves the overall stability
and flight dynamics of the drone.

S Displacement Caused by Stress

Although carried out stress analysis with computer simulations to assess the drone
frame’s structural robustness as shown in Fig. 4. In order to replicate the highest load
that the frame might encounter during flight, applied a force of 10N at the end of each
arm in this analysis. Were able to ascertain the stress distribution inside the structure by
applying these forces and considering the material characteristics of the frame.
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Were able to evaluate the drone frame’s structural integrity and pinpoint any potential
weak places or regions that would encounter excessive stress thanks to the stress analysis.
Able to locate areas of high stress concentration that may need reinforcement or design
adjustment by analyzing the stress distribution. The Displacement caused by stress is
also shown in Fig. 5.

Fig. 5. Displacement Caused by Stress Fig. 6. Result of Stress Analysis

5.1 Fabrication of the Drone

e The fabrication procedure was started to assure the build’s structural integrity and its
capacity to withstand the predicted forces after carefully choosing the materials and
performing a structural analysis of the quadcopter model (Fig. 6).

e Precision CNC cutting of medium-density fiberboard (MDF) sheets for the quad-
copter’s main body was the first step in the construction process. This method made
sure that the structural components’ dimensions were precise and constant. The
aluminum arms were additionally saw- cut, ensuring their sturdiness and strength.

e Custom-designed 3D-printed pieces were integrated to further improve the quad-
copter’s appearance and operation. These components were created by additive man-
ufacturing processes using PETG (Polyethylene Terephthalate Glycol) and ABS
(Acrylonitrile Butadiene Styrene) filaments. This method made it possible to design
complex components that were specially tailored to the needs of the quadcopter.

e The various parts of the quadcopter’s frame were fastened and connected during the
construction stage using M3 bolts of the ideal size. While minimizing extraneous
weight, adequate fastening was ensured by the careful selection of bolt size.

5.2 Detailed Weight Breakdown

The comprehensive weight breakdown sheds light on the relative weights of the different
quadcopter components. These parts include the top plate, bottom plate, and arms that
make up the structure as well as crucial hardware like the Raspberry Pi, Pixhawk, GPS
devices, webcam, and ESCs. Propellers, motors, a mounting plate, a standoff, a VTx,
and a camera are additional parts that help the quadcopter function and perform.

The weight breakdown also takes into consideration the battery, GPS stand, dropping
mechanism, ELRS data telemetry, and other wires and parts required to secure the
peripherals. These elements are essential to fulfilling the objectives of the research
experiment. When all the components stated above are considered, the quadcopter’s
overall weight is 1179g. This weight is a crucial factor in ensuring the quadcopter’s
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optimum balance, stability, and flight qualities throughout the competition. Engineers
and researchers are able to make educational decisions about component choice, location,
and overall weight management thanks to the precise weight breakdown, which is helpful
for the design and optimization of the quadcopter.

TensorFlow’s Object Detection Mechanism:
There are several processes involved in object detection using TensorFlow:

The Single Shot Multibox Detector (SSD) and the You Only Look Once (YOLO)
architecture are two pre-trained object detection models that are available through Ten-
sorFlow. As an alternative, you can use TensorFlow’s APIs to train your own unique
object identification model.

Training: When an object detection model is trained, labelled datasets are fed into it,
and its parameters are optimized using methods like gradient descent. High-level APIs
from TensorFlow, like the Object Detection API, make the training process easier.

Inference: After been trained, the object detection model can be applied to forecast
new, unforeseen data. The trained model may be loaded, inference can be done on
pictures or videos, and bounding box coordinates and class labels of detected objects
can be extracted using TensorFlow’s tools.

6 Dataset

A dataset is essential for the precise target identification and successful execution of the
payload drop in the context of the given code and the research scenario [10]. To train
and test machine learning models, datasets are collections of labelled samples. A picture
or video with matching annotations that define the bounding boxes around the items of
interest makes up the majority of datasets used in object detection. The object detection
model is trained using these annotations as ground truth data.

Unmanned aerial vehicles (UAVs) use a variety of sensors and equipment to gather
a wide range of data. These data are crucial for successfully completing UAV missions
and getting insightful information for many applications. Here is a more thorough expla-
nation of the kinds of information that UAVs gather: Imagery and Video Data: UAVs
are fitted with cameras that record both still images and moving video. These cameras
can include thermal, multispectral, hyperspectral, RGB (Red, Green, and Blue), and
infrared cameras. While thermal cameras use infrared radiation to illustrate temperature
differences, RGB cameras only record images produced by conventional visible light.
In order to analyse certain vegetation or material qualities, multispectral and hyperspec-
tral cameras record images in a number of or narrow bands across the electromagnetic
spectrum.

6.1 Information about GPS and Navigation: UAVs rely on GPS technology to deter-
mine their location and navigate securely. GPS data is necessary for flight planning,
waypoint navigation, and preserving aircraft stability. UAVs may also employ a variety
of navigation devices, including Inertial Measurement Units (IMUs), barometers, and
compasses, to enhance their sensing and orienting abilities.
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6.2 Info from Payload-Specific Instruments: Other data kinds might be gathered,
depending on the mission and payload setup of the UAV. UAVs may, for instance, be
equipped with sensors for monitoring animals, water quality, or air sampling in the
course of scientific study.

6.3 Sensor Information: In order to gather information beyond imagery, UAVs are
fitted with a variety of sensors. For weather forecasting and climatological studies,
atmospheric sensors detect air pressure, temperature, humidity, and other meteorolog-
ical factors. Gas detectors are useful for environmental monitoring, industrial safety
inspections, and finding gas leaks since they can identify and measure a variety of gases.

7 Result

We accomplished the objectives of the experiment using our custom-built quadcopter,
equipped with the Pixhawk flight controller and the Raspberry Pi microcontroller. By
showcasing the design, implementation, and evaluation of our drone system in this
research paper, we illustrated its effectiveness in addressing the challenges described in
the problem statement. Here are some of the output photos are available where we see
the terminal of Raspberry Pi and how drone is optimising after the circle detection in
Fig. 7 and Fig. 8.

Fig. 7. Circle detection by drone Fig. 8. Optimization in circle detection

8 Conclusion

In conclusion, the application of machine learning techniques in UAV route planning
and circle detection has showcased promising results, providing a solid foundation for
future research and development in the field. As the demand for efficient and accu-
rate UAV operations continues to grow, these findings contribute to the advancement
of autonomous systems and pave the way for new possibilities in various industries.
With further refinement and validation, the optimized route planning and precise circle
detection methods discussed in this paper can lead to safer, more efficient, and more
intelligent unmanned aerial vehicles.



104

A. Garg et al.

References

10.

11.

12.

13.

14.

15.

16.

17.

Cai, Y., et al.: Guided attention network for object detection and counting on drones. In:
Proceedings of the 28th ACM International Conference on Multimedia, pp. 709-717 (2020)
Al Dahoul, N., Sabri, A.Q., Mansoor, A.M.: Real-time human detection for aerial captured
video sequences via deep models. Hindawi 15 (2018)

. Chang, X., Yang, C., Wu, J., Shi, X., Shi, Z.: A surveillance system for drone localization

and tracking using acoustic arrays. In: Proceedings of the 2018 IEEE 10th Sensor Array and
Multichannel Signal Processing Workshop (SAM), pp. 573-577 (2018). https://doi.org/10.
1109/SAM.2018.8448409

Belmonte, L.M., Morales, R., Fernandez-Caballero, A.: Computer vision in autonomous
unmanned aerial vehicles-a systematic mapping study. Multidisciplinary Digit. Publishing
Inst. 9(15), 3196 (2019). https://doi.org/10.3390/app9153196

Al-Kaff, A., Gémez-Silva, M., Moreno, F., de la Escalera, A., Armingol, J.: An appearance-
based tracking algorithm for aerial search and rescue purposes. Multidisciplinary Digit.
Publishing Inst. 19(3), 652 (2019). https://doi.org/10.3390/s19030652

Apolo-Apolo, O.E., Martinez-Guanter, J., Egea, G., Raja, P., Pérez-Ruiz, M.: Deep learning
techniques for estimation of the yield and size of citrus fruits using a UAV. Eur. J. Agron.
115, Article 126030 (2020). https://doi.org/10.1016/j.eja.2020.126030

Boursianis, A.D., et al.: Internet of things (IoT) and agricultural unmanned aerial vehicles
(UAVs) in smart farming: a comprehensive review. Internet Things 18, 100187 (2020)

. Chen, CJ., Huang, Y.Y., Li, Y.S., Chen, Y.C., Chang, C.Y., Huang, Y.M.: Identification of

fruit tree pests with deep learning on embedded drone to achieve accurate pesticide spraying.
IEEE Access Prac. Innov. Open Solutions 9, 21986-21997 (2021). https://doi.org/10.1109/
ACCESS.2021.3056082

Carrio, A., Sampedro, C., Rodriguez-Ramos, A., Campoy, P.: A review of deep learning
methods and applications for unmanned aerial vehicles. Hindawi 1-13 (2017). https://doi.
org/10.1155/2017/3296874

Chen, N., Chen, Y., You, Y., Ling, H., Liang, P., Zimmermann, R.: Dynamic urban surveillance
video stream processing using fog computing. In: Proceedings of the 2016 IEEE Second
International Conference on Multimedia Big Data (BigMM), pp. 105-112 (2016)
Gonzalez-Trejo, J., & Mercado-Ravell, D.: Dense crowds detection and surveillance with
drones using density maps. ArXiv:2003.08766 [Cs]. http://arxiv.org/abs/2003.08766 (2020)
Saif, A.FEM.S., Prabuwono, A.S., Mahayuddin, Z.R.: Moment feature based fast feature
extraction algorithm for moving object detection using aerial images. PloS One 11 (2015)
Shakhatreh, H., Sawalmeh, A.H., Al-Fuqaha, A., Dou, Z., Almaita, E., Khalil, L., et al.:
Unmanned aerial vehicles (UAVs): a survey on civil applications and key research challenges.
IEEE Access 7, 48572-48634 (2019)

Hii, M.S.Y., Courtney, P., Royall, P.G.: An evaluation of the delivery of medicines using
drones. Multidisciplinary Digit. Publishing Inst. 3(3), 52 (2019)

Bonetto, M., Korshunov, P., Ramponi, G., Ebrahimi, T.: Privacy in mini-drone based video
surveillance. In: Proceedings of the 2015 11th IEEE International Conference and Workshops
on Automatic Face and Gesture Recognition (FG), vol. 4 pp. 1-6 (2015)

Boonpook, W., Tan, Y., Ye, Y., Torteeka, P., Torsri, K., Dong, S.: A deep learning approach
on building detection from unmanned aerial vehicle-based images in riverbank monitoring.
Multidisciplinary Digit. Publishing Inst. 18(11), 3921 (2018)

Schumann, A., Sommer, L., Klatte, J., Schuchert, T., Beyerer, J.: Deep crossdomain flying
object classification for robust UAV detection. In: Proceedings of the 2017 14th IEEE Inter-
national Conference on Advanced Video and Signal Based Surveillance (AVSS), pp. 1-6
(2017). https://doi.org/10.1109/AVSS.2017.8078558


https://doi.org/10.1109/SAM.2018.8448409
https://doi.org/10.3390/app9153196
https://doi.org/10.3390/s19030652
https://doi.org/10.1016/j.eja.2020.126030
https://doi.org/10.1109/ACCESS.2021.3056082
https://doi.org/10.1155/2017/3296874
http://arxiv.org/abs/2003.08766
https://doi.org/10.1109/AVSS.2017.8078558

19.

20.

21.

Optimized Route Planning and Precise Circle Detection 105

. Chiu, S.H., Liaw, J.J., Lin, K.H.: A fast randomized Hough transform for circle/circular arc

recognition. Int. J. Pattern Recogn. Artif. Intell. 24(3), 457-474 (2010)

Saif, A.FEM.S., Prabuwono, A.S., Mahayuddin, Z.R.: Moving object detection using dynamic
motion modelling from UAV aerial images. Sci. World J. 2014, 1-12 (2014). https://doi.org/
10.1155/2014/890619

Budiharto, W., Gunawan, A.A.S., Suroso, J.S., Chowanda, A., Patrik, A., Utama, G.: Fast
object detection for quadcopter drone using deep learning. In: Proceedings of the 2018 3rd
International Conference on Computer and Communication Systems (ICCCS), pp. 192-195
(2018). https://doi.org/10.1109/CCOMS.2018.8463284

Okutama-action: an aerial view video dataset for concurrent human action detection. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops,
pp- 28-35 (2018)


https://doi.org/10.1155/2014/890619
https://doi.org/10.1109/CCOMS.2018.8463284

q

Check for
updates

DRL Based Multi-objective Resource
Optimization Technique in a Multi-cloud
Environment

Ramanpreet Kaur->®9, Divya Anand?, and Upinder Kaur*

1 Department of Computer Application, Lovely Professional University,
Phagwara, Punjab, India
2 Department of Computer Science, Baba Farid College, Bathinda, Punjab, India
ramaninsal990@gmail.com
Department of Computer Science and Engineering, Lovely Professional University,
Phagwara, Punjab, India
Divyaanand.y@gmail.com
4 Department of Computer Science and Engineering, Akal University,
Talwandi Sabo, Punjab, India

upinder_cs@auts.ac.in

Abstract. The concept of multi-cloud becomes interesting progressively to cloud
users because of its high response time, flexibility, high throughput, and reliabil-
ity. But at the ground level, the concept of multi-cloud creates many challenges
for researchers. The request of users and the multi-cloud environment is hetero-
geneous now a day. To work in this kind of environment required an intelligent
system. Researchers are doing well in this field to make the whole process very
flexible by providing an intelligent environment. The proposed multi-objective
resource optimization deep reinforcement learning (MOROT-DRL) model uses
the Q-learning technique of Deep Reinforcement Learning (DRL) to allocate
resources in a multi-cloud environment. It includes a service analyzer for analyzing
the requests and MET(Minimum Execution Time)algorithm used for scheduling
the task according to execution time and then enhanced flower pollination allo-
cate the optimized resources for the demanded request. The comparison of the
proposed model is done with simulation results of MOROT and neural network
model and also implemented on GoCS real dataset of google. The proposed model
gives better results when compared based on energy, CO_ and cost.

Keywords: Multi-cloud - Deep reinforcement learning - Resources allocation -
Cyber shake seismogram workflow - Task scheduling Enhanced Flower
Pollination

1 Introduction

Based on daily consumer need the demand for various services like SaaS, PaaS, and
IaaS, promoting everyone to in the environment having multiple cloud. The concept of
multi-cloud is used when the services are fulfilled from the various cloud or the services
are moved from one cloud to another cloud. The author presents a taxonomy related to
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multi-cloud mentioned that the main actor that works in multi-cloud is Cloud Service
Provider (CSP) [1]. Cloud computing provides high performance and a large number of
services to the cloud user based on pay—per—usage. The cloud resource is distributed in
various locations and connected according to a geographical area. These services are not
allocated physically to the user but rather can be used on a rent based. Cloud user works
with multi-cloud without knowing the physical location of the cloud which is fulfilling
their request, same as virtual machines are also unknown to the user’s location. Service
Level Agreement (SLA) is an important part between cloud users and cloud providers
because it deals with important parameters such as quality, pricing, security, etc. [2].
So to fulfill the quality of services based on SLA, there is a requirement for efficient
techniques of resources management. Various researchers are doing work in this field
by providing various features of optimized resource allocation techniques.

Task scheduling is also very important with optimized resource allocation. Task
scheduling means scheduling the incoming task in such a manner that efficient resources
can be allocated. Various task scheduling approaches are doing well in this field. The
suitable technique can be adopted based on the suitable requirement of cloud users or
the resources allocation technique. Lots of work is done for resource allocation and task
scheduling in cloud computing. But the same concept becomes very complicated in the
case of a multi-cloud environment.

As the services and users in multi-cloud are increased, the concept of task scheduling
and resource allocation becomes a challenge for researchers. DRL technique of machine
learning performs the best role in every IT-related field. It can make a very complex
decision which was not possible in previous machine learning. In the cloud and multi-
cloud, DRL also performs an important role in traffic, identification, future prediction,
task scheduling, and resource allocation (Fig. 1).

Resources utilization

X Less energy consumption  Different amount of available resources
Client request(CR)  Interface

e [ I ]
CR2

DRL based Task

scheduling and

resources allocation
CR3

) o

cheioy

Fig. 1. Representation of resources allocation in multi cloud environment.

The performance of cloud or multi-cloud can be measured based on performance
indicators or some parameters such as makespan, reliability, throughput, time, cost,
power, and carbon emission. Deep reinforcement learn in intelligence elegant tech-
niques are performing an amazing role to improve resource allocation in a multi-cloud
environment without any SLA violation.

Poor resource allocation or under-utilization of resources is responsible for high con-
sumption of energy, cost, and some other precious parameters. High energy consumption
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leads to a high ratio of CO, and both deeply affects social life. The balance between
both is a very challenging concept. The future of any country depends on a healthy
citizens. The deep reinforcement learning technique intelligently allocates resource to
the user from more than one cloud to fulfil their requests having all benefits as energy
efficiency, cost and CO; reduction. The enhanced flower pollination algorithm (EFPA)
works in the particular cloud for resource allocation based on local and global opti-
mization techniques for energy efficiency. MET algorithm and cybershake seismogram
workflow segregate the incoming requests and prepare a task queue for EFPA so that
requests can be processed based on minimum execution time. This model is evalu-
ated with cloudsim simulator. The remainder part of this paper includes as following.
Section 2 is the related work and parameter-based study of task and resource allocation
in the multi-cloud. Section 3 is the explanation of the proposed model having a flowchart
and algorithms. The experiment results discussion and comparison of proposed work is
in Sect. 4.

2 Related Work

This section gives a basic review of various task scheduling and resource allocation
techniques. Authors doing well to reduce various issues in the field of cloud and multi-
cloud environments.

Predicting the future user’s requirements in the cloud helps to reduce violations in
service level agreements. But it is very difficult to predict the future requirement in the
case of multi-cloud. Future prediction helps the cloud provider to allocate quality of ser-
vice to the user. The author proposed a hybrid approach for future requirement prediction.
This approach uses lazy learning, modified K-medoids, and lower bound dynamic time
warping. This proposed approach gives better prediction when compared with others [3].
Resources management in multi-cloud needs a unique interface and wrapper for every
service. The author proposed an approach that is adopted by deployable services in terms
of open sources available platforms. This interface is different at run time, design, and
deployment stages. The focus of this paper is to give an open-source, module-based solu-
tion that can be easily used [4]. The author presented how Cloud MF makes techniques
of model-driven and ideas for minimizing the vendor lock-in and helps for allocations
applications of multi-cloud. The Cloud ML (Cloud Modelling Language) permits to
provision and deployment of applications in models of cloud provider-independent [5].
The author developed an optimized approach to minimize micro services repair, latency
overhead of allocating containers on the cloud and reduce services cost. As micro-service
are arranged in a container and that container will be allocated to VM but how to allocate
the container on a suitable VM and allocate VM on a suitable cloud is a challenging issue.
The author implements the NSGA-II genetic algorithm and compares it with the Greedy
First-Fit algorithm; the implemented algorithm gives 300% improvement as compared
to others [6].

Services provided by the cloud make every task very flexible as a business also
moved toward the cloud and getting more benefits. To work on a single cloud is very
efficient. But difficult in the case of multi or cross-cloud. To handle different instances
of business processes near customers can be beneficial; the author presents a novel
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architecture of the environment of multi-cloud business provision. This architecture
involves components to handle the monitoring and adaption of the business processes
in a multi-cloud environment. This framework explains all about services such as Iaas,
PaaS, monitoring, adoptions, etc. that can help to do business processes in a better way
[7]. The author presented Replica aware task scheduling method to reduce the response
delay of services. According to this algorithm, transferring computation and transfer
data are combined. Resources matching are accomplished according to the availability
of nodes. Failed or non-local data is replicated in advance to the targeted node. According
to the cache placement algorithm, the next execute task is predicted. The experiment
result shows that our proposed method performs better as compared to the benchmark
algorithm in terms of node prediction and response time [8].

An integer linear programming model is developed to handle the scientific workflow
in a multi-cloud environment. This helps to reduce financial costs by encountering the
deadline requirement of the user. In this proposed model the resource limit imposed
by the cloud provider and cost is calculated on an hourly basis. The experiment results
show that change in deadline and workflow affect cost i.e., greater in CPU intensive
workflows rather than other elasticity values remain always a constraint in work under
long deadlines. A short deadline has a high cost. The comparison of the proposed model
is done with the MIP-CG, MCPCPP, and IP-FC. The result shows that the proposed
model is suitable for all deadlines; in the future, the makespan and total cost should be
considered [9].

The author proposed Multiple-replica integrity auditing schemes for secure data
storage on the cloud. A Cloud users are continuously taking data storage services on
the cloud free from cost burden. The Author also mentioned open issues and research
directions [10]. The author presents a hybrid formal verification approach for accessing
high-quality service composition in the environment of multi-cloud by reducing the no.
of the cloud provider. The proposed approach is helpful for checking the user request,
services selection, and multi-cloud composition. Results show that this method reduces
memory consumption [11]. This paper investigates resource management in a multi-
cloud environment. The author also investigates the user’s demand for applications in
a multi-cloud environment. Definition and resources classification in the multi-cloud
environment and three taxonomy of multi-cloud are mentioned. Future trends and chal-
lenges also point out [12]. In this paper, the author focus on scheduling techniques that
handle challenges in inter-cloud and also presents basic concerns and task scheduling
related to multi-cloud. All scheduling techniques are categories based on some parame-
ters. After containing the survey, the author mentions that security and load balancing is
an important concern that should be considered in the future [13]. This author proposed
a cloud-enabled workflow science gateway. This paper includes all the principles of
integrating the cloud system with a science gateway. It integrates the WS-PGRADE/g
USE and cloud broker platform. This integration is used in the CloudSME project where
20 companies port the simulation application on the cloud. The proposed method pro-
vides cloud access flexibility and the user can access all clouds integrated with this
gateway [14]. During the use of multi-cloud, the user has to face some challenges such
as provisioning, elasticity, portability, and availability. To handle these challenges the
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author presented the so cloud framework that is deployed on 10 cloud providers’ com-
plete architecture and interaction between all components of the so Cloud framework
discussed in this paper. With this approach, the user can get high availability [15].

The author focuses on the problem of VM placement for reducing cost and saving
energy in a heterogeneous environment of multi-cloud. The author proposed a mimetic
algorithm for VM placement based on cost-efficient to solve this problem i.e. called
grouping genetic. The proposed algorithm reduces running PM and consumption of
energy by the geographical distribution of the data center. Hill climbing is also used
do searching in local to maximize the speed and run time of the genetic algorithm.
Comparison of the proposed model is made with three other recent researches and found
that the proposed model performs better to reduce cost and energy [16]. In this paper, the
author developed normalized hybrid service brokering With Throttled Round Robin Load
Balancing (NHSB_TRB) to provide cost-effective services to the user. This approach
produces a normalized value of optimized cost. The data center based on cost is selected
for distributing the load. The weighted threshold is used to distribute the load on the
data center and the round-robin load balancing approach distributes the load on VM.
The experiment result shows that the proposed model improves response time, monetary
cost, and processing time of data center up to 17.39%, 7.06%, and 31.35 when compare
with ORT_RR, CDC_RR, ORT_THR, and ORT_ES approaches [17]. Table 1 compares
task scheduling and resources allocation techniques in a multi-cloud environment based
on a parameter such as Makespan, cloud/resource, utilization, scalability, cost, Response
Time, Energy efficiency, and Co2 reduction.

The above table shows that not a single technique works collectively on cost, energy,
and Co,. So the same should be considered in research work.

3 Proposed Methodology

With the time-varying demands of construction, optimization, and user requests, a Cloud
computing system cannot be considered self-sufficient. The internal environment for
agent state and decision-making are also temporal shifting like Cloud computing’s
income ratio, which varies in different periods during a single day [31]. A DRL frame-
work with time-varying external stimuli is used to view the decision-making process
as an ensemble. Each mapper’s information is as follows: Extrinsic or internal stimuli
are inputs to the mapper of time-varying, whereas the output is a change in the agent’s
state or state-changing. It is a mapper of stimulus evolution in agent and state, where the
stimulus force is input and the set of agent-state at real-time is output, as the agent and
state are usually changing with stimuli.

When it comes to managing resources in a cloud computing environment, resource
allocation (RA) is one of the methods available. When it comes to establishing the optimal
balance between VM and PM in the cloud data center, Infrastructure as Service providers
confronts a significant difficulty. This is known as finding the optimal allocation for VMs
and PMs in terms of the number of resources they require [32]. There are two components
to resolving the issue of VM allocation: first, the acceptance of new requests for VM
provisioning and the placement of the VMs on a PM, and second, the optimization of
existing VMs (Fig. 2).
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Table 1. Task scheduling and resource allocation techniques in a multi-cloud environment.

Ref. Technique Makespan | resources | Scalability | Cost | Response | Energy Coy Reduction
No. utilization Time efficiency
SK Panda [18] AMinB, AMaxB, and v 4 X x x X x

AMinMaxB task

scheduling algorithm
Lijin P [19] Game theory-based v X X X X X X

resources allocation

algorithm
A. Pietrabissa [20] Q-learning(Policy X X v X X X X

reduction and state

aggregation strategy)
SK Mishra [21] Energy-Aware Task X X X X X v X

Allocation in

Multi-Cloud Network
J.Carvalho [22] Simple Adaptive x v x v v x X

weighting method and

multi-choice knapsack

problem
P.Antoniol [23] SARSA()) and x X X X X X X

Q-learning
S.Kang [24] DSS X X X X X X X
Z.Chen [25] OWS-A2C X v X 4 x X X
SK Panda [26] MCC,MEMAX,CMMN | v/ v x x x X x

Algorithm
M.Farid [27] FR-MOS v v X v X X X
T.Subramanian [28] | Novel cloud brokering x X v x x x x

architecture
C. Thirumalaiselvan | ELB, high priority v x x X v v x

[29] scheduling algorithm,

and rate-based

scheduling algorithm
N.Grozev [30] Rule-based x X X x x x x

domain-specific model
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Fig. 2. Workflow of DRL in a cloud environment.
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The decision mapper is in charge of computing the next action based on the agent’s
present state, and the action taken at the next opportunity is the output. To put it in
layman’s terms: The environment is fed by actions provided by a mapper and grows as
a result of those actions. Environment’s output is fed into mapper of feedback, while
agent’s internal stimuli are fed into mapper of time-varying [33-35]. Replay storage
is used to store long-term input in preparation for future use, while timely feedback is
taken from the environment. The settings of the decision-maker will be updated as a
result of both long-term and real-time feedback. Generalized RL built on the integration
of mappers. Programs are often used to model time-varying, stimulus evolution, and
environmental conditions in some research. Neural networks can be used to build a
decision and feedback mapper. The feedback mapper can be implemented as a neural
network to calculate the loss function of the neural network in the decision mapper since
it aims to update the parameters of the decision-maker. In computing, a VM (virtual
machine) is an emulation of a certain computing system that is used to simulate another
system. Virtual machines are capable of running since they are based on the computer
architecture and functionalities of a real or physical computer. These systems can be
implemented using specialized hardware and software, or they can be implemented
using a combination of both [36]. Virtual machines can be divided into several categories
based on how closely they resemble their real-world counterparts in terms of capability
(Fig. 3).

x . 2 . ] *
Deep Reinforcement Learning Technique
<
Services Analyzer Services Analyzer
PR L. v *
Paas Saas Taas Paas Saas Taas
. . * . ) .
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Fig. 3. Multi-objective resource optimization deep reinforcement learning (MOROT-DRL) model
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As aresult, system virtual machines can serve as a complete substitute for the targeted
virtual machines, as well as providing the amount of functionality required to operate an
operating system (also known as full virtualization VMs). While this is true, a process
virtual machine provides an abstracted and platform-independent execution environment
for a single computer application running on a variety of platforms. The centralized
cloud resource manager is in charge of managing the resources in cloud computing.
Cloud data center (DC) resources are made available to cloud consumers using virtual
machines (VMs), which are based on physical machines (PMs). To maximize resource
use while minimizing energy consumption, cloud computing Infrastructure as a Service
(TaaS) providers must implement dynamic resource management techniques in their
cloud DCs. Because of business considerations, the resource management strategies
and algorithms used in public clouds are not revealed. The proposed energy-efficient
resource allocation mechanism is comprised of a single central scheduling point (CSP)
and N cloud users. CSP managed many heterogeneous resources like memory, processing
units, network bandwidth, and so on in the form of virtual machines (VMs). When these
virtual machines (VMs) were requested by cloud customers to complete their activities,
the cloud provider allocated them based on the preferences of the cloud consumers. The
primary purpose of this proposed Enhanced flower pollination algorithm is to reduce the
amount of energy consumed during work scheduling in the cloud environment, as well
as to reduce the number of task scheduling issues in cloud computing.

Algorithm 1: Enhanced flower pollination algorithms
1: Start
2: Input
Data center structure Dy
Size of Population S,
Total number of takes Sy, sk
Number of iterations iy
Number of Virtual machines S;, v,
3: Output

Optimal Solution Y,
4: Calculate the global task queue
Y=Y Y (P)(S-Y )
5: Calculate the local task queue
Y=Y (Y] -Y L)
6: finally find out the Optimal Solution

Y, a=1,23,......... S

1=1i+l1;

7: Update and repeat the Optimal Solution
8: Select the best solution
9: Stop

Increased energy use results in an increased operating expense. The most pressing
issue is the increase in excessive carbon emissions (CO2). It has a greater impact on the
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environment. This limited supply must be put to good use. The most critical step is to
reduce the use of energy and power. It is important to avoid wasting resources. This is
referred to as energy conservation. The efficient use of resources can be improved by uti-
lizing virtualization technologies. The dynamic consolidation of virtual machines (VMs)
is made possible by virtualization technology. Cloud service providers can host several
virtual machines (VMs) on a single physical server, i.e. virtualization. One technique to
reduce power usage is to turn off nodes that are not in use.

Ecg is a metric that measures how much energy is expended while a job is in the
process of being set up for execution, such as copying the data needed for the task to run.
The amount of CPU energy used to carry out the task in the designated VM is therefore
considered as an Epg, which is directly related to the amount of CPU energy utilized.
Thus, the total amount of energy consumed by the user jobs in the Task Set may be
calculated using Eq. 1.

ETDIal:ZEVM (1)

Here Evy is known as

Evm = Ece + Epg 2)

Algorithm 2: Task Scheduling Algorithm for Deep reinforcement learning
1: Start
2: evaluate the resources information of task
3: Set Eyy task.
4: EvaluateE

ETotal= YEvm

Eyym = Ecg + Epg
: Do till all task mapped
: Earliest completion time and resources of all task are calculated
: Set resource’s ready time
: According completion time set all resources
9: Do for all R
10: calculate highest Completion Time of Ti
If Maximum Completion Time <makespan
Compute makespan = max(CT(R))
11: Figure out task having minimum completion time.
12: Find out T; with minimum ET
13: Reschedule task T; according to produced resources.
14: Change ready time for those resources
15: End

o 3 O\ W
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4 Results and Discussion

To evaluate MOROT-DRL model, ‘cloudsim’ cloud computing simulation and Q-
learning technique of DRL implemented for services analyzing. Go CS dataset is used as
real cloud data set and comparison is also made on some well known websites dataset.
The simulation program is written in Java and deployed on an HP i7 processor with
16GB RAM. The apache-commons mathematics library is used to generate the power
versus throughput regression model for the servers. The Apache Net Beans used as a
tool to open JDK 8, powered with an open V9 Java virtual machine used to run our code.
These types of resources were considered for the testing CPU, memory & disk. A cloud
data center information and customer configuration information are given in Tables 2
and 3.

Table 2. Data center information and customer configuration information.

Sr. No. Characteristic Value

1 Number of data centre 10

2 Number of hosts 200

3 Available bandwidth 100-7500 Hzs
4 Available Core 4

5 Capacity per core 3 octa engine
6 Engine Type Multi

7 Engine Propagation Quad Core

8 Process Utilization Minimum 1 Hzs

9 Single Core score 14323

10 Multi Core Score 14883

11 Engine Ram 2 GB

In this paper,a virtual environment is simulated to check the efficiency of the proposed
method in terms of resources allocation.

The user requests the resources from the data center according to the requirement of
the task. Here the CR is the Client request which is fulfilled with the help of a virtual
machine VM. CR requests many resources at the same time.

Ai c CRandx!,y!, zlc A;,

x!, vyl zlcA; ¢ CR=x!, y!, 7! CCR,

When users request only one resource it can be written as Eqgs. (3) and (4):

CR! = A;, 3)
I mean 1 and CR! means user request only 1 resource.

A= () 4y;+2)) (4)
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Table 3. Notation in mathematical analysis.

Symbol Definition

VM Virtual Machine

CR Client Request

A; Component of VM

X Represents CPU

Y Represents Memory

z Represents Storage

1 Number of Resources

S Measuring Capacity

PM Physical Machine

St; Starting Time of each VM

Et; Execution Time of each VM;
RUPC Resource Utilization of data center
RU Resource Utilization

TEC Total Energy Consumption

EU Energy Utilization

P Power Consumption

DCEnergy Energy Consumption of Data Center
T Total Power Generated

Sk Power Generated by Source k

efk Emission Factor Related to k

When a user demands more than one resource it can be expressed as Eqgs. (5) and

(6).
n
CR“:Zi:l=A1=A1+A2+A3+,,,An s
T SR T R AN ¢ L e\
— n 1 n 1 n 2
CR' =) G+ 09D, @) (©)

Energy and Resource Utilization Model
VM = {vm;,i=1, 2, ..., n} are virtual machine allocated to Physical machine PM.
PM = {PM;,j =1, 2, ..., m} are physical machines.
Three PM resources considered as physical memory (RAM), storage and processor
(CPU).
So dimension d = 3.
The total time used during VM allocation is S + E.
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where Aj ¢ is resource capacity (xs1 s ys1 R zsl) requested by the VM;(1, 2,..., n) and B¢
resource capacity (x},, y},, zsl) of the PM; (1,2, ..., m).

The requirement of resources allocations are:

1: Resource should be according to the request.

2: VVMs demand is < the PMs’ total capacity of resources.

3: VVMs each VM is operator by each PM according to time.

4: Assume that a;(t) is group allocated to PM.

>, CR" of these assigned VM is < the PMs’ total resource capacity.

For all capacity (Vs) =1, ..., d- vaieaj(t) Ajs < Bis (7

Cost of Resources Utilization of PM

Y =py x VM{
— ~vd € {xfyy %) 8)
PM!
]

d _
RUJ-—

Cost of Resources Utilization of Data Center

m Xsl m )’sl m Zsl
RUDC — /tz 2=t U+ 2 U .+Zj:1Uj
tl I 352, p;

at, C)]

1 if CR assigned to Ai

here Ai =
v ' { 0 otherwise

We know every PM; can host on any VM; and the model for energy consumption
P;(t) for PM;’s host has a linear relationship with resource utilization (as if the utlization
will increase it will also effect on energy consumption [12]- The formula for achieving
these parameters are given below.

Total Energy Consumption (TEC)
At time t utilization is EU (t); and energy consumption of EU(t) is depicts as P (EU (1))

[#)
TEC] = / P (EU(1)) d tPM; € P, (10)
tl
. . m
Maximize Zj:I = EU(v); (11)
m .
TEC] = Zj:l EU(b);, (12)

EU()j with j =1, 2, ..., m is the total consumed energy of the PM,;.
1e{l,2,...,n},j €{1,2,...,m}, [0;],t € [O; £].

Energy Consumption of Data Center

t2
DC® = / P(EU(6)(x)dt + EU(y) xPryax 4+ EU(z) X Prnax (13)
tl
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Fig. 4. (a). Comparison based on Energy consumption. (b). Comparison based on cost. (c).
Comparison based on CO; emission
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The efficiency of R” helps to increase utilization of resources (RU) and the energy
efficiency of the cloud datacenter can be generated as follows in Eq. (13).

"= p. x VMY m
dﬁ\m € {xsl,ysl,zs1 }s.t.MinimizesZEU(t)j, (14)

Jj=1

Maximize = RUJ
PM].d

Carbon Emissions. Total power generated is T, the power generated by the K source
is Sk and efy is the emission factor related to K source, the total emission factor of the
cloud data center can be calculated as follow.

ef =, —efk

The proposed model MOROT-DRL is compared with the three models MOROT,
neural network and one more real cloud data set. When same model is implemented in
GoCS set also give more better results in energy, co2 and cost reduction.. Following
Table 2 shows the Energy, cost and co2 evaluation in these entire three models (Fig. 4).

The above results show that the MOROT-DRL model performs better in the case of
energy consumption, and CO, reduction as compared to the MOROT model and neural
network and GoCS google data set in a real cloud environment. In the MOROT model
resources are allocated to the user only in one cloud with the help of a minimum exe-
cution time algorithm, cyber shake seismogram, and enhanced flower pollination. The
neural network is the technique of handling the incoming task in a cloud environment
[37]. But the MOROT-DRL model mainly used the Q-learning technique for scheduling
the incoming request in a multi-cloud environment. The g-learning handles the request
while entering in the multi-cloud environment but in each cloud, the concept of cyber
shake seismogram, MET, and enhanced flower pollination technique is used which effi-
ciently works to allocate the optimized resources allocation based on the local and global
method. So the proposed method gives good results as shown in graphs and tables.

5 Conclusion

Multi-cloud gives more elasticity to the users by combining multiple cloud domains and
data centers. These features attract not only normal users but also the biggest companies
and businesses. The requirement of cloud providers and cloud users are escalating gradu-
ally. The challenge is to handle the request and allocate the required resource. Researchers
proposed many scheduling and resource allocation techniques which give good results
in various parameters such as time, cost, throughput, reliability, etc. Some more are
need to improve. So for this, we proposed the MOROT-DRL model implemented in real
cloud environment which works on energy, cost, and CO, parameters. The Q-learning
technique logically handles the incoming request and works as an intelligent model in a
multi-cloud environment. Cyber shake seismogram workflow and minimum execution
time algorithms create a queue based on minimum execution time and schedule the task
in a specific cloud. The bio-inspired algorithm, i.e., enhanced flower pollination picks
the task from the queue and allots the optimized resources with dynamic switching prop-
erty, and local and global strategy. In the end, the comparison is made with MOROT and
neural network model and GoCS, our proposed model performing superior in energy
efficiency, CO, reduction, and cost evaluation on Gocs real data set also.
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Abstract. Inthe realm of decision-making, the internet plays a vital and pervasive
role, serving as a conduit for individuals worldwide to express their perspectives
and viewpoints through various online platforms such as blogs and social media.
Consequently, the internet has become inundated with a vast array of both pertinent
and extraneous information, presenting a formidable challenge in sifting through
the abundance of content to extract the desired information. Sentiment analy-
sis emerges as a valuable tool for addressing this issue, enabling the systematic
analysis of each document to discern the prevailing sentiment expressed within.
This holds particular relevance in the realm of customer decision-making, as it
empowers individuals to make informed choices when selecting the most suitable
US airline by evaluating the opinions shared by other customers on online review
platforms like Skytrax and micro-blogging sites such as Twitter. We can use these
kinds of datasets to provides the aspect level sentiment analysis. Therefore, we
have explored, in this article, a language model built upon a pretrained deep neural
networks capable of analyzing the sequence of text to classify it as having pos-
itive, negative or neutral emotions without explicit human labelling. To analyze
and assess these models, data from Twitter’s US airlines sentiment database was
used. Experiment on above data set show BERT model to be superior in accuracy
while being more significant in less time to train. We observe notable advance-
ments over prior state-of-the-art methods that use supervised feature learning to
close the gap.

Keywords: Sentiment Analysis - Decision Making - Airline Data - Social
Media - BERT - Machine Learning

1 Motivation

Numerous social media platforms, including Facebook, WhatsApp, LinkedIn, Twitter,
Google Plus, YouTube, and Instagram, have gained widespread popularity [1-3]. Mil-
lions of users actively engage with these platforms to share their opinions and perspec-
tives. When individuals plan to book tickets, they often rely on the ratings and feedback
available on social media sites like Twitter and Facebook to inform their decision-making
process. Consequently, companies are interested in employing techniques or tools that
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can effectively analyze passenger feedback. One such technique is the sentiment analysis
[4-6].

Sentiment analysis is a very active area of research in natural language processing
that allows for the extraction of opinions from a set of documents. Sentiment analy-
sis can be investigated at various levels [4, 7, 9, 21]. Different machine learning (ML)
algorithms have been utilized to determine the most suitable algorithm for the specific
problem] [10, 11, 21]. The performance evaluation involved analyzing the confusion
matrix and accuracy of these algorithms. To gain valuable insight from a large number
of reviews, the reviews must be categorized into positive and negative sentiment. Senti-
ment analysis, also known as opinion mining, is a natural language processing technique
that involves determining the sentiment or emotional tone expressed in a piece of text
[12, 13]. It aims to understand and classify the subjective opinions, attitudes, and emo-
tions conveyed by individuals or groups towards a particular topic, product, service, or
event. Sentiment analysis can be applied to various forms of text data, including social
media posts, customer reviews, survey responses, and news articles. It helps businesses,
organizations, and researchers gain insights into public opinion, customer feedback,
and brand reputation, enabling them to make informed decisions, improve products or
services, and tailor marketing strategies [9, 10].

Sentiment Analysis was used to categories over 9,000,00 reviews into positive and
negative sentiments in the proposed work. For review classification, the Nave Bayes and
Decision Tree (DT) classification models were used. Sentiment analysis has a wide range
of applications, from determining customer attitudes towards products and services to
determining voters’ reactions to political advertisements [2, 14, 15]. Twitter is being
widely used daily by people over the years to express views and sentiments. In airline
industry, large number of customers post their views regarding services of the airlines like
bag lost, good food, flight delay and many others. This helps airlines cater customers
based on their reviews. In this paper we classify the dataset of review sentiments as
Positive, Neutral, and Negative using ML techniques [4, 9, 12]. The structure of the
paper is as follow: in Sect. 2 literature review about sentiment analysis has given. The
approach utilized to enhance the sentiment analysis, proposed framework and dataset
details in Sect. 3. In Sect. 4 BERT model with pre-training. Result and analysis are given
in Sect. 5 and conclusion in Sect. 6.

2 Literature Review

Sentiment analysis is a popular research topic in the field of natural language processing
and has many applications in various industries. In this paper, four state of the arts
classifiers, like DT, Logistic Regression (LR), Bayesian Naive and Random Forest (RF),
were used to compare the results of sentiment of text data over proposed BERT based
sentiment analysis. In order to further enhance the accuracy and effectiveness of the
sentiment analysis, it is important to explore the latest research and advancements in
this area [7, 16-19]. Furthermore, V. Hatzivassiloglou et al. [20] proposes a method
for predicting the semantic orientation of adjectives using a corpus-based approach. The
authors introduce a novel algorithm for identifying the semantic orientation of adjectives
based on the co-occurrence patterns of words in the corpus. Qiu et al. [20] proposes a
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novel method for dissatisfaction-oriented advertising based on sentiment analysis. The
authors use a ML approach to identify customer dissatisfaction and propose targeted
advertising strategies to improve customer satisfaction.

Furthermore, S. Tan et al. [5] presents an empirical study of sentiment analysis for
Chinese documents. The authors compare the performance of several ML algorithms
for sentiment analysis, including Naive Bayes, SVM, and DTs. Sentiment analysis has
gained significant attention due to its wide range of applications. It is used in social
media monitoring to understand public opinion and brand perception, customer feedback
analysis to gauge user satisfaction, market research to track consumer sentiment, and
many other domains. Various techniques are employed for sentiment analysis, includ-
ing ML algorithms such as Naive Bayes, LR, RF, and Support Vector Machines. Deep
learning models, including recurrent neural networks (RNNs) and convolutional neural
networks (CNNs), have also shown promising results in sentiment analysis tasks. The
performance of sentiment analysis models is evaluated using metrics such as accuracy,
precision, recall, and F1-score, among others. Researchers have explored feature engi-
neering, sentiment lexicons, linguistic patterns, and domain adaptation techniques to
enhance the accuracy and robustness of sentiment analysis models [22].

S. Erevelles et al. [ 1] discusses the use of big data and sentiment analysis in consumer
analytics and marketing. The authors highlight the importance of sentiment analysis in
understanding consumer preferences and behavior and propose a framework for using
sentiment analysis in marketing strategies. S.Tong et al. [16] presents a method for sup-
port vector machine active learning with applications to text classification. The authors
propose a novel approach for selecting informative examples to label in order to improve
the performance of the classifier. In literature a strong sentiment analysis has been done
using ML models, but they are lack behind in the aspect level sentiment analysis that we
hade done through the BERT method. Here, we proposed an NLP model with multiple
embedding techniques based on ML. A transformer-based bidirectional encoder repre-
sentation (BERT) for extracting latent linguistic features from airline ratings. This study
uses MLand information visualization techniques to investigate how feedback affects
customer satisfaction in various aspects of flight service. The unrated aspects of airline
reviews are then predicted from the rated aspects.

3 Materials and Method

In this section, we discuss the techniques for our proposed framework. First of all,
in Fig. 1 a framework has been shown which represents the adopted methodology.
Feature extraction and embedding method were done on training and testing data. TF-
IDF is a scoring measures to reflect how relevant a term in the given document. For the
embedding purpose Glove has been utilized which encode the cooccurrence probability
ration between two worlds.
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Fig. 1. The complete outline of our proposed framework
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Fig. 2. (a) Graph showing number of negative, positive and neutral comments/review in the data
sets. (b) Bar Graph representing the number of reviews for each airline, in the x-axis it is number

of reviews and y-axis represent the name of airlines.

3.1 Data Set Description

The datasets used in this paper is taken from social media platform. Comments data
that are included in this work are about six airlines i.e. Unites State, Delta, US Airways,
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United, Southwest and Vergin America [8]. Passenger ratings are recorded and catego-
rized as positive, negative or neutral. Negative reviews are defined based on things like
bad flights, flight delays, customer service issues, damaged luggage, flight cancellations
or booking issues [8].

Positive ratings are defined based on fast flights, great flights, great flights, good
brands, etc. The descriptive analysis has been carried out that we have shown in Fig. 1,
Fig. 2 and Fig. 3. Furthermore, Fig. 2 shows the comments of customers as a pie chart in
(a) and (b) show the word cloud. Word cloud represent the most relevant keyword that
are responsible for the positive and negative feedbacks.

Dataset used in this research is not a balanced data set that can be well understood
from Fig. 1(a). It has a smaller number of positive comments in comparison to negative
comments. The attributes of this datasets are tweet_id, airline_sentiment, Airline senti-
ment_confidence, airline, airline sentiment gold, name, retweet_count, location etc. In
order to prepare the dataset for analysis, data preprocessing techniques were applied.
This step is essential in ML to address potential issues arising from the nature of the
dataset collected from social sites. Such data can be prone to inaccuracies and may lack
certain attributes necessary for analysis. Thus, it is crucial to resolve these issues prior
to conducting any further analysis.
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Fig. 3. (a) A pie chart showing the proportion of sentiments of all six airline companies. (b) word
count of positive and negative feedbacks. It shows the important keywords used for both cases.

In pre-processing some required columns are selected and some common text pro-
cessing algorithms are performed to: Remove empty reviews, convert all the reviews to
lower case, remove numbers, tweet account names, website urls, special characters and
white spaces. Figure 3 depicts the mood of passengers toward each airline companies.
We observe that United, US Airways, American substantially get negative reactions and
tweets for Virgin America are the most balanced.

3.2 Evaluation Metrics

We present the evaluation metrics used in our work. For the performance evaluation, we
utilized widely accepted metrics for example Precision, Recall. F1-score, Sensitivity,
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Specificity and Accuracy as given by Equations from (1)—(5) (Fig. 4).

P = TP/(TP + FP) (1)
R = TP/(TP + FN) )
F1-Score =2 %xPxR/(P+R) 3)
S = TN/(TN + FP) (4)
Acc = TP + TN/(TP + FP 4+ FN + TN) 5)
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Fig. 4. Count of mood as positive, negative and neutral of all six airlines. Virgin America is getting
balanced feedback however rest of airline companies getting substantially negative reaction.
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3.3 Machine Learning Algorithms

We discuss four tradition ML methods that we have used in our study. Namely DT, LR,
Naive Bayes and RF. Here we are going for the briefing of these algorithm as these are
the very well standard methods. As our motive was to analyze the aspect level sentiment
analysis through ML algorithm. The analysis of results has been given in next section.
RF [10] has demonstrated notable success in sentiment analysis tasks, outperforming
various alternative ML methods. Its ability to handle high-dimensional data, manage
noise, and capture complex relationships between features contributes to its effective-
ness. Furthermore, its scalability and efficiency make it an attractive option for large-scale
sentiment analysis applications. DT [19] have proven to be effective and interpretable
models for sentiment analysis tasks. Their ability to handle both categorical and textual
features, provide insights into feature importance, and offer robust performance makes
them valuable in various application domains. However, challenges such as handling
imbalanced data and adapting to evolving language patterns require further exploration
and refinement.

Naive Bayes, a probabilistic ML algorithm, has gained popularity due to its simplic-
ity, efficiency, and competitive performance in sentiment analysis tasks. Its simplicity,
competitive performance, and scalability make it a popular choice in various applica-
tion domains. However, careful consideration of the feature independence assumption
and its limitations in capturing complex relationships is essential for obtaining accurate
sentiment analysis results [11]. LR, a widely-used statistical modeling technique, has
shown promising results in sentiment analysis tasks. LR offers a well-established and
interpretable approach for sentiment analysis tasks. Its ability to handle both binary and
multiclass classification problems, along with its competitive performance in various
application domains, makes it a valuable tool. However, its limited ability to capture
complex nonlinear relationships and sensitivity to outliers should be considered when
applying LR to sentiment analysis [9].

4 Proposed Model for Sentiment Analysis

BERT is a ML method based on transformers that Google developed for pre-training
natural language processing (NLP). The Transformer language model, which has layers
of self-aware heads and a variable number of encoders, is at the heart of BERT. The
attention mechanism known as a Transformer, which is used by BERT, learns the con-
textual connections between words (or subwords) in text. Vanilla-style Transformers
contain two separate mechanisms: an encoder that reads the text input and a decoder
that creates predictions for the task [7, 13]. Since the purpose of BERT is to generate
language models, we only need the Transformer’s encoder mechanism. There are two
variations of the pretrained BERT model. Both his BERT model sizes feature numerous
encoder layers (referred to as transformer blocks in publications). 12 for the base version
and 24 for the large version. as shown in Fig. 5(a). Also, the pre-training model of BERT
has given in Fig. 5(b). BERT BASE and BERT LARGE refer to two different variations
of the BERT model based on their model size and capacity.

BERT BASE has 12 transformer layers, 12 attention heads, and a hidden size of
768, resulting in a total of approximately 110 million parameters. On the other hand,
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BERT LARGE has 24 transformer layers, 16 attention heads, and a hidden size of 1024,
leading to around 340 million parameters. The larger model size of BERT LARGE
allows it to capture more complex patterns and dependencies in the input data. During
fine-tuning, BERT is further trained on specific downstream tasks with labeled data.
This fine-tuning process adapts the pre-trained BERT model to perform task-specific
operations, such as sentiment analysis, by adding task-specific layers on top of the
BERT model. The fine-tuning stage allows the model to learn task-specific patterns
and improve its performance on the target task. One key advantage of BERT is its
ability to capture contextual information, which helps in understanding the meaning and
nuances of words in different contexts. This contextualized representation is valuable
for various NLP tasks, including sentiment analysis, as it allows the model to consider
the surrounding words and sentences when making predictions. BERT BASE and BERT
LARGE are pre-trained language models that leverage transformer-based architectures
and self-attention mechanisms to capture contextual information. These models have
been successfully applied to various NLP tasks, and their performance can be further
enhanced through fine-tuning on specific downstream tasks.
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Fig. 5. (a) Two variant of BERT, BERTgasE and BERT orGg With 12 and 24 number of encoders
respectively (b) The diagram of Pre-training model of BERT.

5 Results and Discussion

In our study, we evaluate and compare the effectiveness of different ML methods for
sentiment analysis on an airline review dataset. We assess the performance of these
approaches using various metrics, including accuracy, precision, recall, and F1-score. It
is important to note that the dataset we have gathered for our research is imbalanced, with
ahigher proportion of negative feedback compared to positive feedback. The comparison
of all the ML models is shown in Table 1. In comparison with the results of BERT models,
baseline values are used in Naive Bayes(NB) and RF. All the code has been written in
python in Colab platform on the HP ProDesk 600 G5 MT.



130 B. Singh and N. Kushwaha

5.1 Comparison of State-of-the-Art-Methods

We perform the statistical analysis of performance metrics. The results of proposed
model are summarizing and presented in Table 1, Table 2 and Table 3 along with other
ML models. Our estimations are based on the precision, recall, fl1-score, sensitivity and
accuracy. Table 1, showing the comparison of precision, recall and Fi-score while in
Table 2 we are depicting the accuracy, sensitivity and Specificity of four MLmodels.
Looking at Table 1, we can see that RF provides 94% precision and 80% F1-score for
positive feedback, respectively. We discovered that the neutral class is more complex
than the positive and negative classes, which not only have lower precision and recall
metrics but also alower F1-score. Looking at the BERT model’s performance, we see that
it has an accuracy of 94%, with the highest F1-score on the positive class and the lowest
F1-score on the neutral class. We saw a similar pattern in sensitivity and specificity.
We can see the superiority of the proposed BERT-based model in Fig. 6. Our method
improves classification accuracy by 94%, which is 3% better than RFs and 14% better
than LR.

Table 1. Performance Comparison of Precision, Recall, F1-score

Model | Precision Recall Fl1-score

Positive | Negative | Neutral | Positive | Negative | Neutral | Positive | Negative | Neutral

DT 0.45 0.79 0.58 0.41 0.80 0.59 0.43 0.79 0.58

LR 0.86 0.96 0.80 0.69 1.0 0. 83 10.77 0.98 0.81

NB 0.78 0.89 0.70 0.18 0.34 1.0 0.29 0.27 0.83

RF 0.82 0.84 0.94 0.78 0.69 1.0 0.80 0.76 0.97

BERT | 0.92 0.94 0.91 0.93 0.89 0.90 0.92 0.91 0.90

Table 2. Performance Comparison of Accuracy, Sensitivity and Specificity

Model | Accuracy | Sensitivity Specificity

Positive | Negative | Neutral |Positive | Negative | Neutral
DT 68% 0.41 0.80 0.59 0.57 0.78 0.45
LR 80% 0. 69 1.0 0. 83 0.86 0.95 0.80
NB 2% 0.18 0.34 1.0 0.89 0.70 0.78
RF 91% 0.78 0.69 1.0 0.84 0.94 0.82
BERT | 94.4% 0.93 0.89 0.90 0.91 0.94 0.90

In Table 3, a macro average involves the calculation and averaging of all possible
metrics for a specific class. In contrast, the weighted average is a ML approach that
combines predictions from multiple models that have been generated up to that point.
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Table 3. Performance Comparison of models based on macro and weighted average

Model Macro Average Weighted Average

Precision Recall F1-Score Precision Recall F1-Score
DT 0.69 0.69 0.69 0.68 0.69 0.68
LR 0.87 0.84 0.85 0.91 0.91 0.91
NB 0.79 0.47 0.55 0.75 0.72 0.65
RF 0.87 0.82 0.84 0.90 0.91 0.90
BERT 0.89 0.89 0.89 0.92 0.92 0.92

In Table 2, the accuracy score of the DT is 68%, LR 80%. Naive Bayes model
is 72%, RF model 91% which is much lower than the BERT 94%. The BERT-based
model performs better than the RF, NB, DT, and Logistic model in terms of accuracy,
precision, recall, and even F1-score values. Thus, it can be said that for sentiment analysis
in the chosen application domain, the BERT architecture outperforms competing ML
algorithms. This superiority is due to anumber of BERT s inherent advantages, including
its quick development, ability to function well with limited training data, and ability to
produce superior results. The results demonstrate that BERT outperforms models like
DT, LR, Nave Bayes, and RF in term of performance. (See Fig. 6). In Fig. 7 and Fig. 8
we have depicted the loss and accuracy characteristics for training and validation at all
stages of training. The blue line represents the mean training set results for each epoch,
while the red line represents the validation results at the end of each epoch.

In Fig. 7, we have given the training vs validation loss and training vs validation
accuracy of the BERT model on the actual data set on which all the above result has
been given. In this plotting, the model starts with a high loss value and low accuracy,
but gradually improves over the epochs. In the later epochs, we see that the training loss
and validation loss are both decreasing, which is a good sign that the model is learning
from the data.

The training accuracy and validation accuracy are both increasing, which means
that the model is becoming better at classifying examples correctly. However, we also
see that the validation accuracy peaks around epoch 6 and starts to drop, which could
indicate that the model is overfitting to the training data. This means that it is important
to monitor the validation accuracy during training to ensure that the model generalizes
well to unseen data.

As from Fig. 2(a), we aware that the data set is imbalance in nature because negative
sentiments are higher in compare to positive and neutral sentiments. Therefore, first we
make the balance data set. The experimental result plot is shown in Fig. 8 on balance
dataset. During the training process, the model tries to minimize the loss function, which
measures the difference between the predicted and actual values. The accuracy represents
the percentage of correctly classified examples. In the beginning, the model has a low
accuracy and high loss, but as the training progresses, both the training accuracy and
validation accuracy improve. The training loss also decreases, indicating that the model
is improving in predicting the correct output.
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Fig. 6. A comparison of measured accuracy of proposed Model BERT and four other ML methods
such as DT, LR, Naive Bayes and RF.
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are imbalance.
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Fig. 8. Training and validation loss and accuracy of the BERT model on the balance data set
which was generated by removing 6000 negative feedbacks.

6 Conclusion and Future Scope

Based on the results obtained for the sentiment analysis, it can be concluded that both
the ML based and BERT based model are effective in classifying the sentiment of text
data. However, the BERT outperformed the Bayesian Naive classifier with an accuracy
of 94%, while the accuracy of the Bayesian Naive classifier was 72%. Overall, the
results of the sentiment analysis suggest that the BERT is a promising approach for
sentiment analysis tasks and can be further improved by optimizing its parameters and
feature selection techniques. However, the ML based RF and Bayesian Naive classifier
can still be useful in certain scenarios where simplicity and computational efficiency
are important. The field of text sentiment analysis continues to evolve, and there are
several potential future directions and advancements that can be explored. We would try
to apply the deep learning approaches to handle complex linguistic patterns and emotion
detection more effectively. Also, as number of users for social network are increasing
and mammoth amount of data is being generated, in future, big data analytics perceptive
can be looked.
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Abstract. Sentiment analysis plays a crucial role in understanding the opinions
and attitudes expressed in textual data. This paper explores the utilization of two
distinct approaches, Recurrent Neural Networks (RNNs) and Cellular Automata
(CA), for recommending drugs based on sentiment analysis of user reviews.

Recurrent Neural Networks (RNNs) have emerged as a powerful tool for
analyz ing sequential data. In the context of sentiment analysis, RNNs excel at
capturing contextual information and dependencies between words within a sen-
tence. By training an RNN on a labeled dataset of drug reviews, sentiment patterns
can be learned, enabling the model to predict the sentiment associated with unseen
reviews.

Cellular Automata (CA) offer an alternative approach to sentiment analysis.
CA are discrete systems where cells transition between states based on local inter-
actions with neighboring cells. Applying CA to sentiment analysis involves repre
senting each word or phrase in a review as a cell, and defining rules that govern
sentiment state transitions based on neighboring cells’ sentiments. By iteratively
updating the cellular automaton over multiple time steps, sentiment dynamics
within the text corpus can be modeled.

RNNGs are particularly adept at capturing long-term dependencies and contex-
tual nuances within a text sequence. Conversely, CA provide a spatially extended
framework that can capture spatial dependencies between words. We propose a
hybrid method RNN-CA-DR using both of these methods for developing a robust
and accurate classifier for drug recommendation. The developed classifier has
reported an accuracy of 91.23% and outperformed few base line models when
tested with various parameters F1 Score, precision and recall.

Keywords: RNN (Recurrent Neural Network) - CA (Cellular Automata) -
Sentiment Analysis
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1 Introduction

Sentiment analysis of user reviews plays a crucial role in drug recommendation systems.
This abstract focuses on the application of Recurrent Neural Networks (RNNs) for
sentiment analysis to recommend drugs based on user reviews. RNNs have proven to be
effective in capturing sequential dependencies and contextual information in text data,
making them well-suited for sentiment analysis tasks.

The proposed approach involves training an RNN model on a labeled dataset of drug
reviews, where each review is associated with a sentiment label (positive, negative, or
neutral). The RNN leverages its recurrent nature to process the reviews as sequences,
allowing it to capture the temporal dynamics and dependencies between words or phrases
in the text. To represent the text data, word embeddings such as Word2Vec or GloVe can
be utilized.

Cellular automata is an interesting approach for recommending drugs and perform-
ing sentiment analysis on reviews. Cellular automata are mathematical models that con-
sist of a grid of cells, each of which can be in a specific state. The state of each cell
evolves over time based on a set of predefined rules and the states of its neighboring
cells.

2 Literature Survey on RNN and CA for Drug Recommendation.

2.1 RNN (Recurrent Neural Network)

Wen Zhang, et al. [2] has explored the application of RNNs for drug-target interaction
prediction. It demonstrates the effectiveness of using RNNs to capture sequential depen-
dencies in drug-target interaction data and achieve accurate predictions. The research
showcases the potential of RNNs in drug recommendation by leveraging their ability to
model complex relationships between drugs and their molecular targets.

The authors [4] propose a drug recommendation system using RNNs. They leverage
the sequential nature of prescription data to capture temporal dependencies and generate
personalized recommendations. The study demonstrates the advantages of RNNs in
handling temporal data for drug recommendation tasks and provides insights into the
implementation and evaluation of such systems.

This review paper [6] discusses the application of neural network models, including
RNNS, in drug discovery and recommendation. It highlights the potential of RNNs in
analyzing various data sources, such as chemical structures, genomics, and clinical data,
for drug discovery and personalized medicine. The review provides an overview of
different RNN architectures and their use in drug recommendation tasks.

The paper [2] presents a comprehensive study on the application of deep convolu-
tional and recurrent neural networks for drug-target interaction prediction. It explores
different architectures combining CNNs and RNNs to capture spatial and sequential
depend encies in drug-target interaction data. The research showcases the potential of
these models in drug recommendation by accurately predicting drug-target interactions.

This study proposes a drug recommendation model that incorporates both temporal
information and tag information using RNNs. The model takes into account the temporal
order of drug prescription records as well as the semantic information conveyed by
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drug tags. The research demonstrates that integrating temporal and tag information into
RNN-based models improves the accuracy of drug recommendations.

This work focuses on drug-drug interaction prediction using RNNS. It explores the
abil ity of RNNs to capture sequential dependencies in drug interaction data and predict
potential interactions between drugs. The research provides insights into the use of
RNNs for drug recommendation by identifying potential drug-drug interactions that
may influence the effectiveness and safety of drug combinations.

2.2 Cellular Automata

Cellular automata (CA) have gained significant attention as a versatile computational
modeling paradigm with a wide range of applications. This survey presents an overview
of the diverse and evolving applications of cellular automata [9] in various fields. Start-
ing with an introduction to the fundamental concepts of cellular automata, including
their structure, rules, and behavior, the survey explores their applications across multiple
domains [3, 10, 11].

In the realm of physics and engineering, cellular automata have been employed to
model physical systems, such as fluid dynamics, lattice gases, and magnetism. These
applications have provided valuable insights into complex phenomena and the emergence
of collective behavior [1].

In the field of computer science and artificial intelligence, cellular automata have
found use in image processing, pattern recognition, and cryptography. They have been
utilized for tasks such as image filtering, object detection, and encryption algorithms,
showcas ing their ability to handle complex spatial and temporal patterns [5, 12].

Cellular automata have also made significant contributions in urban planning, where
they have been employed to model urban growth, simulate traffic flow, and optimize
land-use patterns. By capturing the dynamics of urban systems, cellular automata offer
a powerful tool for decision-making and policy analysis in urban environments [6].

In the realm of biology and bioinformatics, cellular automata have been utilized to
simulate biological processes, model ecological systems, and study genetic phenomena.

They enable researchers [7] to explore the emergence of complex behaviors and
patterns in biological systems, aiding in understanding natural processes and designing
effective interventions [8].

3 Design of RNN-CA-DR

3.1 RNN (Recurrent Neural Network)

The proposed approach involves training an RNN model on a labeled dataset of drug
reviews, where each review is associated with a sentiment label (positive, negative, or
neutral). The RNN leverages its recurrent nature to process the reviews as sequences,
allowing it to capture the temporal dynamics and dependencies between words or phrases
in the text. To represent the text data, word embeddings such as Word2Vec is used as
shown in Fig. 1.

During the training phase, the RNN learns to understand the sentiment expressed in
the reviews and predicts the sentiment of new, unseen reviews. The model’s parameters
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Fig. 1. Design of RNN-CA-DR

are optimized using techniques like backpropagation through time (BPTT) or variants
such as Long Short-Term Memory (LSTM) or Gated Recurrent Units (GRUs). These
optimization methods enable the RNN to minimize prediction errors and improve its
sentiment analysis capabilities.

Once trained, the RNN-based sentiment analysis model can be integrated into a
drug recommendation system. Given a new review, the model can classify the sentiment
expressed in the text as positive, negative, or neutral. This sentiment information can
then be utilized to recommend drugs that align with the user’s desired sentiment.

3.2 NCA (Non Linear Cellular Automata)

To apply cellular automata for recommending drugs and analyzing sentiment in re-
views, you can follow these steps:

1. Data Collection: Gather a dataset of drug reviews, including the text of the reviews
and corresponding sentiment labels (e.g., positive, negative, neutral).

2. Preprocessing: Preprocess the reviews by removing noise, such as special characters,
punctuation, and stop words. You may also consider stemming or lemmatization to
normalize the words.

3. Sentiment Analysis: Perform sentiment analysis on the reviews using established
techniques such as lexicon-based approaches, machine learning models (e.g., Naive
Bayes, Support Vector Machines), or deep learning models (e.g., recurrent neural
networks, transformers). Assign sentiment labels (e.g., positive, negative, neutral) to
each review.

4. Cellular Automata Representation: Represent the sentiment labels of the re- views
as the states of the cellular automata. For example, you can map positive sentiment
to one state (e.g., “1”), negative sentiment to another state (e.g., “0”), and neutral
sentiment to a third state (e.g., “2”).

5. Cellular Automata Rules: Define the rules for evolving the states of the cellular
automata based on the neighboring cells. These rules can be designed to capture



Drug Recommendations Using a Reviews and Sentiment Analysis by RNN 139

patterns and dependencies in the sentiment labels. For example, you might consider
rules that promote the spreading of positive sentiment or rules that dampen the impact
of negative sentiment.

6. Simulation: Run the cellular automata simulation for a certain number of time steps.
Each time step represents the evolution of the sentiment labels based on the defined
rules and the current state of the neighboring cells.

7. Drug Recommendation: Analyze the final state of the cellular automata and extract
information about the sentiment distribution. Based on the sentiment patterns
observed, you can recommend drugs that have received positive sentiment feedback
and avoid drugs associated with negative sentiment.

We have augmented both RNN output and CA output to propose a robust classi-
fier RNN-CA-DR which trained and tested on Winter 2018 Kaggle University Club
Hackathon datasets [13].

4 Result Analysis and Comparisons

Here are some key aspects that contribute to the performance of a drug recommendation
system:

1. Data quality and coverage: The system should have access to comprehensive and
up-to-date drug information, including indications, contraindications, side effects,
interactions, and dosage guidelines. The data should be reliable and regularly updated
to reflect the latest research and clinical guidelines.

2. Algorithmic approach: Different recommendation algorithms can be used, such as
collaborative filtering, content-based filtering, or hybrid approaches. The chosen algo-
rithm should be able to effectively analyze the input data and generate meaningful
recommendations based on patient-specific factors, such as medical history, allergies,
current medications, and demographic information.

3. Personalization: The system should take into account individual patient characteris-
tics and preferences to provide tailored recommendations. Factors like age, gender,
comorbidities, genetic profile, and lifestyle choices can influence the suitability of a
particular drug for a patient.

4. Accuracy and relevance: The recommendations provided by the system should be
accurate, relevant, and aligned with the specific needs and condition of the patient.
The system should consider the latest clinical guidelines, evidence based medicine,
and known drug-drug interactions or contraindications.

5. Evaluation metrics: Performance evaluation is crucial to assess the effectiveness of a
drug recommendation system. Metrics such as precision, recall, F1 score, and accu-
racy can be used to measure the system’s ability to provide relevant recommendations
and avoid false positives or negatives.

The RNN-CA-DR recommendation system is shown in the Fig. 2 as explained above
(Table 1).

RNN-CA-DR reports an accuracy of 91.23 as next promising method is Neural Net-
work(NN) in this parameter. The proposed classifier reports an F1 score of 0.952 and next
promising work is reported as Regression model. RNN-CA-DR and NN are the top two
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Table 1. Comparison of the performance of RNN-CA-DR with Base Line Methods.

Base line methods Accuracy F1 Score Precision Recall
RNN-CA-DR 91.23 0.952 0.963 0.961
NN(Neural Network) 87.9 0.885 0.953 0.923
Decision Tree 88.3 0.921 0.902 0.936
Regression 78.3 0.896 0.895 0.802

promising methods in the precision parameters reporting 0.963 and 0.953 respectively.
RNN-CA-DR reports an recall value as 0.96 and the next promising technique is Decision

Tree.

Drug Recommendation Scores by RNN & CA

Recommendation Score

Drug A

Fig. 2. Sample Drug Recommendation by RNN-CA-DR

5 Conclusion

Drug B

Drug C
Drugs Available

Drug D

It is evident that RNN’s are widely applied in drug recommendation systems due to their
ability to capture sequential dependencies and contextual nuances in drug-related data.
Their recurrent nature allows them to learn from sequential patterns and make accurate
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predictions or recommendations. On the other hand, while CA offer a different perspec
tive by capturing spatial dependencies, they may not be as prevalent in drug recommen
dation due to the limitations in capturing long-term dependencies. In conclusion, both
RNNs and CA together provide valuable approaches for drug recommendation. RNNs
excel in capturing temporal patterns and dependencies within sequential data, making
them a popular choice for sentiment analysis or personalized drug recommendation. CA,
on the other hand, offer a spatial perspective and can capture spatial interactions but may
not be as widely used in drug recommendation due to their limitations in modeling long-
term dependencies. We have achieved considerable accuracy in drug recom mendation
and this work can be extended to various chronic related recommendations also.
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Abstract. Valuation is a fundamental aspect of real estate for businesses. Land
and property serve as factors of production, and their value is derived from the
use to which they are put. This value is influenced by the demand and supply for
the product or service produced on the property. Valuation involves determining
the specific amount for which a property would transact on a given date. Accurate
prediction of real estate prices is crucial for investors, house owners and industry
professionals. In this article, analysis of USA real estate prediction using regression
and ensemble models was presented, also evaluating the best model out of all the
models that have been applied. The objective of this article is to provide accurate
predictions for the real estate market, by making use of Multi-Variate Regression,
Random Forest Regressor, Decision Tree Regressor, XGB Regressor and CatBoost
Regressor. This analysis offers valuable insights for making wise and right choices
in the real estate market.

Keywords: Real Estate - United States - Machine Learning - Economy -
Regression - Ensembling techniques

1 Introduction

Real estate is any property, including the rights and interests attached to it, that consists
of land, structures, and natural resources. It consists of both residential and commercial
properties. A significant asset class that has the potential to increase in value over time
is real estate [1]. It is an important part of the investment portfolios of many people.
Real estate transactions entail legal procedures, discussions, and financial concerns. The
importance of real estate to the economy is demonstrated by its contributions to economic
expansion, job creation, wealth generation, housing market stability, commercial activity,
and tax receipts [2].
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Predictions of real estate prices in the US are influenced by several things. Even
though it is difficult to predict real estate prices with complete accuracy, there are
a few key variables that can have an impact on price trends, including supply and
demand, economic growth, interest rates, location, governmental policies and regula-
tions, demographics, housing market inventory, development, and other outside factors
[3].

The real estate market in the USA holds immense significance as a key sector of
the economy, attracting investors, house owners and industry professionals. With a vast
range of property types and a significant contribution to the country’s GDP, the USA
real estate market attracts domestic and international investors in the same way [3].

It is important to note that the covid-19 pandemic had an impact on the real estate
market of US. People were conscious about buying properties in largely populated areas
that had the high chances of spread of covid-19 [4]. Hence it was found that there was
a higher demand for the places with low population density [5].

The objective of this work is to predict the price of the real estate market using differ-
ent machine learning techniques based on regression [6] like Linear Regression, Random
Forest, Decision Tree Regressor and ensembling techniques were applied like XGBoost
Regressor and CatBoost Regressor. Among all the techniques, this work illustrate which
technique is more adaptable for real estate data in United States [7].

The flow of this paper as follows, Sect. 2 describes about the related work done
by other researchers in this area, Sect. 3 describes the Exploratory data analysis to
identify the patterns and also understanding the data in a clear manner, Sect. 4 describes
the methodology that was followed during the experiment while Sect. 5 describes the
brief about various algorithms that were used, Sect. 6 discusses about the metrics used to
evaluate the performance of models, Sects. 7 and 8 describes the results of the experiment
conducted and conclusions and future work of this experiment.

2 Related Work

Truong et al worked for the best results in prediction of real estate, three different
machine learning approaches—Random Forest, XGBoost, and LightGBM—as well as
two machine learning methods—Hybrid Regression and Stacked Generalisation Regres-
sion—are contrasted and examined. Even if all of those techniques produced pleasing
outcomes, various models each have advantages and disadvantages [8].

A study looked at how to forecast the asking and sales prices of Nissan Pow land
properties using a variety of factors, including location, living space, and the number
of rooms. Direct regression, Support Vector Regression (SVR), k-Nearest Neighbours
(kNN), and Regression Tree/Random Forest Regression were some of the techniques
they used. According to their research, the asking price may be predicted using a KNN
and Random Forest algorithm combination with an error rate of 0.0985. The details of
the prediction models, examination of the real estate listings, and testing and validation
outcomes from the numerous algorithms employed in the study all played a role in the
researchers’ conclusions [9].

Real estate price volatility has been found by Li et.al to complicate non-linear behav-
iors and introduce some uncertainty. The author employed a cost-free mathematical
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model neural network algorithm characteristic. The nonlinear model for real residences
value variety expectation is set up using back propagation neural system (BPN) and out-
spread premise work neural system (RBF), two plans that take into account driving and
concurrent financial lists. The two lists of the value variety that are picked as the execu-
tion list are the mean absolute value and root mean square error. As a result, the author
has come to the conclusion that the fluctuation in house price trends is not particularly
true [10].

The predictive performance of the random forest machine learning technique in
comparison to commonly used hedonic models based on multiple regression for the
prediction of apartment prices is analyzed by Ceh et al. A dataset that consists of 7407
records of apartment transactions referring to real estate sales from 2008-2013 in the
city of Ljubljana, the capital of Slovenia, was used in order to test and compare the
predictive performances of both models. All performance measures of both the models
such as R2 values, sales ratios, mean average percentage error (MAPE), coefficient of
dispersion (COD) revealed significantly for better results for predictions obtained by the
random forest method [11].

3 Exploratory Data Analysis

To accomplish the objective of prediction, a comprehensive real estate dataset named
USA Real Estate Dataset' is brought into use, which was downloaded from Kaggle.
The dataset consists of approximately 10,000 records and 10 columns. This dataset
encompasses major features that contribute to the pricing of the houses, including the
number of bedrooms, number of bathrooms, land area, and location among others. The
target variable of the interest is pricing of the house. One challenge with the features
is that they may contain some null values. Handling these null values requires specific
strategies.

Handling Null Values: The dataset consists of null values in the following columns:
bed, bath, acre-lot, city, and house-size. These features contain a significant number of
null values. These null values can be handled either by removing the entire row that
contains a null value or replacing the null value by mean, mode and median of the
respective column. There are different methods such as fillna and replace to accomplish
this task.

In this dataset, null values are handled by replacing them with the mean of the
corresponding column using the fillna method. Null values must be addressed since they
can cause inconsistencies and degrade the data’s quality. The selection of the handling
strategy is influenced by several variables, including the type of data, the quantity of
missing values, and the particular issue that needs to be resolved. The consequences of
each approach and any potential effects on the functionality and interpretability of our
model must be carefully considered [12, 13, 14].

Dimensionality Reduction: Dimensionality reduction refers to the process of remov-
ing unwanted features and identifying the necessary features in a dataset. One way to

1 USA Real Estate Dataset.
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identify influential features is by using a correlation matrix. Features that exhibit positive
correlation with the target variable are considered important, while features with nega-
tive correlation can be removed. In this dataset, the important features that show positive
correlation with the target variable are bed, bath, acre-lot, city, and house-size. There-
fore, these features are retained as they have a significant influence on the target variable.
However, the features “status”, “zip-pincode”, and “prev-sold-date” are removed since
they do not demonstrate a strong positive correlation with the target variable [15].
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Fig. 1. Distribution of average price in the USA states

The Fig. 1 above illustrates the bar plot plotted for visualizing the average prices of
different states in the USA. When examining the plot, it becomes evident that the state
“Virgin Islands” has the highest average price compared to the other states. On the other
hand, the state “South Carolina” has a relatively lower average price. Additionally, the
states “Puerto Rico”, “New Hampshire”, and ‘“Massachusetts” display similar average
prices.

The Fig. 2, illustrates the average prices of different cities in the USA. It is true
to fact that the city named Weston has the highest average price compared to all other
cities. Conversely, the cities of Craryville, Sudbury, and Santurce have relatively lower
average prices.

Feature Engineering: It is important to convert string features into numeric format
because machine learning models typically cannot understand string data. In this dataset,
there are two string columns: State and City. To convert these string features into numeric
format, the LabelEncoder method was used. The LabelEncoder method is a commonly
used technique for encoding categorical variables into numeric labels. It assigns a unique
integer value to each distinct category in the string column. By doing so, it transforms the
string values into numerical representations that can be processed by machine learning
algorithms [16].
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Fig. 2. Distribution of average price in the USA states

4 Methodology

The datasets were retrieved from Kaggle’s machine learning repository, which offer
information on American real estate. Then unnecessary features are removed, miss-
ing data are handled, and feature engineering is applied during preprocessing. Data is
separated into training and testing sets. We investigated many algorithms to develop a
real estate price forecast model. They consist of ensembling techniques like XGBoost,
CatBoost, and Supervised techniques like Decision Trees, Random Forests Regressor,
and Multi- Variate Regression. Finally, with test data, performance of the models is
evaluated using several statistical metrics, including MSE, RMSE, MAE, and R2-Score.

Fig. 3 depicts the methodology that was chosen.
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Fig. 3. Methodology of the work flow
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Multi-Variate Regression: Regression including more than one independent variable
isreferred to as multivariate regression or multiple regression. It enables the simultaneous
examination of the relationships between a dependent variable and several predictors.
In this regression model the predictions are formed from multiple features of the data
[17]. In this dataset we provide features are bed, bath, acre_lot, city, state, house_size
by using these features we predict the price of the house.

The equation of multivariate regression is

y = WwWo + X1W1 + XoW2 +....
where x1,X>... is set of input features and y is output.

RandomForest Regressor: It is the best algorithm that belongs to supervised machine
learning. This one of the best algorithms which is applied on complex problems and
improves the performance of the model. This algorithm will avoid the overfitting. In the
random forest classifier, which consists a set of decision trees. The random forest will
take predictions from all decision trees and select the one of best predictions among the
all-decision trees predictions [18, 19].

Decision Tree Regressor: Decision tree regressor is flowchart-like tree structure. This
Decision Tree consists of three types of nodes. First one is Root node that has no any
incoming edges and O or more outgoing edges. Second one is Internal Node Which
consists of features or attributes. Last one is leaf node consists of prediction value.
Edges representing the decision rule. Decision tree is traversed from root node to leaf
node [20].

XGB Regressor: XGB regressor best algorithm to handle the large data sets. It is
an ensemble learning method that combines weak prediction and makes it as Strong
Prediction. It is very useful to handle Missing values in a data set and avoid causing of
overfitting. This Algorithm uses the gradient boosting library. This library will improve
the performance of the model [21, 22].

CatBoost Regressor: The mathematical formula for CatBoost Regressor is more com-
plex than that of linear regression. Instead, it iteratively incorporates more decision trees
into the ensemble to optimize a loss function. The loss function varies according to the
issue being resolved, but it often quantifies the difference between the projected values
and the actual target values. This also uses the gradient boosting library that will improve
the performance of a model [23, 24].

6 Evaluation Metrics

The effectiveness of machine learning algorithms for predicting the real estate price can
be assessed using a variety of evaluation approaches. All these techniques were evaluated
using metrics such as Mean absolute error, Mean Square error, Root Mean square error
and R2-Score [25].

If y; represents the actual real estate price and y ; represents the predicted real estate
price then,
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Mean absolute Error (MAE): It is the mean of the difference between ground real
estate price and predicted real estate price as shown in the Eq. (1).

 J— RN
MAE =3 (i =5) (1)
Mean Squared Error (MSE): It is the mean of the squares of difference between

ground real estate price and predicted real estate price as shown in the Eq. (2).

MSE=NY" (5 @

Root Mean Square Error (RMSE): It is the square root of Root Mean Squared Error
i.e., the square root of mean of the squares of difference between ground Data estate
price and predicted real estate price as shown in the Eq. (3).

1 N 2
RMSE = \/ N Zi:l(yi ~ %) (3)
R2 or R2-Score: It is the proportion of the variation in the real estate price that is

predictable from the features available in the real-estate dataset [26].
If y is the mean of the actual real estate prices as shown in the Eq. (4)

_ 1 N
Y=5 2, Vi @)

Variability of the dataset can be measured with two sum of squares formulas as
shown in the equation — (7)

. N 2
Residualsumofsquares(SS;es) = Z | (yi —¥i) (%)
1=
N
Totalsumofsquares(SSio) = Zi_ i )? (6)
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7 Results

In the conducted analysis, various regression algorithms were assessed for their per-
formance in predicting the target variable. The results revealed intriguing insights into
their capabilities. Multi-variate regression, while showing potential, displayed relatively
higher errors with a Mean Absolute Error (MAE) of 1.926 and a R2-Score of 0.14.
On the other hand, both the random forest regression and CatBoost regressor stood out
with impressive performances. The random forest regression demonstrated exceptional
accuracy, yielding a negative MAE of -0.651 and an impressive R2-Score of 0.94. Sim-
ilarly, the CatBoost regressor showcased strong predictive abilities, as evidenced by its
negative MAE of -0.643 and a remarkable R2-Score of 0.94. These findings suggest that
the random forest regression and CatBoost regressor are well-suited for the given task,
displaying superior performance in accurately predicting the target variable as seen in
Table 1. Even the real estate prediction can be done with the advanced neural network
models [27].
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Table 1. Performance of the models.

Algorithm MAE MSE RMSE R2-Score
Multi-variate Regression 1.926 1.999 1.997 0.14
Random Forest Regression —0.651 —0.523 —0.556 0.94
DecisionTree Regressor —0.669 —-0.477 —0.445 0.93
XGBoost Regressor 0.037 —0.478 —0.448 0.93
CatBoostRegressor —0.643 —0.520 —0.548 0.94
8 Conclusion and Future Work

This research paper describes how machine learning algorithms effectively predict the
value of real estate based on various factors like location, number of bedrooms, square
feet, etc. Random Forest and CatBoost Regressor have high accuracy and a low error
rate compared to the other algorithms. The dataset that is available has a limited number
of features. Future extension work is identified in working with high-dimensional data,
and instead of applying the core machine learning techniques, deep learning techniques
like long-term shortest memory and GRUs can be applied to work with huge data.
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Abstract. Electricity consumption has been broadly concentrated on in the PC
engineering field since numerous years. While the securing of energy as an action
in ML is arising, a large portion of the trial and error is still essentially centered
around getting raised degrees of precision with no computational limitations. We
accept that one of the reasons for this deficiency of interest is because of their short-
fall of straightforwardness with admittance to assess energy utilization. The prin-
cipal objective of this study is come to assess valuable guidelines to the MLpeople
group that grants them the major acknowledgment to utilize and fabricate energy
assessment techniques for Al calculations. Utilization of various group models
like Linear Regression, and random forest regression and gride search cv, adaboost
algorithms to predict the power and to acquire exact outcomes. Notwithstanding,
we additionally present the state-of-the-art programming apparatuses that award
power assessment standards, along with two use cases that reinforce the request
of energy fatigue in ML. Toward the end, we anticipate the future energy which
is so useful to the matrix to make exact energy for the network by refreshing with
shrewd meters where everyone can know individuals, who are involving more
energy in what machines, so it is gigantically useful in which time we want more
energy and less energy.

Keywords: Electricity consumption - Random Forest - AdaBoost - Gridsearch
CV . Linear Regression - Streamlit tool - Machine Learning

1 Introduction

These days, energy is being utilized further, as a result of the utilization of homegrown
and modern purposes, for instance, engine vehicles, enormous scope generators, cell
phones, and domestic devices. Moreover, the nonstop development of the framework
for savvy meters (SMI) [1]. It was established globally to consolidate dynamic energy
frameworks in clever meters. This acquaintance opened the door for gauge or model
energy use, and there is currently a chance to apply for a green environment, especially
for consumers of domestic energy [2].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved

P. Pareek et al. (Eds.): IC4S 2023, LNICST 536, pp. 151-162, 2024.
https://doi.org/10.1007/978-3-031-48888-7_13


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48888-7_13&domain=pdf
https://orcid.org/0000-0002-7732-6848
https://doi.org/10.1007/978-3-031-48888-7_13

152 P. Yeleswarpu et al.

The use of electrical equipment and consumer behaviour are having an impact on the
power industry. The power network organisations are also recognising the necessity to
improve and discover better methods to successfully manage power use in contemporary
and private structures that control energy interest. While clever private structures provide
residents with offices that allow them to operate numerous technological devices sub-
stantially through portable applications, the sensors often demand considerable energy
usage. A gathering relapse model using the direct prediction and the SVR expectation
technique was developed [3] to increase the power expectation’s proficiency.

Because of this kind of bad management, household equipment is frequently misused
and innumerable assets are lost every year [3]. In order to maintain this energy tragedy
by precise interest rates for the foreseeable future, it is especially important to reduce
it. A few estimate calculations are used in the energy the board sector to determine
power interest in capacity production soon [3]. However, the structure includes a few
elements that could affect energy usage, such as the climate, the construction materials,
and the sub-level designs for heating, lighting, and ventilation. [4] Customers may alter
the pile using machines or tenants, taking into account financial energy use. [5] Basic and
dependent on the security and refinement of the structure’s framework is the projecting
of this energy. Verifiable data with publicly released family values from 2006 to 2010
are used to enable effective use and sending with the expectation of power use. [6].

2 Literature Survey

Corgnati et al. (2013) employed the data (regressor variables) and yield factors
(response). This information will be used to evaluate the system boundaries, and as
a result, a numerical model might be produced. In a few earlier works, the information
driven Al methodology has been explored. Fu et al. (2015) suggested using Backing
Vector Machine (SVM), one of ML computations, to predict the load at a structure’s
framework level (cooling, lighting, power, and others), taking into account weather fore-
casts and hourly power load input. With a mean predisposition error (MBE) of 7.7% and
a root mean square error (RMSE) of 15.2%, the SVM technique accurately predicted
the whole power load.

As part of the Brilliant City Demo Aspern (SCDA) project, Valgaev et al. (2016)
created a power demand projection utilising the k-Closest Neighbour (k-NN) model at a
clever structure. The k-NN gauging method now makes use of a number of verifiable per-
ceptions (daily loadcurves) and their substitutes. Because it only distinguishes between
comparable in-positions in a huge component space, the k-NN approach is excellent at
organising data but has limitations for predicting future value. As a result, it ought to be
strengthened with tenuous information that acts as a sign of expectation for the next 24
h on typical business days.

El Khantach et al. (El Khantach et al., 2019) employed five artificial intelligence (AI)
techniques for momentary load anticipating with an underlying disintegration of the real
information carried out irregularly into time series of each hour of the day, which finally
consisted of 24 timeseries that addressed each preceding hour. The five Al techniques
employed are Multi-facet Perceptron (MLP), Support Vector Machine (SVM), Outspread
Premise Capability (RBF) Regressor, REPTree, and Gaussian Interaction. Trial and error
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were carried out in light of the data from the Moroccan electrical burden information.
With a MAPE level of 0.96, the results showed that the MLP approach was the most
dependable. SVM came in second and, despite performing significantly worse than MLP,
was still superior to the other methods.

Expectations could also be created in light of the order-based Al strategy, which is
commonly employed for energy usage forecasting, even though Gonzalez-Brioneset al.
(2019) concentrated on the relapse technique. The inquiry developed a predictive model
by examining the verifiable data collection using Direct Relapse (LR), Backing Vector
Regression (SVR), Irregular Timberland (RF), Choice Tree (DT), and k-Nearest Neigh-
bour (k-NN). The exploration’s boundaries also contained a further variable known as
one-day power usage (kWh). The outcomes showed that, with a score of 85.7%, the LR
and SVR models delivered the best correct presentation. The hour cost and apex power-
restricting based request reaction approaches serve as the foundation for this planning.
They also offered a credible experiment to back up their timetable. The test showed
a considerable reduction in the quantity of energy utilized by the various equipment
because of the timetable they prepared. Creators in [7] are proposing the development
of a home energy the board framework in order to select the optimal day-ahead planning
for the various machines.

Sou Family Cheong et al. presented a planning method for intelligent home equip-
ment in light of mixed number straight programming in [8]. They also took into account
the machines’ usual span and peak power usage. The suggested strategy resulted in cost
savings of roughly 47% when compared to a previously specified duty. The authors also
showed that with almost minimum computing effort, generally excellent layouts could
be created.

There has been a lot of work put into addressing various initiatives to forecast how
much energy would be used by different devices in relation to expectations for energy
usage. Elkonomou made the expectancy method suggestion in [9] in light of the false
brain arrangement. In order to choose the design with the best hypothesis, a number of
tests were run using the multi-facet perceptron model. Actual information about the data
and outcomes was used during all stages of preparation, approval, and testing.

The importance of the structure’s energy usage expectation for the board and efficient
energy management is emphasized by the authors of [10]. In order to meet the expecta-
tion, they are adopting a model that is information-driven and takes into consideration
the forecast for energy use. According to the survey, there are numerous gaps in the
field of energy utilization forecasting that need to be solved, including the prediction of
long-distance energy use, the prediction of energy used inside of private structures, and
the prediction of energy used for structure illumination. This lack of exploration may
result from the very scant amount of knowledge that is currently available.

3 Existing System

SVM utilized in the Current arrangement of the issue proclamation. Large informative
collections are not a good fit for SVM calculations. When the informational index is more
crowded, as is the case when target classes are being covered, SVM doesn’t function
very well. The SVM won’t perform as expected when the number of elements for each
information point exceeds the number of information tests that need to be prepared.
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4 Proposed Method

Utilizing individual power utilization dataset, We tested the suggested method using
a dataset that is freely available from the UCI Al repository and contains details on
electricity usage.The Dataset has 198721 lines x 6 sections. We train every irregular
timberland calculation and direct relapse and lattice search cv model on the train set
utilizing all highlights and afterward assess them on the whole test set. To quantify
execution over the long run.

We use the scikit-learn implementation of the following mentods.

1. Random Forest

2. Linear Regression
3. Grid search cv and
4. Adaboost.

The accuracy of neural networks is high if the datasets provide appropriate training.
Increasing the accuracy score, Large amount of feature we are taking for the training
and testing. The basic architecture is shown in Fig. 1.

——eer|  Data Pre-processing
N —— Data classification "_‘ classifiers ’
Accuracy Result L

1

Test Data

Fig. 1. System Architecture

5 Methodology

Data Gathering,
preprocessing of the data,
feature extraction,
evaluation model, and.
user interface.

5.1 Data Gathering

This paper’s information assortment comprises of various records. The determination of
the subset of all open information that you will be working with is the focal point of this
stage. Preferably, ML challenges start with a lot of information (models or perceptions)
for which you definitely know the ideal arrangement. Marked information will be data
for which you are as of now mindful of the ideal result.
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5.2 Pre-processing of Data

Format, clean, and sample from your chosen data to organize it.

There are three typical steps in data pre-processing:

Designing.

Information cleaning.

Inspecting.

Designing: It’s conceivable that the information you’ve picked isn’t in a structure that
you can use to work with it. The information might be in an exclusive record configuration
and you would like it in a social data set or text document, or the information might be
in a social data set and you would like it in a level document.

Information cleaning; is the most common way of eliminating or supplanting missing
information. There can be information examples that are inadequate and come up short
on data you assume you really want to resolve the issue. These events could should
be eliminated. Moreover, a portion of the traits might contain delicate data, and it very
well might be important to anonymize or totally eliminate these properties from the
information.

Inspecting: You might approach significantly more painstakingly picked information
than you want. Calculations might take significantly longer to perform on greater mea-
sures of information, and their computational and memory prerequisites may likewise
increment. Prior to considering the whole datasets, you can take a more modest delegate
test of the picked information that might be fundamentally quicker for investigating and
creating thoughts.

5.3 Feature Extraction

The following stage is to A course of quality decrease is include extraction. Highlight
extraction really modifies the traits instead of element choice, which positions the ongo-
ing ascribes as indicated by their prescient pertinence. The first ascribes are straightly
joined to create the changed traits, or elements. Finally, the Classifier calculation is
utilized to prepare our models. We utilize the Python Normal Language Tool stash’s
classify module.

We utilize the gained marked dataset. The models will be surveyed utilizing the
excess marked information we have. Pre-handled information was ordered utilizing a
couple of Al strategies. Irregular woodland classifiers were chosen. These calculations
are generally utilized in positions including text grouping.

5.4 Assessment Model

Model the method involved with fostering a model incorporates assessment. Finding
the model that best portrays our information and predicts how well the model will
act in what’s to come is useful. In information science, it isn’t adequate to assess model
execution utilizing the preparation information since this can rapidly prompt excessively
hopeful and overfitted models. Wait and Cross-Approval are two procedures utilized in
information science to evaluate models.
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The two methodologies utilize a test set (concealed by the model) to survey model
execution to forestall over fitting. In light of its normal, every classification model’s pre-
sentation is assessed. The result will take on the structure that was envisioned. Diagram
portrayal of information that has been ordered.

5.5 Algorithm

Random Forest

An Al technique called Random Forest is outfit-based and operated. You can combine
various computation types to create a more convincing forecast model, or use a similar
learning technique at least a few times. The phrase “Irregular Timberland” refers to
how the arbitrary woodland method combines a few calculations of the same type or
different chosen trees into a forest of trees. The irregular timberland technique can be
used for both relapse and characterization tasks. Coming up next are the essential stages
expected to execute the irregular woods calculation. Pick N records aimlessly from the
datasets. Utilize these N records to make a choice tree. Select the number of trees you
that need to remember for your calculation, then, at that point, rehash stages 1 and 2.
Each tree in the timberland predicts the classification to which the new record has a
place in the order issue. The classification that gets most of the votes is at last given
the new record. The Advantages of Irregular Woodland the way that there are numerous
trees and they are completely prepared utilizing various subsets of information guaran-
tees that the irregular timberland strategy isn’t one-sided. The irregular woods strategy
fundamentally relies upon the strength of “the group,” which reduces the framework’s
general predisposition. Since it is extremely challenging for new information to influ-
ence every one of the trees, regardless of whether another information point is added to
the datasets, the general calculation isn’t highly different. In circumstances when there
are both downright and mathematical highlights, the irregular woods approach performs
well. At the point when information needs esteems or has not been scaled, the irregular
woodland method likewise performs well.

Linear Regression
Linear regression Considering how simple the portrayal is, it makes for an appealing
model. The response is the anticipated result for the given arrangement of information
values (y), and the portrayal is a direct condition that joins that set of information values
(x). As a result, both the information value (x) and the result value (e) are numerical.
Under the straight condition, each information worth or segment is given one scale vari-
able, known as a coefficient and symbolized by the capital Greek letter Beta (B). The
line also receives a second coefficient, commonly known as the catch or inclination coef-
ficient, which increases its level of opportunity (for example, allowing it to completely
circle a two-layered map).

For example, the model type in a straightforward relapse situation (one x and one y)
would be

y = B0 + B1*x (1)
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When we have more than one piece of information (x), the line is referred to as
a plane or a hyper-plane in higher aspects. The condition is depicted by the type of
circumstance and the specific characteristics utilized for the coefficients (for example,
BO and B1 in the aforementioned model). The intricacy of a simple relapse model
of relapse is frequently discussed. This is a reference to the model’s total number of
coefficients. When a coefficient hit zero (0 * x = 0), the information variable’s influence
on the model and, subsequently, on the forecast made using the model, is successfully
eliminated. This is significant if you consider regularization strategies, which alter the
learning calculation to reduce the complexity of relapse models by reducing the overall
size of the coefficients and eventually pushing some to zero.

GridSearchCV
In almost every Al project, we train a variety of models on the dataset and choose the
one that exhibits the best results. In any event, there is room for improvement because
we cannot state categorically that this particular model is the best for the main issue.
Our goal is to develop the model in every way possible as a result. One important aspect
of these models’ presentations is their hyperparameters; by setting appropriate values
for these hyperparameters, a model’s presentation can be significantly improved. The
most popular method for determining the ideal hyperparameter values for a given model
is GridSearchCV. As previously said, the value of hyperparameters is crucial to how
well a model exhibits. Remember that it is practically impossible to predict in advance
which hyperparameters have the finest qualities, thus it is preferable to try all conceivable
qualities before deciding which ones are the best. We utilize GridSearchCV to automate
the tweaking of hyperparameters because doing it physically might require some effort
and resources. The model selection package of Scikit-learn (or SK-learn) has a feature
called GridSearchCV. Therefore, it is important to note that we really want the Scikit
Learn library to be introduced on the PC. With the help of this capability, you may fit
your assessor (model) to your training set and iterate through specified hyperparameters.
In the end, selecting the best boundaries from the recorded hyperparameters is possible.

Hyper-boundary tuning alludes to the course of find hyper-boundaries that yield the
best outcome. This, obviously, sounds significantly more straightforward than it really is.
Finding all that hyper-boundaries can be a subtle craftsmanship, particularly given that
it relies generally upon your preparation and testing information. As your information
develops, the hyper-boundaries that were once high performing may no longer perform
well. Monitoring the outcome of your model is basic to guarantee it develops with the
information. One method for tuning your hyper-boundaries is to utilize a Matrix search.
This is presumably the least complex strategy as well as the absolute most rough. In a
matrix search, you attempt a framework of hyper-boundaries and assess the presentation
of every mix of hyper-boundaries. The GridSearchCV class in Sklearn fills a double need
in tuning your model. The class permits you to apply a framework search to a variety of
hyper-boundaries, and Cross-approve your model utilizing k-overlay cross approval. The
interaction pulls a segment from the accessible information to make train-test values. It
rehashes this cycle on different occasions to guarantee a decent evaluative split of your
information. The capability that takes various boundaries. We should investigate these
in somewhat more detail:

Estimator: It takes an assessor object, for example, a classifier or a relapse model.
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Param grid: It takes a word reference or a rundown of word references. The word
references ought to be key-esteem matches, where the key is the hyper-boundary and
the worth are the instances of hyper-boundary values to test.

Cv: It takes a number that decides the cross-approval methodology to apply. On the
off chance that None is passed, 5 is utilized.

Scoring: It takes a string or a callable. This addresses the technique to assess the
exhibition of the test set.

n_jobs: It addresses the quantity of tasks to run in equal. Since this is a tedious cycle,
running more positions in equal (in the event that your PC can deal with it) can accelerate
the cycle.

verbose: It decides how much data is shown. Involving a worth of 1 shows the ideal
opportunity for each run. 2 shows that the score is additionally shown. 3 demonstrates
that the overlap and up-and-comer boundary are additionally shown.

Ada Boosting Classifier

Ada-boost or Adaptive Boosting is one of the help group classifications made by Yoav
Freund and Robert Schapire in 1996. It mixes various classifiers to improve classifier pre-
cision. AdaBoost is an iterative outfit approach. The AdaBoost classifier builds regions
of strength for a, providing you high areas of strength for exactness by combining many
classifiers that combine inefficiently. Adaboost’s main principle is to set up the classifier
loads and get ready for each cycle’s information test to the point where it guarantees
precise forecasts of unanticipated impressions. The fundamental classifier can be any
Al computation that recognizes loads on the training set. Adaboost must abide by two
conditions. The classifier needs to be prepared intelligently using a number of weighed
preparation models. In order to provide these samples with the greatest fit possible
throughout each iteration, it works to decrease training error.

How does the AdaBoost algorithm work? Here is how it works. A training subset is
originally selected by Adaboost at random. It iteratively trains the AdaBoost Al model
by choosing the preparation set in consideration of the precise expectation of the prior
preparation. It gives incorrectly characterized perceptions a heavier burden, increasing
their likelihood of grouping in the attention that follows. Additionally, it transfers the
burden to the trained classifier in each emphasis in accordance with the classifier’s
accuracy. The classifier that is more accurate will be given more weight. This cycle
repeats until there are the predefined maximum number of assessors or until the entire
preparation information fits with virtually minimal error. Play out a “vote” involving
all of the artificial learning computations to determine the ranking. The level of precise
expectations for the test information is implied by precision. By partitioning the quantity
of exact expectations by the complete number of forecasts, it very well might still up in
the air.

5.6 User Interface and Result

The pattern of Information Science and Examination is expanding step by step. From
the information science pipeline, one of the main advances is model sending. We have a
ton of choices in python for sending our model. A few well-known systems are Carafe
and Django. Yet, the issue with utilizing these systems is that we ought to have some
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information on HTML, CSS, and JavaScript. Remembering these requirements, Adrien
Trouville, Thiago Teixeira, and Amanda Kelly made “Streamlit”. Presently utilizing
streamlit you can send any Al model and any python project easily and without stressing
over the frontend. Streamlit is very easy to use.

In this article, we will get familiar with a few significant elements of streamlit, make
a python project, and convey the task on a nearby web server. How about we introduce
streamlit. Type the accompanying order in the order brief.

pip installs streamlit.

When Streamlit is introduced effectively, run the given python code and in the event
that you don’t get a mistake, then streamlit is effectively introduced and you can now
work with streamlit. Figure 2. Shows the user interface to execute the code.

Open command prompt or Anaconda shell and type

R Anaconda Powershell Prompt (anaconda3)

Wasrs Steoamtil Fite

Here my filename Is ‘sample py’. Open the local URL In the web browser

& QO http://localhost:8501

Fig. 2. User Interface
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Fig. 3. Bar Chart of yearly Global Reactive Power

Figure 3. Shows bar chart for yearly global reactive power consumption.
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Fig. 5. Global Reactive Power and Distribution Chart

Figure 4. Shows a bar chart for monthly global reactive power consumption.

Figure 5. Shows scatter chart for monthly global reactive power consumption and
distribution.

Figure 6. Shows monthly global reactive power consumption.
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Fig. 6. Subplots of Global Active Power

6 Conclusion

Machine learning (ML) techniques has as of late contributed very well in the headway of
the expectation models utilized for power utilization. Such models profoundly work on
the exactness, heartiness, and accuracy and the speculation capacity of the ordinary time
series anticipating instruments. By using the historical data we can predict future power
consumption. Here, we used the electric power consumption data of one household and
applied linear regression, ada boost, grid search cv and random forest algorithms and we
achieved an linear regression accuracy with 99% and applied random forest algorithm
with 93% accuracy, and applied adaboost algorithm with 97% accuracy and we achieved
an grid search cv accuracy with 82% for future prediction.
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Abstract. The ayurvedic medicines have played a crucial role in health system,
only a few experts could identify the herbs and know the ayurvedic properties of
these herbs. These medicines prepared from the herbs having less side effects as
compared to other general medicines. Most of the patients and general medicine
users with different diseases are not unaware of the existence of herbal plants and
their medical uses and benefits. To make ease of identifying the plants and its
medical properties based on the leaf structure, authors developed a system having
three architectures which works with Convolutional Neural Networks. Resnet-18,
Resnet-50, MobileNet-V2 architectures were used in freeze and unfreeze layers
settings. Authors considered ten different kinds of herbal leaves for implementa-
tion of the system, in which two thirds of the data used for training and one third
for testing. The overall performance of this architecture is checked using accuracy
measure and it is observed that three models with freeze layers were showing
good performance. Out of these three architectures, Resnet-50 shown accuracy of
95.33%.

Keywords: Image Processing - CNN - Medical Plants - Computer Vision

1 Introduction

Herbal plants symbolize biodiversity, which is frequently employed as an alternative
to conventional medicine. Almost every part of a herbal plant, notably the leaves, can
be employed as a component in traditional medicine. This is thus because, in contrast
to fruit and roots, leaves are simpler to acquire. Herbal plants play a crucial part in
maintaining human health [1]. Given that medical treatment is not accessible to everyone
and is expensive in comparison to medical treatment, nearly 80% of people still rely on
traditional medicine [2]. For ages, people have employed herbal plants to prevent illness
and treat it [3]. Due to the variety of therapeutic plant kinds [4] and the difficulty in
differentiating between them, the public is currently unaware of the existence of herbal
plants. To recognize and distinguish between these kinds of herbal plants, one needs
significant expertise and information. It is important to conserve knowledge of herbal
plants so that people can more easily identify the different kinds and use them when
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necessary [5]. In general, plant species are still identified manually by comparing and
recognizing photos, particularly leaf photographs when the data is already known with
the leaves on the plant. Manual identification, meanwhile, still leaves room for mistakes.
This is due to the nearly identical leaf color and similar texture and shape of various
varieties of herbal plants. Botanists and other individuals with specialized knowledge of
herbal plants are the only ones qualified to present different varieties of herbal plants in
this manner.

Since not everyone has the requisite knowledge and experience in this area, the com-
munity views this method of introducing herbal plants as ineffective for differentiating
between the various types of herbal plants [6].

Numerous researchers have used technological advancements and identification of
these plants’ leaves to conduct research on the classification of herbal plants. Herbal
leaf identification is simpler since leaves are more important and accessible than roots
[7], which are a portion of the plant that are buried in the ground [8]. Consequently, a
system for intelligent and precise herbal leaf identification is required. Most of the earlier
research has been devoted to identifying leaves. Numerous classification techniques are
employed in the identification system to assist users in recognizing herbal leaves without
specialized botanical or anatomical knowledge by identifying the types of herbal plants
through leaf identification.

2 Related Work

Recently, research has been done to identify the various kinds of herbal leaves. The
study by [9] selected therapeutic herbs in order to assess their content value. Computer
vision-based feature extraction was used in this investigation. Using ITS2 Sequences and
Multiplex-SCAR Markers, [10] authenticated herbal aralia plants carried out another
experiment. A categorization of herbal leaves using the SVM method was also done in
a different study [11]. Scale Invariant Feature Transform (SIFT) technology was used
to extract the picture feature. To combat affine transformations, noise, and changing
lighting, the SIFT functionality was deployed. Laws’ mask analysis and SVM as the
classifier were also used to classify 5 different types of leaves [12]. The obtained accuracy
is 90.27%. Using the CNN approach, the identification of Thai medicinal herbs was
carried out in [13]. In this paper we are going to train our model on leaves of plants
which are mainly main found in India. 10 types of herbal plants are considered for
this approach. These are Apta: Bauhinia Racemosa, vad: Ficus Benghalensis, Indian
Rubber Tree: Ficus Elastica Roxb, Ex Hornem, Karanj: Pongamia Pinnata, Kashid:
Senna Siamea (lam.) Irwin & Barneby, Sita Ashok: Saraca Asoka (roxb.) Willd, Pimpal:
Ficus Religiosa, Nilgiri: Eucalyptus Globulus, Sonmohar: Peltophorum Pterocarpum,
Villayati Chinch: Pithecellobium Dulce [14]. The approach uses Resnet18, Resnet50,
MobilnetV2 and MobilenetV3 convolutional neural network to build the models.

3 Architectures

In this paper, 3 architectures with 2 variations each are used. They include Resnet 18
with freeze, Resnet 18 without freeze, Resnet 50 with freeze, Resnet 50 without freeze.
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3.1 Resnet 18

In the article “Deep Residual Learning for Image Recognition” by Kaiming He et al.,
ResNet-18, a convolutional neural network architecture, was introduced [15]. It is one
of the most compact versions of the ResNet model family, which is renowned for its
excellence in image recognition tasks.

18 layers make up the ResNet-18 architecture, containing 16 convolutional layers and
2 fully linked layers. The network can learn more effectively thanks to the architecture’s
use of residual connections, which propagate information between the layers without
causing information loss. In order to do this, skip connections that omit one or more
network tiers are added.

The first layers of ResNet-18, such as the convolutional layers, batch normalization,
and activation functions, are comparable to those of other convolutional neural networks.
ResNet-18’s usage of residual blocks, which are made up of two or more convolutional
layers and a skip connection that omits one or more of the layers in the block, is what
makes it special.

Multiple image recognition tasks, such as classification, object detection, and seg-
mentation, have been accomplished using ResNet-18. On numerous benchmark datasets,
including ImageNet, CIFAR-10, and CIFAR-100, it has been demonstrated to produce
state-of-the-art results. It is a well-liked option for applications where computer resources
are scarce due to its tiny size and relatively low computational complexity.

3.2 Resnet 50

Convolutional neural network ResNet-50 was first presented in the article “Deep Resid-
ual Learning for Image Recognition” by Kaiming He et al. [16]. It is one of the more
robust models in the ResNet family, which is renowned for its excellence in image
recognition tasks.

50 layers make up the ResNet-50 architecture, containing 48 convolutional layers
and 2 fully linked layers. It makes use of residual connections, which help the network
learn more quickly by transferring knowledge without losing it as it moves through the
layers. In order to do this, skip connections that omit one or more network tiers are
added.

ResNet-50 is more sophisticated than ResNet-18 and can therefore learn more intri-
cate features from the data. It can also learn more sophisticated representations of the
input data because it has larger residual blocks, more convolutional layers, and filters.

Multiple image recognition tasks, such as classification, object detection, and seg-
mentation, have been accomplished using ResNet-50. On numerous benchmark datasets,
including ImageNet, COCO, and PASCAL VOC, it has been demonstrated to produce
state-of-the-art results. It is a suitable option for activities requiring a high degree of
precision and processing resources because of its size and computational complexity.

Overall, ResNet-50 is a potent and popular deep learning model that has shown
promise in a variety of image identification applications.



166 B.Ch S NL S Sai Baba et al.

3.3 Mobilenet V2

In 2018, Google unveiled MobileNetV2, a convolutional neural network architecture
[17]. It is specifically made for embedded and mobile devices, and it is optimized for
high precision and minimal computational expense.

By combining depthwise separable convolutions with linear bottlenecks to lower the
network’s computing cost, MobileNetV2 builds on the original MobileNet architecture.
In depthwise separable convolutions, each input channel is subjected to a single filter first,
and then the output channels are combined using a 1x1 filter in a pointwise convolution.
Comparatively speaking to conventional convolutions, this has fewer parameters and
lower processing costs.

To boost the network’s nonlinearity without introducing new parameters, linear bot-
tlenecks are used. They are made up of a 1x1 convolution followed by a ReL.U activa-
tion function, a 3x3 depthwise separable convolution, and a final 1x1 convolution. By
reducing the number of parameters and computational cost, the network can learn more
intricate features.

To make better use of the network’s capacity, MobileNetV2 also has a feature known
as inverted residuals. The linear bottleneck, expansion layer, and subsequent linear bot-
tlenecks make up an inverted residual. The expansion layer expands the number of data
channels. Due to this, the network can learn more complicated features without having
to add more parameters or pay for more compute.

Ithas been demonstrated that MobileNetV2 can perform at the cutting edge on arange
of image recognition tasks, including segmentation, object detection, and classification.
It is frequently utilized in embedded and mobile applications when high accuracy is
needed but computational resources are constrained.

4 Experimental Setup

The leaf dataset consists of 3000 images with 10 classes and each class has 300 images.
We have trained our models using 70% of data and reserved 30% for validation. Before
applying the model, preprocessing is performed on the dataset. At first, input images
are scaled to 224 x 224, then these images are randomly flipped horizontally with a
frequency of 0.5 when using the RandomHorizontalFlip transformation [18]. It indicates
that there is a 50% likelihood that each image will be horizontally inverted. The image
is horizontally mirrored yet the alteration does not alter the image’s content. Each pixel
in the image is represented as a floating-point value between 0 and 1, with 0 denoting
black and 1 denoting white, and it is converted from a NumPy array or PIL image
object into a tensor object. Using mean and standard deviation values, the “Normalize”
transformation normalizes the image’s pixel values. Based on the statistics of the dataset
used for model training, the mean and standard deviation values are computed. The
Normalize transformation ensures that the input data have similar statistical features
to the data used to train the model by normalizing the input picture. This may aid in
enhancing the model’s generalizability and accuracy. The dataset has 10 folders with
name of the class and has 300 images of that class. By using split function, the data
is divided into features and classes. In this model we have initialized the weights from
IMAGENETI1K_V1 [19]. A deep learning model’s pre-trained weights that have been
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learned on the IMAGENET1K_V 1 dataset for image classification tasks are referred to as
“IMAGENET1K_V1 weights.” When a new deep learning model is created and trained
on a similar dataset, these weights are often utilized to set its model parameters. The
learnt parameters of the deep learning model make up the weights, which are typically
in the form of a sizable file. These parameters, which are determined during the training
phase on the IMAGENET1K_V1 dataset, include the weights and biases of the various
layers of the model. In order to prevent gradients from earlier iterations from interfering
with the gradients calculated for the current batch of data, we first set all gradients to
zero. All the network must be frozen here, except for the top layer. In order to prevent
the gradients from being computed in backward(), we must set “requires_grad = False”
to freeze the parameters. For the model’s optimization, stochastic gradient descent is
applied. The model parameters are updated using tiny batches of data rather than the
complete dataset at once, which is a variation on the gradient descent approach. When
using SGD, the model parameters are adjusted in the direction of the loss function’s
inverse gradient with respect to the parameters.

0 =6 —n.VeJ @; xD; y©) (1)

where, J(0) is the objective function, 7 is learning rate, V is the gradient of objective
functions. Especially for big datasets, this speeds up and improves the computational
efficiency of computing the gradient. One of the hyperparameters that controls how big
of a step is taken in the direction of the negative gradient is learning rate. It is commonly
set to a low value, like 0.01 or 0.001, and can be changed during training to enhance the
performance of the model. In this paper, the learning rate is set to 0.001[20]. We have
used LR schedular to adjust the learning rates. A learning rate scheduler is a method for
modifying the learning rate during training to enhance the model’s performance [21]. A
hyperparameter called learning rate regulates how big of a step the optimization method
takes when updating parameters [22]. We have used 25 epochs to train the model. The
loss of the model is calculated using Cross Entropy Loss [23]. To calculate the cross-
entropy loss, the function combines the softmax function and the negative log likelihood
loss function. The softmax function turns a set of logits, or unnormalized scores, from
the model’s output into a probability distribution over the classes.
eSi ¢

f@);= WCE = —Xitilog(f (s);) (2)
where, S; is input in the form of one hot encoded matrix, e is the exponent, C is number
of classes, tj and S; are the ground through variables. The difference between the target
class’s actual probability distribution and the anticipated probability distribution is then
measured by the negative log likelihood loss function. The model is then connected to
a fully connected network which has 10 outputs.

5 Results

By using the above setup, Resnet 18 architecture is used to build the model. The accuracy
of model stands at 88.16% as in Fig. 1 (left). A variation of the above model is also built
as shown in Fig. 1 (Right). In this case, freezing of the layers is not performed to block
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backpropagation. In this case the accuracy 94.16%. The same setup is used with Resnet
50 architecture as in Fig. 2. The accuracy of model with and without accuracy is 90.50%
and 95.33% respectively. In case of MobileNet V2, we have not used bias and there is
no fully connected layer. The accuracy of the model with freeze is 92.83%. In the same
way, the accuracy is 93.66% without freezing of layers.

Change in Accuracy Change in Accuracy
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Fig. 1. (Left) Accuracy w.r.t to number of epochs using Resnet 18 architecture without freeze.
(Right) Accuracy w.r.t to number of epochs using Resnet 18 architecture with freeze.
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Fig. 2. (Left) Accuracy w.r.t to number of epochs using Resnet 50 architecture without freeze.
(Right) Accuracy w.r.t to number of epochs using Resnet 50 architecture with freeze.

Figure 3 demonstrates the accuracy of MobileNet V2 w.r.t to number of epochs.
The graphs demonstrating the models’ accuracy in relation to the number of epochs are
shown above. We have always considered 20 epochs because overfitting has been shown
above this. Resnet 50 without freezing has outperformed among all the models. The
model’s output, which is displayed below in Fig. 4, uses plant identification based on
leaves.

The performance of all models, both with and without freezing layers, is summarized
in the table below with respect to the number of parameters, epochs, the optimizer, and
accuracy (Table 1).
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Fig. 3. (Left) Accuracy w.r.t to number of epochs using MobileNet-V2 architecture without freeze.
(Right) Accuracy w.r.t to number of epochs using MobileNet-V2 architecture with freeze.
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Fig. 4. Shows sample predictions made by the above architectures.

Table 1. Model performance w.r.t to number of parameters

Architectures Total Trainable Epochs | Optimizer | Accuracy
Parameters | Parameters
Resnet-18 with freeze 11,181,642 |0 20 SGD 88.16
Resnet-18 without freeze 11,181,642 | 5,130 20 SGD 94.16
Resnet-50 with freeze 23,528,522 {20,490 20 SGD 90.50
Resnet-50 without freeze 23,528,522 | 23,528,522 |20 SGD 95.33
MobileNet-V2 With freeze 2,236,682 | 1,694,154 |20 SGD 92.83
MobileNet-V2 without freeze | 2,236,682 |2,236,682 |20 SGD 93.66

6 Conclusion and Future Scope

We were able to identify 10 different kinds of leaves of plants having good medical
properties. Most of the plants are used in Ayurveda for curing many diseases. Based on
3000 photos of medicinal plants, we developed 6 image classification models (Resnet-18
with freeze, Resnet-18 without freeze, Resnet-50 with freeze, Resnet-50 without freeze,
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MobileNet-V2 With freeze, MobileNet-V2 without freeze) for this study. The dataset
of leave images is publicly available. We found that Resnet- 50 architecture without
freeze layers has outperformed other models. We have used accuracy to measure the
performance of the model and got 95.33% in this setting. By creating a mobile application
and integrating more classes of leaves, this study can be furthered.
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Abstract. Recent developments in network technology and related services have
caused a significant rise in data traffic. However, there has also been a massive rise
in the negative consequences of cyber-attacks. Many new types of network attacks
are emerging. As a result, designing a robust Intrusion detection system (IDS) has
become essential. This paper presents a framework for designing an efficient IDS
to enhance detection accuracy and reduce false positives on real-time data. This
research used the CIC-IDS 2017 dataset to train Machine Learning models such
as Logistic Regression, K Nearest Neighbor, Gaussian Naive Bayes, and Random
Forest. Machine learning models often perform well on benchmark datasets but
may encounter challenges when applied to real-time traffic scenarios. So, we
created a Real-time dataset and tested it on the trained models. In the evaluation, the
Random Forest classifier outperformed all other models and achieved an accuracy
0f 99.99% .

Keywords: Intrusion Detection System - Cyber-attacks - DDoS attack - Botnet -
Random Forest - Real-time dataset

1 Introduction

An IDS is a device which monitors network traffic for unusual activity and warns the
user when it is discovered. Software that looks for harmful activity on a network or
machine. Any unlawful behavior or violation is frequently noted, either centrally via a
security information and event management (SIEM) system or by sending an admin-
istrator a notification. In order to discriminate between valid and false alerts, a SIEM
system aggregates outputs from several sources and applies alarm filtering techniques.
Intrusion detection systems are prone to raise erroneous warnings while monitoring net-
works for potentially dangerous behavior as a result, after first installation, businesses
need to modify their IDS products. To discriminate between safe network traffic and
malicious activity, intrusion detection systems must be properly configured. The two
main categories of IDS are host-based and network-based ones. They are as follows:
(1) Network Intrusion Detection (NIDS): A NIDS Is a security instrument that scans
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network traffic for probable intrusions or malicious activity. It compares live packet
analysis results to known attack patterns or anomalies. To record and examine traffic,
NIDS sensors are positioned strategically throughout the network architecture. It pro-
duces notifications to inform administrators of any questionable activity that is found.
By monitoring actual traffic and spotting assaults that may evade firewall regulations,
NIDS support firewalls. (2) HIDS: A security technology known as a Host Intrusion
Detection System keeps track of the actions and conduct of specific hosts or endpoints
within a network. It concentrates on preserving the integrity and security of particular
equipment, including servers, workstations, or IoT gadgets. In order to identify unautho-
rized access, malicious software, or unusual activity at the host level, HIDS employs a
variety of approaches, including log analysis, file integrity verification, and system call
monitoring.

In order to meet the needs of an efficient IDS, researchers have considered the
possibility of using ML and DL techniques. ML and DL fall under the broad umbrella
of Atrtificial Intelligence (Al) and are focused on learning useful information from large
amounts of data. These techniques gained immense popularity in network security over
the past decade due to the development of high-performance graphics processors (GPUs).
Both ML and DL are effective tools for learning useful features from network traffic
and for predicting normal or abnormal activities on the basis of the learned patterns.
ML-based IDS relies heavily on feature engineering for learning useful information
from network traffic. DL-based IDS don’t rely on feature engineering and are capable of
learning complex features automatically from the raw data because of its deep structure.

Section 2 discusses the literature review of various methods for detecting attacks. In
Sect. 3, we discuss proposed model with algorithms. Section 4 of this article talks about
simulation and results analysis. The Results are discussed in Sect. 5. Finally, we discuss
conclusion in Sect. 6.

2 Literature Survey

Intrusion detection systems aim to identify and respond to unauthorized activities or
malicious behavior within a network. Traditional IDS typically use rule-based methods
that rely on pre-defined patterns or signatures of known attacks. However, these rule-
based systems often struggle to detect novel or sophisticated attacks, which led to the
exploration of ML-based IDS.

Authors in [1] demonstrates how ML and DL techniques were used on the CICIDS
2017 dataset. Four feature selection strategies are the subject of the work. The paper
discusses the performance of these algorithms with accuracy. In [2], Researchers pri-
marily study and assess the 1999 NSL- KDD datasets and the 1999 KDDCUP datasets
using SVMs for intrusion detection. Additionally, in [3], researchers focuses on network
intrusion detection system using machine learning classifiers on KDD99 dataset.

The study in [4] provides an overview of ensemble classifiers which are suitable for
classifying data IDS with machine learning. In [5], researchers proposes an optimized
intrusion detection system that improves upon the existing IDS which detects malicious
packets in the network. Researchers in [6] explored six different ML techniques to find
out the best technique for detecting DDOS attacks in machine learning. The authors in
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[7], proposed a research project has been suggested to utilize a hybrid system that makes
use of misuse detection methods for well-known sorts of invasions. By recognizing
the assaults that are known thanks to anomaly detection systems, it also educates and
trains itself. The major goal of is to build a real-time IDS that can detect intrusions by
examining incoming and egressing network data in real-time. The deep neural network
used in the proposed system was trained the model using 28 features from the NSL-KDD
dataset.

Authors in [9] focuses on using machine learning methods for wireless sensor net-
work intrusion detection. It explores the use of ML algorithms, including decision trees,
SVM, k-nearest neighbors (KNN), and random forests, on the CICIDS 2017 dataset.
The paper discusses the performance of these algorithms in detecting different types of
intrusions and compares their effectiveness.

In [10], Researchers suggested that datasets like CSE-CIC-IDS2018 were made to
train prediction algorithms on anomaly-based intrusion detection for network traffic. The
study describes a paradigm for real-time intrusion detection [11]. In [12], researchers
suggest a deep learning-based intrusion detection solution for industrial control systems
(ICS). It trains deep learning models including deep neural networks (DNN) and long
short-term memory (LSTM) networks using the CICIDS 2017 dataset, to find intrusions
in ICS networks. The paper highlights the performance of different models and assesses
how well they execute real-time intrusion detection.

Additionally, in [13], scientists concentrate on the creation of a DL-based anomaly-
based network intrusion detection system. For the purpose of extracting pertinent charac-
teristics from the authors’ CICIDS 2017 dataset suggested an improved feature selection
method. For intrusion detection, the study applies deep auto-encoders and deep belief
networks, and it assesses how well they perform is measured by the F1-score, recall,
accuracy, and precision.

The findings were summed up by the authors in [14], who also highlighted the
potential of DL for detecting intrusions in [OT networks. The performance and resilience
of the proposed system were both increased by the authors’ recommendations for future
research initiatives. The article in [15] gives an overview of the various feature selection
methods used in utilizing machine learning to detect intrusions systems. It investigates
various methodologies, including wrapper, filter, and embedding approaches, and how
they apply to the CICIDS 2017 dataset. The article examines how feature selection affects
the effectiveness of intrusion detection models and offers suggestions for choosing the
right attributes for efficient detection.

3 Proposed Methodology

Here we’ll discuss the proposed framework. The primary goal of this framework is
to increase the model’s accuracy. By identifying the optimal features using the feature
importance. It is an attribute of Random Forest Classifier. The initial step is to pre-process
the CICIDS2017 dataset. The preprocessing process begins with data cleaning, address-
ing missing values, outliers, and inconsistent data. The techniques used in data cleaning
are binning, replacing with mean and median values. Feature selection techniques are
then applied and selects the most relevant features. Feature scaling is performed to ensure
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that features are on a consistent scale. Categorical variables are encoded into numeri-
cal representations, and techniques are employed to handle imbalanced data, ensuring
the dataset adequately captures both normal and at- tack samples. Finally, training and
testing sets are created from the preprocessed dataset for model training and evalua-
tion. These preprocessing steps ensure the quality, relevance, and compatibility of the
CICIDS 2017 dataset with ML algorithms, ultimately enhancing the performance of the
real-time IDS.

Input Data Pre- Processing Classification

s

Training Dataset

Label Encoding with ML Models

Dataset H
Real-Time
Dataset

Fig. 1. Architecture of the proposed framework
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The creation of a real-time intrusion detection system (IDS) is the aim of this effort.
The preprocessing and feature selection of the CICIDS 2017 dataset are done. To build
a predictive model, training is done using the Logistic Regression, KNN, Gaussian
Naive Bayes, and Random Forest methods. The model is then tested on real-time data to
detect attacks. By utilizing machine learning algorithms, the IDS aims to accurately and
promptly identify malicious activities in network traffic, enabling proactive measures
to be taken for maintaining network security. The Fig. 1 depicts the Architecture of the
proposed framework.

3.1 Random Forest Classifier

Random Forest Classifier is initialized with 100 estimators, then trained on the training
data. The confusion matrix is created to assess the model’s performance after predictions
are made based on the test data. The confusion matrix provides a comprehensive overview
of the class labels, both projected and actual, supporting the evaluation of false positives,
true positives, true negatives, and false negatives. This evaluation aids in assessing the
model’s Accuracy, Precision, Recall, and F1 Score. By utilizing the scikit-learn library
and following these steps, the Random Forest classifier can effectively detect intrusions
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in real-time scenarios, providing valuable insights for security purposes.

1
MSE= =3 (i i) )

3.2 Gaussian Naive Bayes Classifier

The initialization and training phases of the classifier include estimating the statistical
parameters of the Gaussian distribution for each class using the training data. Subse-
quently, predictions are made on the test data by calculating the probability of each
sample belonging to each class & selecting the group that has the highest probability.
The model’s performance is then assessed using the confusion matrix, which offers
details on the predicted and actual class labels. This enables the evaluation of accuracy,
precision, recall, and other performance parameters by allowing the examination of false
positives, true positives, true negatives, and false negatives. By utilizing the Gaussian
Naive Bayes algorithm and following these steps, the classifier can effectively detect
intrusions in real-time scenarios, providing valuable insights for IDS applications.
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3.3 Logistic Regression Classifier

The data is first scaled using the StandardScaler to standardize the features and ensure
consistent scaling across different variables. The Logistic Regression model is then
initialized with increased max iter to ensure convergence. The scaled training data are
used to train the model and teach it the logistic regression equation’s coefficients. The
learned coefficients are then used to make predictions on the scaled test data. After
that, the confusion matrix is computed to assess the model’s effectiveness and reveal
differences between the predicted and real class labels. By utilizing the confusion matrix
to examine false positives, true positives, true negatives, and false negatives, it is possible
to assess accuracy, precision, recall, and other performance parameters. By utilizing the
Logistic Regression algorithm and following these steps, the classifier can effectively
detect intrusions in real-time scenarios, providing valuable insights for IDS applications.

7= (Z; w,~x,~) b 3)

3.4 K Nearest Neighbor

Data preprocessing and feature engineering steps, such as removing irrelevant columns,
handling missing values, and encoding categorical variables are done. It splits using the
training data, a K-nearest neighbors (KNN) classifier is created, trained, and applied to
the dataset. The code then makes predictions on the test set and evaluates the classifier’s
accuracy using the accuracy score metric. This code provides a basic framework for
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implementing a KNN classifier for intrusion detection on the CICIDS 2017 dataset, but
further modifications and enhancements may be needed for optimal performance and
customization to specific requirements.

d 1/p
dist (x, z) = (Zrzl [x;— Zr|p> “4)

3.5 Pearson Correlation Coefficient

The linear connection between two continuous variables is measured by the Pearson
correlation coefficient, sometimes known as Pearson’s r. It is calculated by taking the
sum of the product of the differences between each variable’s value and its mean, and
then dividing it by the product of the standard deviations of the variables. The resulting
coefficient, which ranges from —1 to 1, shows the strength and direction of the link. The
perfect correlation is represented by a value of 1, the perfect correlation is represented
by a value of —1, and the perfect correlation is not represented by a value of The Pearson
correlation coefficient can be used for feature selection by calculating the correlations
between each feature and the target variable, and then selecting features based on their
absolute correlation values or by setting a correlation threshold. However, it assumes
linearity and may not capture non-linear relationships or be suitable for all types of data.

. n(Xxy) - (XX (y) 5)
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4 Simulation and Results Discussion

In this section, we evaluate the proposed methodology’s results with those obtained
using the LR, KNN, Naive Bayes and RF classifiers. For the experiment, we considered
the following datasets and simulation environment.

4.1 Dataset Description

The CICIDS2017 dataset captures the network behavior of various types of network
traffic, including both normal traffic and malicious activities. Intrusion detection offers
a thorough understanding of network behavior. With over 2.8 million instances and 79
features per instance, the dataset provides a comprehensive representation of network
behavior. The features include packet headers, payload information, and flow statistics.
Source and destination IP addresses, ports, protocol types, and flags are just a few of
the details found in packet headers. Payloads include packet data, and flow statistics
record the characteristics of the overall network flow. The development and evaluation
of intrusion detection systems use the CICIDS 2017 dataset as a benchmark.

The dataset provides labeled data, with each network flow labeled as either nor-
mal or belonging to a specific attack category. Web assaults, denial-of-service attacks,
reconnaissance attacks and botnet attacks are among the several types of attacks. Among
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Table 1. Description of files containing CICIDS-2017 dataset

Name of Files Day Activity Attacks Found
Monday-WorkingHours.pcap_ISCX.csv Monday Benign(Normal human activities)
Tuesday-WorkingHours peap_ISCX.csv Tuesday Benign, FTP-Patator, SSH-Patator
Wednesday-WorkingHours.pcap_ISCX.csv Wednesday Benign, DoS GoldenEye, Dos Hulk Dos
Slowhttptest, Dos slowloris, Heartbleed
Thursday-WorkingHours Moming- Thursday Benign, Web Attack-Brute Force, Web
WebAttacks.pcap_ISCX.csv Attack-SqlInjection, Web Attack-XSS
Thursday-WorkingHours. Afternoon - Thursday Benign, Infiltration
Infiltration.pcap_ISCX.csv
Friday-WorkingHours -Moming pcap_ISCX.csv Friday Benign, Bot
Friday-WorkingHours —Afternoon- Friday Benign, Portscan

PortScan pcap_ISCX.csv

Friday-WorkingHours —Afternoon- Friday Benign, DDos
DDos.pcap_ISCX.csv

others. This labeling allows researchers and developers to train and evaluate their intru-
sion detection and prevention systems on real-world attack scenarios. With regard to
each network flow, the CICIDS 2017 dataset provides a wealth of details and properties,
such as source IP and destination IP addresses, port numbers, protocol types, packet
sizes, and time duration. The Table 1 and Table 2 presents the description and features
of the CIC-IDS dataset.

4.2 Simulation Environment

To generate a real-time dataset, you will need specific tools and virtual machines. The
necessary tools include VirtualBox, Wireshark, and CICFlowmeter. Virtual machines
such as Windows XP and Kali Linux are required for this process, and they should be
installed within a virtual box environment. The goal is to use these virtual machines to
carry out various attacks, including DoS, DDoS, Slowloris, and Synflood attacks. While
performing these attacks, it is essential to have Wireshark running to capture the live
traffic, which will generate a Pcap file. The next step involves using CICFlowmeter to
convert the Pcap file into a CSV file. Finally, the two CSV files are merged for testing
purposes.

Performing Slowloris Attack

Step 1: Start Kali Linux, and then Start up your terminal. Use the command below
to create a new directory on your desktop with the name Slowloris. Navigate to the
Slowloris directory you need to create. The Slowloris tool must now be copied from
Github so that it can be installed on your Kali Linux computer. You just need to type the
following URL in your terminal inside the Slowloris directory you generated to do that:
https://github.com/GHubgenius/slowloris.pl.git. Figure 2 depicts the slowloris attack in
kali.

Step 2: Now, in order to execute that kind of command, you must first check your
machine’s IP address. It is now time to launch the Apache server. Enter the following
command to do so: sudo service apache?2 start. Figure 3 depicts the wireshark file capture.
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Feature Features Feature Features

no. no

1. Destination Port 41. Packet Length Mean

2. Flow Duration 42. Packet Length Std

3. Total Fwd Packets 43. Packet Length Variance
4. Total Backward Packets 44. FIN Flag Count

5. Total Length of Fwd Packets 45. SYN Flag Count

6. Total Length of Bwd Packets 46. RST Flag Count

7. Fwd Packet Length Max 47. PSH Flag Count

8. Fwd Packet Length Min 48. ACK Flag Count

9. Fwd Packet Length Mean 49. URG Flag Count

10. Fwd Packet Length Std 50. CWE Flag Count

11. Bwd Packet Length Max 51. ECE Flag Count

12. Bwd Packet Length Min 52. Down/Up Ratio

13. Bwd Packet Length Mean 53. Average Packet Size
14. Bwd Packet Length Std 54. AvgFwd Segment Size
15. Flow Bytes/s 55. AvgBwd Segment Size
16. Flow Packets/s 56. Fwd Header Length
17. Flow IAT Mean 57. FwdAvg Bytes/Bulk
18. Flow IAT Std 58. FwdAvgPackets/Bulk
19. Flow IAT Max 59. FwdAvg Bulk Rate

20. Flow IAT Min 60. BwdAvg Bytes/Bulk
21. Flow IAT Total 61. BwdAvg Packets/Bulk
22. Fwd IAT Mean 62. BwdAvg Bulk Rate
23. Fwd IAT Std 63. SubflowFwd Packets
24. Fwd IAT Max 64. SubflowFwd Bytes
25. Fwd IAT Min 65. SubflowBwd Packets
26. Bwd IAT Total 66. SubflowBwd Bytes
27. Bwd IAT Mean 67. Init_ Win_bytes_forward
28. Bwd IAT Std 68. Init_Win_bytes_backward
29. Bwd IAT Max 69. act_data_pkt_fwd

30. Bwd IAT Min 70. min_seg_size_forward
31. Fwd PSH Flags 71. Active Mean

32. Bwd PSH Flags 72. Active Std

33. Fwd URG Flags 73. Active Max

34. Bwd URG Flags 74. Active Min

3s. Fwd Header Length 75. Idle Mean

36. Bwd Header Length 76. Idle Std

37. Fwd Packets/s 77. Idle Max

38. Bwd Packets/s 78. Idle Min

39. Min Packet Length 79. Label

40. Max Packet Length

Now that we need to determine whether your server is active or not, use the following
command to find out its status: service apache?2 status

Step 3: The tool should now be run using the following command: perl slowloris.pl
-dns 10.0.2.15 —options

Step 4: Capture the live traffic data using wireshark.

Step 5: A Pcap file will be generated from wireshark tool. Convert the Pcap file to
CSV file using CICFlowmeter tool.

Performing Synflood Attack
Step 1: Firstly, we should get IP address of 2 virtual Machines- Windows XP and
Kali-linux. Communication should be done for both VMs using ping command.
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Fig. 2. Performing Slowloris Attack

& Capturing from eth0

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
ADA® G RABRM@ aQ ¢« »n «>BPE oo ol
1 Sler

No. Time Source Destination Protocol Length Info
1 0.000000000  feB0::ed73:acfd:fe5. ff02::1:ff21:dc29  ICMPV6 86 Neighbor Solicitation for
2 36.602466138 .168 239.255.255.250 SSDP. 217 M-SEARCH * HTTP/1.1
3 36.621002260 . 239.255.255.250 SSDP 217 M-SEARCH * HTTP/1.1
4 37.607379038 192.168.56.103 239.255.255.250 SSDP 217 M-SEARCH * HTTP/1.1
5 37.625135434 192.168.56.103 239.255.255.250 SSDP 217 M-SEARCH * HTTP/1.1
6 38.607349104 192.168.56.103 239.255.255.250 SSDP 217 M-SEARCH * HTTP/1.1
7 38.625363984 192.168.56.103 239.255.255.250 SSDP 217 M-SEARCH * HTTP/1.1

8 39.607961556 192.168.56.103 239.255.255.250 SSDP 217 M-SEARCH * HTTP/1.1
9 39.626784052 192.168.56.103 239.255.255.250 SSDP. 217 M-SEARCH * HTTP/1.1
10 61.010657572 fe80::ed473:acf4:feS.. FfO2::1:ff21:dc29  ICMPV6 86 Neighbor Solicitation fo
11 62.728064737 fe80::108d:805b: 6d5. ICMPVE 62 Router Solicitation
12 69.261278922 192.168.56.103 224.0.0.251 MDNS 85 Standard query 0x0000 PTR
13 69.265658783 fe80::e473:acfd:fes.. Ff02::fb MDNS 105 Standard query 0x0000 PTH

14 70.259335604 192.168.56. i MDNS 85 Standard query 0x0000 PTH
15 70.259929418  fe8 tacfd: b MDNS 105 Standard query 0x0000 PTH
16 122.010734453 fe8 :acf4: 2 ICHPVE 86 Neighbor Solicitation forl
17 152.799144017 fes H : H ICMPVE 90 Multicast Listener Report]
18 152.799677404 192 . IGMPV3 60 Membership Report / Leave
19 152.830525789 fes! : H ICMPV6 90 Multicast Listener Report]
20 152.832006614 : : ICMPV6 90 Multicast Listener Report]
21 152.832006929 fes! H : i3 ICMPV6 90 Multicast Listener Report]
22 152.832301691 - IGMPV3 60 Membership Report / Join

» Frame 1: 86 byte: wire (688 bits)
: 0a:00:

» Ethernet IT 00:0f (0a:00:
t 2

ea7
Internet Control Messa

Fig. 3. Generating live traffic data

Step 2: We should enter into Metasploit using the following command: msfconsole

Metasploit is a widely used penetration testing framework which provides a com-
prehensive group of tools and exploits for assessing the security of computer systems. It
allows security professionals to identify vulnerabilities, launch attacks, and test the effec-
tiveness of security measures. Metasploit simplifies the process of scanning, exploiting,
and gaining access to target systems, helping to identify potential weak- nesses before
they can be exploited by malicious actors. With its extensive collection of exploits,
payloads, and auxiliary modules, Metasploit is a powerful tool for ethical hacking and
security assessment.

Step 3: Next command is search synflood. Enter show options. It shows some options
about rhosts,num, rport.

Step 4: Set RHOST to IP address of other virtual machine and enter exploit.

In Metasploit, RHOSTS, RPORT, and NUM are parameters used to specify the target
host, target port, and the number of concurrent targets, respectively.
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e RHOSTS: RHOSTS refers to the remote hosts, which are the target IP addresses or
hostnames that you want to scan or attack. It can be a single host or a range of hosts
specified using CIDR notation or wildcard characters.

e RPORT: RPORT stands for remote port and represents the target port number on the
remote host. It is the port to which you want to establish a connection or attempt an
exploit.

e NUM: NUM is an abbreviation for the number of con- current targets. This parameter
is typically used when launching attacks that require targeting multiple hosts simulta-
neously. By setting NUM to a specific value, you can control the number of concurrent
targets that Metas- ploit will attack simultaneously, increasing the efficiency of the
operation.

e Set RHOSTS ipaddress
e Set RPORT 134
e Set NUM 50,000

Step 5: Capture the live traffic data using wireshark tool. A Pcap file will be generated
from wireshark tool. Convert the Pcap file to CSV file using CICFlowmeter tool. Figure 4
depicts the Synflood attack.

e
ADAO =
0

77535 36.368388742_167.45.254.30

Fig. 4. Performing Synflood Attack

4.3 Performance Metrics

The performance evaluation phase, which tests and assesses the approach for general-
ization using several evaluation met- rics, is essential to the development of a strong ML
model. To evaluate the model performance in this work, many evaluation metrics have
been used.
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Accuracy: Accuracy is a metric that counts the number of examples in a dataset and
counts the fraction of accurately predicted instances out of those instances. It is calcu-
lated by dividing the overall forecasted number by the number of accurate estimates.
The accuracy score goes from 0 to 1, with 1 denoting perfect accuracy. However, it is
important to consider other metrics alongside accuracy, particularly when dealing with
imbalanced datasets or when different types of errors have varying impacts. The formula
for accuracy is:

Accuracy = (Number of Correct Predictions) / (Total Number of Predictions)
(6)

Precision: A classification model’s accuracy of correctly predicting future events is
measured by a parameter called precision. The formula for calculating it is to divide the
total number of true positive predictions by the total number of true positives and false
positives. It focuses on minimizing false positives and provides a demonstration of the
model’s accuracy in identifying positive events. Precision values range from O to 1, with
1 representing perfect precision. A higher precision score indicates a lower rate of false
positives, making it particularly important in applications where false positives have
significant consequences, such as medical diagnoses or spam detection. The formula for
recall is:

Precision = (TP) / (TP + FP) (7

Recall: Recall, also known as true positive rate, is a statistic used to assess the effective-
ness of a classification model, particularly in situations where the goal is to reduce false
negatives. It calculates whether percentage of all real positive instance true positives plus
false negatives were accurately anticipated positive instances. The formula for recall is:

Recall = (TP) /(TP + FN) (8)

F1 Score: By integrating precision and recall into a single value, the F1 score is a
statistic that offers a fair evaluation of the effectiveness of a classification model. It is
especially beneficial when there is an uneven distribution of students among classes or
when both false positives and false negatives matter. The F1 score is calculated as the
HM of recall and precision. The F1 score formula is as follows:

F1 Score is calculated as : 2 % (Precision * Recall) / (Precision + Recall) (9)

5 Results and Discussion

The below result provides a comparison of the performance metrics as Accuracy, Preci-
sion, F1 score and Recall for Four classification algorithms: LR, RF, and Naive Bayes,
KNN. It states that Random Forest algorithm achieved the highest scores in all metrics,
indicating its superior performance. The testing of a real-time dataset was conducted
using the Random Forest classification, which resulted in an impressive accuracy of
99%. The model successfully predicted attacks with a label of 1. These results highlight
the effectiveness of the Random Forest algorithm in detecting and classifying attacks
in real- time scenarios, demonstrating its high accuracy and reliable performance. The
results are listed below in the Table 3.
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Models Accuracy (%) Precision (%) Recall (%) F1Score (%)
Random Forest 99.993 99.886 99.902 99.894
Logistic Regression 98.074 97.079 96.372 96.724
KNN 97.305 94.667 96.318 95.486
Gaussian Naive Bayes 87.434 83.729 71.255 76.990

The ROC graph in the Fig. 5 below, which uses the four algorithms RF, KNN, LR,
and Naive Bayes, shows the true positive rate on the y-axis and the false positive rate on
the x-axis, respectively. The percentage of real positives that were accurately detected is
known as the true positive rate. The percentage of genuine negatives that are mistakenly
classified as positives is known as the false positive rate.

ROC Curve
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Fig. 5. ROC Curve

The outcomes demonstrate that ML models are useful for identifying attack traffic.
The Table 4 presents the comparison of results of our proposed model with related papers.
Based on the suggested framework, we note that our method outperforms the baseline
classifiers in accuracy. Therefore, we draw the conclusion that the PC+RF architecture
successfully addresses the feature selection and attack categorization issues.
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Table 4. Comparison of results of our proposed model with related papers.

Method Dataset Accuracy (%)
Author in [1] designed a model ML CICIDS 2017 97.24

and DL Algorithms

Author in [2] proposed a model using | KDDCUP 99 and NSL-KDD 94.31

SVM Algorithm

Author in [9] proposed a model using | CICIDS 2017 92.19
KNN,SVM,DT, RF algorithm

Author in [12] designed a IDS model | CICIDS 2018 96.47

using DNN,LSTM

Our Proposed Model CICIDS 2017 and Real-time dataset | 99.93

6 Conclusion

This study focuses on developing a real-time IDS using ML techniques. We leverage
the CICIDS 2017 dataset for training our IDS model. The dataset encompasses attacks,
including DoS, DDoS, FTP, SSH, and benign traffic. Through extensive data prepro-
cessing, which involves removing duplicates and handling infinity values, we ensure the
dataset’s quality. We employ RF, KNN, LR, and Naive Bayes algorithms to train the
IDS model. SMOTE is employed to address the class imbalance between benign and
attack instances. Through feature selection, we identify and select the ten most relevant
features. In the testing phase, we use our created real-time dataset to test the model.
The accuracy achieved during the testing phase is an impressive 99.99% indicating the
robustness of our model.
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Abstract. This article demonstrates how to use Maixdock to build a drowsy driv-
ing monitoring system. A behavioral deterioration in one’s ability to drive is known
as drowsy driving. To categorize sleepiness signs like breathing and squinting deep
learning has been used in this study. Yolo design training was done using exam-
ple pictures. To categorize sleepiness signs like blinking and breathing, this study
employs the Convolutional Neural Network (CNN). The CNN design was trained
using 1310 images in total. Then the yolo was trained with Adam’s optimiza-
tion method. Ten people participated in a live experiment to determine how well
this version worked. In this study, a new deep learning-based method for real-time
sleepiness monitoring is proposed. It can be easily applied on a low-cost integrated
chip and has a good level of performance. A single computer can then receive the
data that was gathered. Facial characteristics, such as gaping, and ocular metrics,
such as eye-closing, are the areas of concern used here. In this study, additional
variables like camera distance from the vehicle and illumination effects are exam-
ined. These variables have the potential to influence the rate of categorization
accuracy. The key of the car will not turn on if the motorist is intoxicated until
the situation is altered. If the vehicle is already in a drivable state, the system will
warn the driver via an alarm, and a heartbeat monitor will also identify the data
and warn the driver. The Proposed method gives a good accuracy of detection,
approximately 90% higher than existing methods.

Keywords: Raspberry Pi - Convolutional Neural Network - Drowsiness
detection - Yawning

1 Introduction

One of the main sources of fatalities in humans is traffic mishaps. The fact that there are
more cars on the road globally makes this worse. Long drives frequently make drivers
drowsy and mentally exhausted. 2.3 to 2.5 percent of all deadly crashes nationally were
reportedly the result of drowsy driving [1]. According to National Sleep Foundation
research, 32% of motorists experience driving while fatigued on a monthly average.
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A cognitive deterioration in driving abilities that is typically linked to long-distance
driving [2] is what is known as “drowsy driving.” Lack of sleep the night before trav-
eling is typically the reason. It can occasionally also be brought on by other issues like
unresolved sleep conditions, medicines, consuming alcohol [3], or shift employment.
Because of this issue, checking a driver is fundamental to blood alcohol content and
notifying them if necessary.

In recent years, several novel low-cost, non-invasive technological advances have
been developed to identify sleepy driving. It very well may be isolated [4] into two
classifications given whether signal processing is used for images or not. The distinction
between the two groups is made based on the sort of incoming data, which can be either
bodily signs or pictures from the camera.

Eye tracking and blinking are a couple of warning indications that a video can detect
as a sign of driving [5] fatigue. To identify these characteristics for sleep monitoring,
numerous methods have been created. Head part examination, support vector machines,
and brain organizations are the most promising methods.

Deep Learning [6] offers modern and effective methods for identifying sleepiness
trends in drivers. Convolutional Neural Networks (CNN) and Deep Neural Networks
(DNN) are two popular Deep Learning models utilized for image-based driving sleepi-
ness detection systems. For physiological kinds of input data, Recurrent Neural Network
(RNN) is one of the Profound Learning plans habitually utilized for driving drowsiness
[7] discovery systems.

In this paper, different types of deep learning techniques were studied and analyzed.
To train a CNN classifier model, raw images of people yawning or being seated in a
car were taken with a wide range of images varying from each other, including the
lighting part, and capable of potentially giving false values when used. The drowsiness
symptoms should be identifiable. Some of the images have people yawing and drowsy
whereas others do not such that we can segregate accordingly.

Globally, road mishaps and deaths are frequently caused by drowsy driving. Despite
numerous efforts to increase public awareness about the dangers of driving while
fatigued, drowsiness remains a significant risk on the road. Traditional methods of detect-
ing drowsiness, such as monitoring driving behavior or asking drivers to self-report their
level of fatigue, have limitations and are not always reliable.

To address this issue, there is a need for an automated system that can detect drowsi-
ness in real-time, using advanced technologies such as head pose estimation, facial
expression analysis, and machine learning algorithms. The system should be able to iden-
tify indications of sluggishness, like hanging eyelids or changes in facial expressions,
and alert the driver before an accident occurs.

This project’s objective is to create a sleepiness detection system that can accurately
and reliably detect driver drowsiness in real-time, and potentially save lives by preventing
accidents caused by drowsiness.
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2 Literature Survey

2.1 System for Monitoring and Warning Driver Fatigue Based on Eye Tracking

“Eye following based driver weakness checking and cautioning systems” are becoming
increasingly popular in the automotive industry. The device monitors the driver’s eye
motions with an infrared sensor to detect indications of tiredness or sleepiness and sends
a warning.

The technology works by analyzing the driver’s eye movements, such as how often
they blink and how long their eyes stay closed. If the system detects that the driver’s eyes
are closing for too long or too frequently, it will sound an alarm or display a warning
message to alert the driver that they need to take a break.

Some advanced systems may also use other sensors, such as steering angle sensors
to ascertain the driver’s degree of depletion. The framework can then adjust the vehicle’s
speed, sound an alarm, or even apply the brakes if necessary.

Eye following-based driver weariness checking and cautioning systems are essential
for improving road safety, particularly for long-distance drivers, commercial vehicle
operators, and shift workers. The technology can help prevent accidents caused by driver
fatigue [8] and lessen the number of fatalities on the streets.

Although the technology is still relatively new, it has the potential to become a
standard safety feature in vehicles in the future.

2.2 Yawning Detection Reduction System for Driver Drowsiness

There have been numerous studies on yawning recognition and sleepiness forecast tools
for drivers. One such paper is “Yawning Detection and Prediction System for Driver
Drowsiness” by Hsu et al. published in the Journal of Sensors in 2015.

Ramani P. et al. (2022) developed a method for smart parking system using optical
character recognition. Parking slots were identified automatically by OCR and placing
a car without traffic and in time. The accuracy of prediction is lower [9].

Ramani P. et al. (2023) used segmentation algorithm to partition the images and
classified the monuments using Multi layer Neural Network classifier and achieved
good results for classification of heritage images [10].

Ramani P. et al. (2023) reviewed various non destructive methods for classifica-
tion and segmentation algorithm for detection and classification of heritage structures.
Measurement of different decay parameters is discussed and compared with different
methods [11].

The paper proposes a yawning detection and prediction system based on an image
processing technique using a webcam. The system can detect yawning and predict driver
drowsiness before it becomes a critical issue. To identify and retrieve face features,
the writers used the Viola-Jones method. To classify yawning and non-yawning facial
movements, they used a Support Vector Machine (SVM).

The system also includes an algorithm to calculate the duration of time between
yawns to predict the onset of drowsiness. The authors conducted experiments on a
dataset of videos recorded by 26 subjects driving a car in a real-world setting. The
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findings demonstrate that the recommended technique is exceptionally exact at wheeze
location and sleepiness detection in drivers.

The yawning detection [12] and prediction system proposed in this paper have the
potential to enhance driver safety by providing an early warning system to prevent
accidents caused by driver fatigue. The system could be integrated into vehicles as a
standard safety feature or used in other industries where fatigue-related accidents are a
concern, such as aviation and heavy machinery operations.

Overall, this paper demonstrates the potential of image processing and machine
learning techniques in addressing the issue of driver drowsiness. in developing reliable
and accurate systems for detecting and predicting drowsiness in drivers.

2.3 A Better System for Detecting Fatigue Based on the Personality
Characteristics of the Driver

A study article titled “A superior weariness discovery framework in the view of social
qualities of driver” recommends a strategy for recognizing driver fatigue that considers
the person’s unique behavioral patterns. The paper was published by Wang et al. in the
Journal of Transportation Research Part C: Emerging Technologies in 2016.

The proposed system collects data on the driver’s [13] behavioral characteristics,
such as steering wheel movements, brake pedal pressure, and accelerator pedal usage, to
determine if the driver is fatigued. The authors used a Support Vector Machine (SVM)
algorithm to analyze the data and classify the driver’s state as alert or fatigued.

In a trial using a driving simulator, 30 volunteers were given instructions to operate
a vehicle for two hours on a fictitious motorway to assess the system. The findings
demonstrated that, with an average accuracy rate of 92.8%, the suggested method has a
high degree of precision in identifying driving tiredness.

The paper suggests that the proposed system has several advantages over other fatigue
detection systems that rely on physiological measures, such as heart rate and EEG signals.
The proposed system is non-intrusive, easy to implement, and can provide real-time
feedback to the driver, allowing them to take corrective action before an accident occurs.
The proposed method provides more accuracy than existing methods.

2.4 A Real-Time Driver Fatigue Detection Technique Based on SVM Algorithm

The authors of the study “Real Time Driver Fatigue Detection Based on SVM Algorithm”
propose a Support Vector Machine (SVM) algorithm-based method for the real-time
detection of driver fatigue. The paper was published by Chen et al. in the Journal of
Sensors in 2018.

The suggested system utilizes characteristics like the length of time the eyes are
closed, the regularity of breathing, and the driver’s head posture to ascertain whether
they are tired or not. The SVM method is then used to decide if the driver is alert or
sluggish considering these characteristics. The device is built to function in real-time,
providing the user with instantaneous input.

The framework was assessed in a driving test system to try different things with 10
members, where they were instructed to drive for two hours on a simulated highway. The
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outcomes showed that the proposed framework has high precision in detecting driver
fatigue, [14] with an average accuracy rate of 93.3%.

The paper suggests that the proposed system has several advantages over other fatigue
detection systems that rely on physiological measures, such as heart rate and EEG signals.
The proposed system is non-intrusive and can provide real-time feedback to the driver,
allowing them to take corrective action before an accident occurs.

2.5 Applying Composite Features in Viola-Jones Algorithm for Face Detection

A technique for face recognition is proposed in the study article “Face Detection Based
on Viola-Jones Algorithm Applying Composite Features.” This method combines the
Viola-Jones algorithm with composite features.

The Viola-Jones algorithm is a well-known approach to face recognition; it employs
a chain of algorithms and Haar-like characteristics to identify human expressions in pic-
tures. In this paper, the authors propose using composite features that combine Haar-like
features with other feature types, such as Local Binary Patterns (LBP) and Histograms
of Oriented Gradients (HOG), to improve face detection accuracy.

The proposed strategy was assessed on several datasets, including the popular FDDB
dataset, and accomplished a high precision pace of more than close to 100%. The pro-
posed strategy is additionally contrasted with other cutting-edge facial acknowledgment
techniques in the article, where its superior precision and speed are demonstrated.

The authors suggest that the proposed method has potential applications in various
fields, including surveillance, human-computer interaction, and driver safety. In the
context of driver safety, the proposed method could be used to identify driver [15]
exhaustion and sluggishness by checking looks, for example, yawning and eye closure
duration, in real-time.

3 Existing System

3.1 Introduction

The existing system monitors the vehicle’s manual alcoholic checking is done by the
manual process, traffic cameras are streaming the live video and find the accident location
using a manual process.

3.2 Drawbacks

In the Existing system the cost of the Raspberry Pi (software) which they used is so
effective. They have used only one detection. They used a low-power microprocessor,
which is restricted in its ability to conduct multiple parallel operations and in its ability
to connect high-power devices. Al camera is not used and the process is being done
manually.
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4 Proposed System

In the suggested system, a low-power Al microcontroller, an Al camera, and the Maix-
dock processor are used to identify the driver’s sleepiness using CNN. In addition to
it, GPS is used to track the location and alcohol sensor to detect the drunk and driving
scenario. A heartbeat sensor (Max30102) is used to find the driver’s health. Esp8266
relates to IoT to update the status of the sensors. If the vehicle is now in driving con-
dition, then the framework cautions the driver to utilize a bell and pulse sensor also
detect the readings and alert the driver, if the risk is present or not. These pulse sensors
can be monitored by the owner through their CCTV. Hence it gives a combined output
of whether a person is drowsy or not. The proposed system can be used for Android
applications.

5 Methodology

5.1 Introduction

To stop car accidents driving with an obstacle in the flow of vehicles, turning on the
power supply, and making sure the maixdock is successfully attached are the first steps
of this project. This will be known once the maixdock properly interprets and examines
the camera and the incoming pictures. 480p quality footage can be transmitted from the
webcam. The driver’s visage will be recognized, and the condition notice will appear.
Finding the eyes, mouth, and heartbeat comes next. The level of the driver’s tiredness will
be classified by the drowsiness detection engine once these features have been identified
(what about alcohol?) Our drowsiness recognition system requires two conditions to be
satisfied before notifying the motorist. When the video detects that the motorist has his
eyes closed for longer than two seconds is the first thing to watch out for. The alert will
sound and “Drowsiness detected” will appear on the display.” The schematic diagram
of proposed method is shown in Fig. 1.

; ‘
Maxidock LCD display
Ai
controller Power Supply
Deep learning
(CNN)
1ot
GPS cloud
f
Alcohol sensor }——‘ Arduino nano
(B“Ue’jj \ Max30102

Fig. 1. Block Diagram for Proposed Method

When the camera notices the driver yawning, the second circumstance occurs.
“Drowsiness detected” is displayed on the monitor, and an alarm is activated.

Use of an end-to-end neural network that predicts bounding frames and class odds
simultaneously is suggested by the You Only Look Once (YOLO) theory. It is distinct



192 P. Ramani et al.

— P - ~ 2 N
Image | Brebiocessin Segmentation Feature
acquisition P 4 extraction extraction
. S 4 )

Image } _{ Pre-processing } ‘{ Segmentation

——  Feature
acquisition Extracting extraction NN
AL vy N J e J
= ~ -

Drowsiness

Not Drowsiness

. v

Fig. 2. Block Diagram for Drowsiness Detection

from the strategy used by earlier object recognition algorithms, which used classifica-
tions as detectors. With a completely different strategy to object identification, YOLO
outperformed other real-time object detection algorithms and produced cutting-edge
findings. While algorithms like Faster RCNN perform recognition on individual regions
after using the Region Proposal Network to identify potential regions of interest, YOLO
performs all of its predictions in a single iteration with the aid of a single layer that is fully
connected. For the same image, methods that make use of Region Proposal Networks go
through multiple iterations, whereas YOLO only needs to go through one. While Just go
for it just requires one cycle, strategies that utilize district proposition networks require
various rounds for a similar picture. Since the original introduction of YOLO in 2015,
several new iterations of the same model have been suggested, each of which builds
upon and enhances its precursor. The block diagrams of drowsiness detection and Yolo
architecture are given [16] in Figs. 2 and 3.
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Fig. 3. Yolo architecture
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5.2 Convolutional Neural Network (CNN)

It has three layers: a convolutional layer, a completely linked layer, and a pooling layer.
Itis a type of neural network that uses a grid-like design to handle input. The convolution
layer is the fundamental part of CNN that is mainly in charge of calculation. Pooling
reduces the number of computations required as well as the physical area of the depiction.
However, the Prior Layer and Recent Layer are both connected to the Fully Connected
Layer. Figure 4 shows the general architecture of CNN [17].

Fully
Convolution Connected
pooling .-
Input g ..
oy- o
O
h Sse O a
\ ey
Feature Extraction Classification

Fig. 4. CNN architecture

6 Result

The improved code for the driver drowsiness detection system uses head pose estimation,
facial expression analysis, machine learning, and CNN to detect drowsiness based on eye
aspect ratio, blinking of eyes, yawning, heart rate, location of the driver, and detecting
of alcohol.

Overall, the improved code for the driver drowsiness detection system is more accu-
rate and robust as it combines multiple techniques, machine learning, and CNN to detect
drowsiness in drivers. According to the performance and grid in Fig. 5, this displays the
training loss and precision for the project’s circumstances under evaluation. As well as
using the sample data set for CNN shown in Table 1 and dataset for testing has taken
from Kaggle [18].
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Table 1. Sample Data set for CNN.

Eye closed

Not yawning

Seat with driver

Empty seat

Figure 6 is the hardware component that has been tested giving an output of alcohol
detection which is shown in Fig. 7.

Table 2 compares the accuracy of the proposed method at different epochs. The
proposed method gives 89 percent accuracy.



Maixdock Based Driver Drowsiness Detection System Using CNN 195

Fig. 5. Performance and confusion matrix for the proposed method

Fig. 6. Hardware component
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s://driver-drowniness-default-rtdb.firebase
Jdriver Drowsiness
Alcohol Status: "ALCOHOL Detected..."
Alert:""
Driver Status:""
Heart Rate Status:"Heart Value is Normal."

Location Status: "Latitude: 13.03249533, Lor

Fig. 7. Detection of alcohol

Table 2. Performance metric of proposed method

Epoch Value Accuracy Value Loss
18/200 0.8945 0.3602
19/200 0.8955 0.3528
20/200 0.8993 0.3347

7 Conclusion

The system is trained to identify the drowsiness symptoms of yawning and blinking using
a convolutional neural network (CNN). This study used 1310 photos, including shots of
eyes open, closed, yawning, or not gaping, vacant seats, and seats with drivers were used
to teach CNN. Ten individuals tried the system prototype, which was developed in real-
time. CNN’s training results showed that our algorithm consistently anticipated a driver’s
sleepiness rate more than 80% of the time. The proposed system can be implemented
on dashboards in future generations of automobiles.
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Abstract. Cardiac-related disorders have been one of the major concerns in
recent decades. The electrocardiogram, an extensively utilized medical instru-
ment, records the electrical activity of the heart as a wave. Cardiac arrhythmia is
a condition of having an irregular heartbeat. Manually identifying irregularities in
an ECG wave is a complicated and challenging task. The current work focuses on
computationally identifying the ECG wave fluctuations to determine the abnor-
mality in the heartbeat. We propose to use a 1-Dimensional Convolutional Neural
Network (CNN) that analyses a given ECG signal data to identify irregularities
in the functioning of the heart and represent the associated risks using graphics
interchange format (GIF) files of a 3-dimensional heart. We obtained an accu-
racy score of 96.72% in classifying given ECG data into five different arrhythmia
classes. Automated detection and visual representation of cardiac conditions can
help medical associates easily interpret ECG signals and determine arrhythmia
early.

Keywords: Electrocardiogram - Cardiac Arrhythmia - 1-Dimensional CNN -
Graphics interchange format

1 Introduction

The heart is an essential structure of living beings which pumps blood across the entire
body through a network of blood vessels and related pathways of the circulatory system.
The circulatory system is essential for human life because it is responsible for trans-
porting blood, oxygen, and other vital materials to all the different parts of our body.
Cardiovascular diseases (CVDs) are a class of ailments of heart and related blood vessels,
which can comprise cardiac arrhythmia, coronary heart disease, rheumatic heart disease
and other heart related conditions. Diseases related to the heart and associated cardiac
systems are among the leading causes of mortality today. The most prevalent cause for
mortality globally is cardiovascular diseases which approximately claims 18 million
lives each year [6]. Amongst the significant causing CVDs, cardiac arrhythmias are a
primary illness type where the normal functioning of the heart is affected. Normal heart-
beats indicate regular functioning of the heart, but an arrhythmia is a condition where
the heart has an abnormal beating pattern. Automatic identification of such paradigms
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can be of great help in the medical field for dealing with cardiac disorders. A few known
characteristics of the cardiac system require expert clinical knowledge to identify any
heart ailments.

An electrocardiogram is a standard and painless test that medical practitioners use
to measure the electrical variations in the heart’s rhythmic functioning. Cardiologists try
to analyze ECG signals to determine any irregularities in the functioning of the heart
before suggesting a specific treatment. Manual analysis of ECG is a time-consuming
and difficult job for doctors that demands great expertise to examine the data exten-
sively because of the large amount and varying complexity of ECG data. To overcome
these challenges faced by traditional manual practices of ECG data analysis, automated
computer-aided diagnostic methods have been devised to analyze and interpret ECG
signals effectively. Much research has been carried out in this area by applying several
popular machine learning algorithms and other computer science-based principles to
analyze ECG signals practically. It is a demanding task because of the varied wave mor-
phologies between patients and redundant noise that can be present in the input data.
The algorithm must be capable of implicitly identifying the distinct wave patterns and
their underlying dependencies.

Considerable amounts of research work have already been done in automated ECG
analysis. All these works focus on different techniques that can be applied to analyze
ECG data and detect the corresponding heart-related conditions. Interest in this area
has been analyzing ECG-related data to detect and classify cardiac arrhythmias. Many
algorithms have shown promising results in analyzing ECG data and seeing arrhythmic
conditions. Also, automated analysis can be very efficient and less time-consuming
compared to traditional manual ECG signal analysis done by cardiologists.

J. Ferretti et al. [1] presented a novel approach employing a ID-CNN to analyze and
classify an ECG dataset into 16 different arrhythmia conditions. They implemented a 1D
convolutional neural network, tested four different network architectures, and compared
their results.

In [2], Amin Ullah et al. have implemented a 2-D CNN to classify ECG signals into
different arrhythmic types automatically. They used a short-time Fourier transform to
convert simple 1-dimensional ECG time series signals into more refined 2- dimensional
spectrograms. 2-D spectral images were input to a 2-D CNN model to classify the dataset
into eight kinds of arrhythmia.

In a paper titled “Cardiac Arrhythmia Classification based on 3D Recurrence plot
analysis and deep learning”, Hua Zhang et al. [3] implemented an advanced deep learning
algorithm based on three-dimensional recurrence plots to analyze ECG and VCG signals
and detect four different types of arrhythmic cardiac conditions. The 3D RP maps were
constructed to train and test a 3D CNN model. This method provided a better visual
representation of the outputs and achieved an efficient average F1 score of 93.50 in
classifying cardiac arrhythmia.

Elena Merdjanovska et al. [4], in their paper titled “Comprehensive survey of com-
putational ECG analysis: Databases, methods and applications”, provide a complete
survey of 45 various ECG records along with different computational methods applied
for their analysis. They present a summary of machine learning algorithms and multiple
tools used for data analysis in machine learning. They have explained the recent works in
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heart disease detection using machine learning algorithms and concluded that choosing
the proper techniques for cleaning the data with productive algorithms is beneficial to
develop enhanced accuracy prediction systems.

The traditional machine learning approach uses efficient ML algorithms such as
decision trees (DTs), random forest (RF), support vector machine (SVM), and other
algorithms to classify cardiac arrhythmia. Automated analysis and classification of ECG
signals have been carried out using various techniques, including ML algorithms, arti-
ficial neural networks (ANNSs) [10, 13], frequency analysis [12], wavelet transform [9],
statistical methods [15] and various other approaches.

We implemented a 1-dimensional convolutional neural network to train on an ECG
dataset to detect cardiac arrhythmia and then visualize the output through a 3-D model
of the heart in GIFs. The beneficial advantage of 1D CNN lies in its simplicity, and
it is also computationally less expensive when compared to other complex models.
Automated processing and analysis of ECG using neural networks can be very beneficial.
Representation of associated arrhythmic conditions using GIFs of 3-dimensional heart
models can help everyone better interpret the ECG signals.

2 Methodology

Electrocardiogram (ECG) can be considered as a visual representation of the rhyth-
mic activity of the heart, depicted as wave-like signals, commonly used to diagnose
cardiovascular diseases. In our proposed project work, we implement a 1-dimensional
convolutional neural network to analyze ECG signals from an ECG dataset and classify
the related arrhythmic conditions into one of five classes of heart arrhythmia. We then
visualize the predicted arrhythmic class using graphics interchange format (GIF) files of
heart to represent the associated arrhythmic condition as the output. The different types
of arrhythmias combined into five major categories are presented in Fig. 1.
Figure 2 depicts the basic flow of our proposed work.

2.1 Dataset Collection

We use a processed version of the popularly used PhysioNet’s MIT-BIH Arrhythmia
ECG—databases with labelled ECG records [5]. The processed version of the dataset
that we are using has the ECG lead II recordings re-sampled to 125Hz. This dataset
we are using has multiple groups of heartbeats, represented symbolically as N, S, V, F,
and Q, that are numerically stored using these indices- 0, 1, 2, 3, and 4, respectively.
Of these character symbols, ‘N’ means Normal heartbeats, ‘S’ means Supraventricular
ectopic beats, ‘V’ means Ventricular ectopic beats, ‘F* means Fusion beats, and ‘Q’
means Unknown beats.

The input dataset includes two.csv files, one with samples for training the neural
network and the second has sample data for testing the model. The “train.csv” file
consists of 87,554 samples, while the “test.csv” file has 21,892 samples. This selected
input set of data is loaded and prepared using appropriate Python modules.
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ARRHYTHMIA CLASS TYPES CONSOLIDATED

N (Normal Beat) * Normal

e Left/Right bundle branch block
e Atrial escape

* Nodal escape

S (Supraventricular Ectopic e Atrial premature

Beats) ¢ Aberrant atrial premature

* Nodal premature

* Supra-ventricular premature

V (Ventricular Ectopic Beats) * Premature ventricular
contraction

* Ventricular escape

F (Fusion Beats) e Fusion of ventricular and normal
Q (Unknown Beats) * Paced

¢ Fusion of paced and normal

* Unclassifiable

Fig. 1. Major arrhythmic classes and their types in the input ECG dataset (Ref: Liu, Fan, et al.
2019)..

2.2 Data Pre-processing

Since the processed ECG dataset is very imbalanced, we must adequately balance the
dataset for efficient application of the CNN model. We process and segregate the data
into five distinct groups, each with samples corresponding to five different arrhythmic
classes. Each data set is later resampled to obtain 50000 examples of every arrhythmic
type. These five distinct classes of records are then combined to procure a balanced
input dataset containing a total of 250000 samples of records. This dataset is further
pre-processed by adding white Gaussian noise (AWGN), and the class labels are then
processed using one-hot encoding.

2.3 Model Implementation

We have implemented a classifier that can classify the given ECG signal data into 5 major
arrhythmic classes: Normal beats, Supraventricular Ectopic beats, Ventricular ectopic
beats, Fusion beats, and Unknown beats.

A 1D CNN model is implemented using “tensorflow.keras.models”, and the different
layers for the model are imported from “tensorflow.keras.layers” modules of Python. The
model has three pairs of 1D Convolution and 1D MaxPooling layers as initial layers.
These are then accompanied by a single flattening layer that lessens the input values
into one-dimensional ones. It is then followed by three Dense layers, of which two of
the dense layers have a ReLU function to activate neurons. The last third thick layer
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Fig. 2. The basic flow of the arrhythmia classification used in the proposed work.

employs a SoftMax activation function giving out five probabilistic outputs associated
with five different output categories of arrhythmia.

Activation functions are mathematical functions that transform the inputs given into
the required output within a specific range. Neurons are activated only when the work
reaches a set threshold value of the function. Rectified linear activation function (ReLLU)
is a non-linear activation function that is a simple and effective function that returns zero
as output for any negative input while returning the input value directly as the output if
it is positive.

Mathematically ReLLU output for any given input value ‘A’ is written as:

f(A) = max(0, A) (1)

SoftMax activation is a function used to convert a vector of numbers into a vector of
probabilities. So, these are usually used in the final layer of a neural network to obtain
chances of each output value vector

The structural design of proposed model is presented in Fig. 3.

The implemented CNN algorithm is then fitted to the training dataset and later tested
on the test dataset. We have executed our CNN model for 13 epochs with a batch size
of 32. The configuration of the implemented CNN model is shown in Fig. 4.
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Fig. 3. The proposed 1-dimensional CNN model.

Layer (type) Output Shape Param #
convld_3 (Conv1D) (None, 182, 64) 448
max_poolingld_3 (MaxPooling (None, 90, 64) 2}

1D)

convld_4 (Conv1D) (None, 85, 64) 24640
max_poolingld_4 (MaxPooling (None, 42, 64) 2}

1D)

convld_5 (Conv1D) (None, 37, 64) 24640
max_poolingld_5 (MaxPooling (None, 18, 64) 2}

1D)

flatten_1 (Flatten) (None, 1152) o
dense_3 (Dense) (None, 64) 73792
dense_4 (Dense) (None, 32) 2080
dense_5 (Dense) (None, 5) 165

Total params: 125,765
Trainable params: 125,765
Non-trainable params: ©

Fig. 4. Network configuration of the implemented 1-dimensional CNN model in jupyter.
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The functionality of the achieved model is assessed in terms of accuracy percentage
and precision score. Other evaluation metrics such as F1 score, recall value and support
values are also calculated. These comparison metrics are beneficial in evaluating the
performance of the model in the multi-class classification of arrhythmia.

3 Results

This section shows the resultant outcomes we have collected by applying the proposed
method to detect cardiac arrhythmia. A brief analysis of the results obtained from the
1D CNN model is also given.

3.1 Experimental Setup

We implemented our proposed 1D CNN model using a computer system having an
AMD Ryzen 7 5800H processor with a clock speed of 3.20 GHz and 16 Gb of RAM.
The python code was executed on Jupyter Notebook software to implement the model
and visualize the results. Libraries like pandas, sklearn, matplotlib, seaborn, tensorflow
and other advanced python libraries were used in the implementation of the proposed
model.

3.2 Results

After successfully training our CNN model using Adam optimizer on the training dataset,
we apply it to the test dataset to predict the arrhythmia condition. The prediction result
with the accuracy score and other performance metrics is calculated and displayed as
the final prediction result in a classification report.

The performance of the proposed 1D CNN classifier is evaluated using perfor-
mance metrics such as accuracy, precision, recall and F1 score. These metrics are
mathematically explained in Eqgs. (2)- (5), respectively.

Accuracy and precision score of the model are found from the confusion matrix
using the following formulae:

(TP +1N)

Acccuracy = (2)
(TN + TP + FN + FP)
L TP

Precision = ——— 3)

(TP + FP)

TP
Recall = ——— “4)
(TP + FPN)

2 % Precision * Recall
F1Score = — )
Precision + Recall

where,

e TP indicates the number of cases that are correctly classified as arrhythmia.
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e FP indicates the non-arrhythmic cases classified as arrhythmic.
e TN indicates the non-arrthythmic cases classified as non-arrhythmic.
e FN indicates the arrhythmic cases classified as non- arrhythmic.

The prediction result with the accuracy score and other performance metrics is cal-
culated and displayed as the final prediction result in the form of a classification report
as shown in Fig. 5.

Our 1D CNN model has given an accuracy score of 96.72% with a F1 score of
85.08% to detect and classify cardiac arrhythmic condition from the test dataset.

precision recall fi-score support

2] 0.99 0.97 0.98 18118

1 0.64 0.83 0.72 556

2 0.92 0.95 0.93 1448

2} 0.53 0.84 0.65 162

4 0.96 0.99 0.97 1608

accuracy 0.97 21892
macro avg 0.81 0.91 0.85 21892
weighted avg 0.97 0.97 0.97 21892

0.9672483098848894
F1_score = ©.8508205226765082

Fig. 5. Classification report of the CNN model that depicts the evaluation of the proposed model
in detecting 5 different classes of arrhythmia.

The prediction outputs attained after applying our CNN model are analyzed using
accuracy percentage and other evaluation metrics to measure the model’s efficiency.
Evaluation metrics are utilized to visualize the results using various functional Python
modules. The performance of the model is analyzed with respect to five classes of the
output using a confusion matrix as shown in Fig. 6.

The output prediction of the different arrhythmic classes is represented using GIF
files that indicate the corresponding arrhythmic condition. A GIF file of the heart is
shown as output for the inputs corresponding to the heart’s regular beats.

The Fig. 8 presents the output GIF shown in case of supraventricular heart beats.

Supraventricular beats include various arrhythmic conditions that affect atrial parts
of the heart. Functioning of the atrium is affected resulting in abnormal heartbeats.

Figure 9 depicts the output GIF file that will be shown when the input data
corresponds to ventricular arrhythmic condition.

Ventricular beats include cardiac conditions associated with ventricular part of the
heart. Functioning of the ventricle is affected resulting in abnormal heartbeats.

Figure 10 shows the output GIF file that will be displayed in the case of input data
being a fusion beat.

Fusion beats include the combination of ventricular and normal beats.

The classification results of the proposed model are analyzed by doing a comparative
analysis of relevant works that have achieved promising results in the task of arrhythmia
classification.
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Fig. 6. Proposed model’s performance is visualized through a confusion matrix.

NORMAL MEART BEAT

Fig. 7. Representation of normal heart beats.

SUPRAVENTRICULAR HEART BEAT

Fig. 8. Representation of supraventricular heart beats.

In terms of accuracy percentage, Table 1 depicts a comparison of similar works with the
proposed model.
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Fig. 9. Representation of ventricular heart beats.

FUSION BEATS

Fig. 10. Representation of fusion beats.

Table 1. Comparison of classification results of relevant works.

207

Work Approach Accuracy (%)
Proposed Work 1D CNN 96.72

J. Ferretti et al. [1] 1D CNN 95

Acharya et al. [16] CNN + Augmentation 93.5

Singh S et al. [17] RNN 87.1

Martis et al. [18] SVM + DWT 93.8

This analysis helps us to compare the performance efficiency of different approaches
that have been used in automated classification of cardiac arrhythmia. The output results
obtained from the proposed model show better efficiency and accuracy.

4 Conclusion.

In our proposed project work, we are using a 1-dimensional CNN model to analyze a
given ECG dataset and automatically detect and classify a given set of heartbeats from
ECG data, which can be very beneficial in the precise and early diagnosis of cardiac
diseases. Arrhythmic condition detected by the model is further represented as a visual
output using GIF files of the heart that help in easy understanding of the corresponding
arrhythmic condition. Our model achieved a satisfactory classification with an accuracy



208 M. Mishra et al.

of 96.72% and a F1 measure of 85.08%. This paper explores a simple classification
method to analyze and categorize ECG data and visualize the arrhythmic output class. In
future works, we would like to consider more straightforward and productive techniques
to optimize convolution neural networks and obtain improved detection results. And we
would also like to implement advanced models like 2D CNN to get more efficient results.
We will use deep learning algorithms and learn more about medical data analysis that
can help us in our future work.
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Abstract. Engineering, science, health, and other fields have all used machine
learning algorithms. The idea of machine learning is used in this study to forecast
solar energy output. Predicting solar energy, a well-known renewable source with
a number of advantages, can help with energy consumption planning. Inconsis-
tent weather makes it difficult for grid operators to manage solar energy output,
which makes it harder to satisfy customer demand. Utilizing various algorithms
including Lasso, Ridge, Linear and Support Vector Regression (SVR) algorithms,
our suggested strategy entails developing prediction models. These algorithms
produce forecasts based on past weather information such as temperature, dew
point, wind, cloud cover, and visibility. SVR algorithm outperformed the other
algorithms, according to the Jupyter Notebook examination.

Keywords: Solar production - Algorithms - Jupyter Note book

1 Introduction

Solar energy offers numerous merits; however, it is plagued by the issue of irregular
production, which creates difficulties for grid operators trying to meet consumer demand.
By anticipating the output of solar energy, grid operators can address this problem and
ensure that they are adequately prepared to reach the needs of loads. For prediction of
solar energy, one must acquire data on various factors that impact production, including
wind speed, humidity, temperature, and dew point. This information can be obtained
from meteorological departments or online sources. The effective way to examine this
data is through the application of machine learning, which can be segregated into three
categories: supervised, unsupervised, and reinforcement learning [1-14].

Unsupervised learning just includes input data, letting the model to independently
find patterns. Supervised learning necessitates providing the model both the input data
and the desired output. Contrarily, in reinforcement learning algorithm, a software deals
with an environment to accomplish a certain goal and receives feedback in the form
of incentives. Regression and classification are two subcategories of supervised learn-
ing, which is used in this work. Regression techniques including linear, ridge, lasso,
and support vector regression are the most often used ones. Regression involves using
independent variables to predict the dependent variable values.
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The implementation of algorithms involves a set of steps, including data collection,
analysis, wrangling, training and testing, and accuracy evaluation. The first step involves
collecting data, which is then analyzed for duplicates, missing values, and incorrect
formatting. Data cleaning, which involves removing duplicates, imputing missing values,
and correcting formatting errors, is performed as necessary. The model is then trained
using 80% of the data, with the remaining 20% used for testing. The final step is to
examine the accuracy of the model using error method. The efficiency of the model is
proportional to its accuracy.

Python’s numerous libraries make it easier to build machine learning methods. These
libraries facilitate and improve the implementation of algorithms. Due to its simplicity of
use and abundance of libraries, Python is frequently used for machine learning. Machine
learning algorithms are run on platforms like Anaconda, Google Colab, and Jupyter.
Jupyter stands out among them for its ease of use and ability to share files via Jupyter
Notebook. Users can conduct mathematical operations like trigonometry and Fourier
transforms using Jupyter, which is open source.

2 Methodology

2.1 Linear Regression

Several regression approaches, including linear regression, were used in this study [15].
A fundamental regression technique that aids in determining the relationship between
two variables (independent and dependent) is linear regression. It is based on minimizing
the error between the line and the data points by applying several strategies to determine
the line that best fits the data points. The least-squares approach is used to find the
regression line, also referred to as the line of best fit. Accuracy is measured using the
R-squared value, which measures how closely the data adhere to the regression line. A
good model is one that has an R-squared value better than 0.5. The evaluation of trends
and projections of sales and trend forecasting are two common uses of linear regression.
The slope for the predicted regression equation is represented by formulas (1).

_ X =001 —y)

(x; — X)?
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2.2 Lasso Regression

This algorithm is applied as a regularization method to prevent over fitting in machine
learning models. Over fitting occurs when a model performs exceptionally well on the
training dataset, but poorly on the testing dataset, due to a high cost function. To mitigate
this issue, Lasso Regression incorporates a regularization term represented by lambda,
which multiplies the weights of the model.
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2.3 Ridge Regression

Regularization further makes use of Ridge Regression [16]. It is a method to stop a model
from fitting too tightly. Sometimes a machine learning model performs well when tested
on training data, but when tested on testing data, it performs poorly compared to training
data, leading to over fitting. When using this, the objective function is modified by the
addition of a penalty factor. Ridge Regression Penalty is the measurement of the penalty
that was applied to the model.

2.4 Support Vector Regression

The Support Vector Regression (SVR) [17-20] algorithm is a machine learning method
that is used to predict continuous values. The SVR algorithm is based on the same
principle as Support Vector Machines (SVMs), where the aim is to find the best fit
hyperplane. The algorithm tries to minimize the distance between the predicted values
and the actual values, while also maintaining a margin of error. This margin of error is
controlled by the threshold value, which determines the trade-off between the accuracy of
the model and the complexity of the hyperplane. Overall, SVR is a powerful algorithm
for predicting continuous values and can be used in a variety of applications. When
compared to other algorithms, SVR offers the benefits of being extremely simple to use
and having a high degree of prediction ability.

2.5 Purpose

The study compares and analyzes the performance of four different machine learning
algorithms used for solar energy prediction. The main objective of the study is to identify
the most efficient method for forecasting energy output of solar system.

The algorithms used in the study are carefully selected and include the most com-
monly used methods for time-series forecasting. These algorithms are trained on histor-
ical solar energy data, and their performance is evaluated based on their ability to predict
future solar energy output accurately.

The study utilizes various performance metrics to evaluate the accuracy of each
algorithm, including the following,

e mean absolute error,
e root mean square error,
o Coefficient of determination.

The results of the study are then analyzed and compared to determine which algorithm
performs best for solar energy prediction.

By conducting a comparative analysis of these four machine learning algorithms, the
study aims to provide valuable insights into the most effective method for solar energy
forecasting. This information can help inform decision-making processes and support
the development of more accurate and reliable solar energy prediction models.



Exploring Machine Learning Models for Solar Energy 213
3 Results

Understanding the link between the dependent and independent variables is crucial
before conducting an accurate analysis of solar energy forecast using machine learn-
ing algorithms. In this scenario, solar output is the dependent category, which implies
that numerous things impacting it, which are independent variables, are the output or
consequence of solar energy.

The study moves further with the implementation of machine learning models after
identifying the variables. In order to forecast solar energy output, the analysis employs
four alternative regression algorithms: support vector, lasso, linear, and ridge.

To facilitate the analysis, various Python libraries are imported into Jupyter Note-
book, including pandas, numpy, matplotlib.pyplot, and seaborn. The weather data is
imported into the platform i.e. Jupyter book using the various commands, which varies
depending on the file type (.xls or.csv).

The imported data is then analyzed using several methods, such as info(), describe(),
and isnull().sum(), to identify any empty, duplicate, or incorrectly formatted values. The
goal of this step is to minimize differences between values and improve the accuracy of
the analysis. If null values are present, they are replaced with suitable values through
mean or median methods. Rows with duplicate values are dropped, while rows with
incorrect formats are corrected to ensure the accuracy of the data.

Overall, this rigorous analysis of the solar energy data using different machine learn-
ing algorithms and data analysis techniques helps to provide accurate and reliable pre-
dictions of solar energy output, which can be valuable for various applications in the
renewable energy industry.

Finally, evaluating the effectiveness of different algorithms are obtained as follows
(Table 1).

Table 1. Evaluating the effectiveness of different algorithms

Algorithm Accuracy

In linear regression, 51.3%

In Lasso regression,51.2%

In Ridge regression, 51%

In Support vector regression, 88.4%

The results of various algorithms’ predictions for solar energy are depicted in Figs. 1,
2, 3 and 4. Upon analyzing the figure, it becomes evident that the SVR algorithm per-
forms better than the other algorithms tested. The SVR algorithm’s superior performance
indicates that it is the most accurate model among the algorithms compared. Therefore,
the results suggest that SVR is the optimal choice for predicting energy of solar system.
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Fig. 1. The output from the SVR test is shown in blue, while the expected output is shown in red.
(Colour figure online)
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Fig. 2. The output from the linear regression test is shown in blue, while the projected output is
shown in red. (Colour figure online)
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Fig. 3. The output from the Lasso Regression test is shown in blue, while the expected output is
shown in red. (Colour figure online)
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Fig. 4. The output from the Ridge Regression test is shown in blue, while the expected output is
shown in red. (Colour figure online)

4 Conclusion

This study’s objective was to forecast solar energy using different models. Jupyter Note-
book was used to implement and analyse the models. After investigation, it was dis-
covered that the Ridge, Lasso, and linear regressions had accuracy levels between 51%
and 52%. The Support Vector Regression model, however, has a substantially higher
accuracy rate of 88.4%. The results clearly indicate that SVR outperformed the other
regression models in predicting solar energy. The higher accuracy of SVR suggests that
it is a more appropriate and reliable model for predicting solar energy as compared to
other models. Therefore, this study recommends the use of Support Vector Regression
for predicting solar energy.
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Abstract. The aim of this study is to investigate mental fatigue using
the Kaplan-Meier and Nelson-Aalen estimators in survival analysis. Men-
tal fatigue is a common occurrence when the mind becomes tired from
regular tasks, and it can have a negative impact on an employee’s oper-
ational functions and job efficiency. To detect mental fatigue, the shal-
low Kaplan-Meier method is employed by analyzing data from employee
burnout evaluations.

Both the Kaplan-Meier and Nelson-Aalen estimators have proven to
be effective in automatically analyzing various features from raw data.
However, they often impose a significant burden on system resources dur-
ing training and predictions. Therefore, alternative methods of analysis
are necessary to derive the survival curve.

In this paper, we provide a mathematical foundation for the Kaplan-
Meier method and explain the concept of censoring, including right cen-
soring, interval censoring, and left censoring. Furthermore, we construct
a Kaplan-Meier survival curve, which represents the probability of sur-
vival over time. The Kaplan-Meier survival curve is considered the most
reliable and is recommended for predicting the variable under investiga-
tion, particularly in the fields of public health and medical research.

The findings of this research can also be utilized to develop inter-
ventions and strategies aimed at reducing mental fatigue and improving
employee morale. Enhancing employee morale can positively impact an
organization as a whole, as mental fatigue has been associated with lower
job satisfaction and an increased likelihood of employee turnover, both of
which can be further explored in future studies. Overall, this study sheds
light on the significance of understanding and addressing mental fatigue
in the workplace, and it provides valuable insights that can contribute
to the well-being of employees and the success of organizations.

Keywords: mental fatigue - Kaplan Meier - Nelson-Aalen - fatigue
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1 Introduction

Employees who report feeling good about themselves and their working condi-
tions tend to be more productive overall. As a result, they contribute to the
success of the business or organization. Nevertheless, the situation in the major-
ity of businesses has changed as a result of the pandemic. Almost 69% of the
workforce has been experiencing burnout since implementing work-from-home
and office policies. The percentage of employees who have burned out is high.
There has been a rise in the number of businesses caring about their workers’
emotional well-being. This trend can be attributed to the growing recognition of
the negative impact that burnout can have on employee productivity and overall
business success. As a result, many companies are implementing programs and
policies aimed at preventing burnout and promoting mental health in the work-
place. To counteract this, we plan to develop a web application that businesses
may use to track staff burnout. Additionally, employees themselves can use it as
a tool to monitor burnout and evaluate mental health in the hectic workplace.

This study also found that the amount of mental fatigue [1] is related to how
much pain, anxiety, and depression affect how much fatigue [2] affects a person’s
life, and these things work together in a cycle that can make fatigue worse and
keep it going. There are many possibilities for the effects of each of the others.
80% of employees with depression also report sleeping poorly, supporting the idea
that the two are related. There is a strong correlation between this condition and
poor sleep quality, with decreased sleep efficiency being the primary sleep issue
described. Mental fatigue makes it worthwhile to investigate this K-M method.
According to the literature and our most recent findings, women have a higher
prevalence of mental fatigue than men. Women’s work is handed to us, working
women are handed the kids, the homework, kids, jobs, etc.

Instead of investigating employees in the organization to check for mental
fatigue disorder [3], the organization checks the health condition of employees
and mentally how much struggle they are facing, effective working on ongoing
work, whether the o