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Preface

The need for a greener and more digital world leads academia, governments, industry
and citizens to look for emerging, sustainable, intelligent solutions and trends.

These new solutions and ideasmust promote communication and ubiquitous comput-
ing between society agents, i.e., citizens, industry, organizations, net-worked machines
and physical objects, and provide a promising vision of the future integrating the real
world of knowledge agents and things with the virtual world of information. The emerg-
ing approaches in study or development can address several dimensions with a tech-
nological focus like Information, Innovation and Sustainability and topics: Computing
Solutions, Data Intelligence, Ethics, Security, Privacy and Sustainability.

These topics are closely related to the field of Information Systems (IS) because
all of them involve the use and management of technology and data to achieve specific
purposes or goals. Computing Solutions are a crucial aspect of information systems
as they provide the technical infrastructure and tools for organizations to manage and
process data. Data Intelligence is also a key area of information systems as it involves the
collection, analysis and interpretation of data to support decision-making and problem-
solving. Sustainability is becoming an increasingly important aspect of information
systems as organizations are recognizing the impact of technology on the environment
and are looking forways to reduce their carbon footprint. Ethics, Security and Privacy are
also essential aspects of information systems as they involve the responsible and secure
use of technology and data to protect individuals and organizations from potential harm.

The change observed in society modifies the landscape of human activity, partic-
ularly regarding knowledge acquisition and production, offering new possibilities and
challenges that need to be explored, assessed and disseminated.

To expose and disseminate this, ARTIIS arose in 2021. ARTIIS is an international
forum for researchers and practitioners to present and discuss the most recent innova-
tions, trends, results, experiences and concerns from several perspectives of Technolo-
gies, Information, Innovation andSustainability. This book is split into three volumes and
contains a selection of 113 papers accepted for presentation and discussion at the Inter-
national Conference on Advanced Research in Technologies, Information, Innovation
and Sustainability (ARTIIS 2023) and its workshops. The third edition of ARTIIS, real-
ized in 2023, received 297 contributions from 44 countries worldwide. The acceptance
rate was 38.04%, 98 regular papers and 15 short papers.

The papers accepted to ARTIIS 2023 are published in the Communications in Com-
puter and Information Science series (Springer CCIS). It is indexed in DBLP, Google
Scholar, EI-Compendex, SCImago and Scopus. CCIS volumes are also submitted for
inclusion in ISI Proceedings.

The conference proceedings are published in 3 CCIS volumes. The first 2 volumes
(CCIS volumes 1935, 1936) consist of the peer-reviewed papers from the main confer-
ence track. In addition, 1 volume (CCIS 1937) contains the peer-reviewed papers of the
10 Special Sessions.
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The first volume of the book contains all the papers on two topics: Computing
Solutions and Data Intelligence:

– ComputingSolutions addresses the development of applications andplatforms involv-
ing computing and concerning some area of knowledge or society. It includes topics
like Networks, Pervasive Computing, Gamification and Software Engineering.

– Data Intelligence focuses on data (e.g., text, images) acquisition and processing using
smart techniques or tools. It includes topics like Computing Intelligence, Artificial
Intelligence, Data Science and Computer Vision.

The second volume contains all the papers about Sustainability, and Ethics, Security
and Privacy:

– Ethics, Security and Privacy shows a more strict and secure area of Information
Systems where the end-user is the main concern. Vulnerabilities, Data Privacy and
Cybersecurity are the main subjects of this topic.

– Sustainability explores a new type of computing: more green, connected, efficient and
sustainable. Topics like Immersive Tech, Smart Cities and Sustainable Infrastructures
are part of this topic.

The third volume contains the papers from the ten Special Sessions:

– Applications of Computational Mathematics to Simulation and Data Analysis
(ACMaSDA 2023)

– Challenges and the Impact of Communication and Information Technologies on
Education (CICITE 2023)

– Workshop on Gamification Application and Technologies (GAT 2023)
– Bridging Knowledge in a Fragmented World (glossaLAB 2023)
– Intelligent Systems for Health and Medical Care (ISHMC 2023)
– Intelligent Systems in Forensic Engineering (ISIFE 2023)
– International Symposium on Technological Innovations for Industry and Society

(ISTIIS 2023)
– International Workshop on Electronic and Telecommunications (IWET 2023)
– Innovation in Educational Technology (JIUTE 2023)
– Smart Tourism and Information Systems (SMARTTIS 2023)

ARTIIS 2023 had the support of Universidad a Distancia de Madrid, Madrid, Spain;
Universidad Estatal Península de Santa Elena, Ecuador; and the Algoritmi Research
Center of Minho University, Portugal. It was realized in a hybrid format: face-to-face
and virtual at Universidad a Distancia de Madrid – UDIMA, P.º del Gral. Martínez
Campos, 5, 28010 Madrid, Spain – between the 18th and 20th of October 2023. Besides
the main conference, ARTIIS 2023 also hosted ten special sessions.

The Program Committee was composed of a multidisciplinary group of more than
457 experts from 60 countries, with the responsibility for evaluating, in a double-blind
review process, the submissions received for each of the main themes proposed for the
conference and special sessions.

We acknowledge those who contributed to this book: authors, organizing chairs,
steering committee, program committee, special sessions chairs, and editors. We sin-
cerely appreciate their involvement and support, which were crucial for the success of
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the International Conference onAdvanced Research in Technologies, Information, Inno-
vation and Sustainability (ARTIIS 2023). We also wish to thank our publisher, Springer,
for agreeing to publish the proceedings.

The success of this third edition gives us a lot of confidence to continue the work.
So, we hope to see you in the fourth edition in 2024, which will be in Chile.

We cordially invite you to visit the ARTIIS website https://artiis.org.

September 2023 Teresa Guarda
Filipe Portela

Jose Maria Diaz-Nafria

https://artiis.org
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Exploring the Relationship Between Innovation,
Entry Modes and Destination Countries

Mónica Azevedo1,2 , Carla Azevedo Lobo1,2(B) , Carla Santos Pereira1,2 ,
and Natércia Durão1,2

1 Universidade Portucalense, Porto, Portugal
cadsa@upt.pt

2 REMIT- Research on Economics, Management and Information Technologies, Porto, Portugal

Abstract. In a world characterized by globalization, where the internationaliza-
tion of businesses is pivotal for their prosperity, innovation is emerging as a pivotal
strategic choice influencing their growth and competitive edge. Despite the broad
consensus on the growing importance of internationalization and innovation, some
questions arise about the relationship of innovation with entry modes with less
commitment to the market and with destination markets with less risks. In order to
determine whether there is a pattern of relationship between internationalization
modes, destination markets, and innovation for Portuguese firms, the objective is
to study this possibility. To achieve this goal, we carried out an online question-
naire survey to collect data. The questionnaire was carefully designed based on a
literature review and included various variables related to the internationalization
of firms. It was sent to all 8183 firms listed in the AICEP database of Portuguese
internationalized firms through Google Forms tool. The data was collected over
an 8-month period, starting in May 2019. To analyze the data, we used IBM SPSS
Statistics 27.0 software, applying a quantitative approach. We employed Quanti-
tative Analysis Methodologies: Univariate and Multivariate Exploratory Factorial
Analysis (EFA), Correlation analysis and the nonparametric tests Chi-square and
Mann-Whitney.Basedon thefindings, the empirical evidence clearly demonstrates
that firms employing internationalization modes demanding higher commitment,
along with those targeting geographically and psychologically distant markets,
place significantly greater emphasis on innovation as a pivotal factor driving their
international expansion.

Keywords: Innovation · Internationalization · Internationalization Modes

1 Introduction

Researchers generally agree that internationalization is crucial to a firm’s survival and
expansion. Likewise, innovation is acknowledged as a critical factor driving a firm’s
progress and competitive edge. In light of the aforementioned, the literature has begun
to pay more attention to the connection between innovation and internationalization.
This link can be examined from two distinct perspectives: innovation as a cause of or a
result of a firm’s international expansion [1–7]. Additionally, a sizable body of literature
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has given this group of businesses extra attention due to the significant contribution
that small and medium-sized enterprises (SMEs) make to economic growth. In a global
market context, the significance of innovation becomes even more pronounced. The
basic relevance of the innovation process is emphasized by Sapienza, Autio, George,
and Zahra [8], who stress that businesses must constantly adapt to the dynamic changes
in their environment. They place a special emphasis on product innovation. Innovative
resources and competencies are essential for a firm’s growth, according to Zucchella and
Siano [1], both in domestic and international markets. Researchers like Genc, Dayan and
Genc [2] and Saridakis, Idris, Hansen and Dana [4], when discussing the product life
cycle, underscore the necessity for firms to constantly explore new products (or services)
to offer, given that these cycles are getting shorter. Moreover, there is a widespread
agreement among researchers that internationalization and innovation (often referred
to as Research and Development (R&D) [1, 9–11]) are two pivotal strategic decisions
for business success [3, 9]. Furthermore, the synergistic effect of internationalization
and innovation is considered crucial for the success and endurance of firms in global
markets [12]. The relationship between internationalization and innovation is frequently
described as a dynamic virtuous circle, whereby they mutually reinforce one another
and produce even more advantages [13]. However, despite the general agreement that
internationalization and innovation are becoming increasingly important to firms, and
the existence of a link between the two, certain questions arise:

Q1: Does the relationship between internationalization and innovation differ according
to entry modes?
Q2: Are the most innovative firms those that opt for internationalization modes with
greater commitment?
Q3: Are the firms that opt for internationalization modes with greater commitment, those
that reveal a greater willingness to take risks?
Q4: Are the firms that opt for internationalization modalities with greater commit-
ment, the ones that internationalize to more distant countries geographically and
psychologically?

Taking into account a sample of Portuguese firms, from different sectors of activity
(three predominant sectors - 83% of the firms) and of different sizes, this study seeks
to address all these inquiries. Therefore, the objective of this paper is to determine
whether there is a clear relationship between internationalization strategies and inno-
vation among Portuguese firms. The remainder of this paper is structured as follows.
After these introductory remarks, next section presents a literature review. Section 3 is
devoted to methodology and results. Finally, Sect. 4 summarizes the main findings of
the study and its limitations. It also outlines suggestions for further research in this area.

2 Literature Review

2.1 Internationalization

Internationalization is becoming increasingly important for firms in the modern global
economy. With the development of technology and globalization, firms must be able
to operate in different markets and cultures. Internationalization opens up new oppor-
tunities for firms to expand their customer base, increase revenue, and become more



Exploring the Relationship Between Innovation, Entry Modes and Destination 5

competitive. It also helps to develop new markets, discover new sources of raw mate-
rials, and create new partnerships. By building relationships with diverse stakeholders,
firms can better understand customer needs and develop strategies to meet them. Interna-
tionalization also helps firms to gain access to new talent, capital, and technology. Addi-
tionally, it allows firms to diversify their portfolio and reduce risk. By taking advantage
of internationalization, firms can remain competitive and achieve sustainable success
[14].

2.2 Innovation and Internationalization

So, knowing that firms compete in a complex and uncertain environment with growing
global competition, innovation has assumed an increasingly important role in corporate
strategy. This fact has been addressed by several authors who, theoretically and/or empir-
ically, underline that innovation is fundamental for the growth of firms, and even for their
survival [1, 2, 10, 11]. In addition to studies addressing the effects of internationalization
and innovation separately, there are some that focus on internationalization-innovation
relationship. Among the latter, it is possible to find those that study the impact of inno-
vation on internationalization, those concerned with the reverse causal relationship and
others which consider innovation and internationalization as complementary strategies
[1–3, 5–7, 15].

Access to New Technologies or Resources as a Tool of Innovation. Mathews [16]
presents various reasons why firms may choose to internationalize. These motives can
be categorized as relational, resource-based, or government-incentive-driven. Respond-
ing to competition, following customers’ internationalization processes, or replicating
foreign firms’ techniques are examples of relational motives. Resource-based motiva-
tions, on the other hand, include pursuing reduced manufacturing costs abroad and
gaining access to technological expertise through overseas branches. Additionally, gov-
ernment incentives providedby either the homecountry or host country can also influence
internationalization decisions. Furthermore, Gjergji et al. [3] underscore the paramount
importance of resources obtained and cultivated throughout the internationalization jour-
ney, with a particular focus on gaining access to novel technological expertise and
knowledge through forging alliances with foreign partners. According to these scholars,
the resources and skills obtained and/or developed by exporting firms play a critical
role in supporting organizational innovation. This perspective finds support from other
researchers who assert that small and medium-sized enterprises (SMEs) often lack the
necessary resources and capabilities [2, 17] making it challenging for them to invest in
research departments [18]. In such a context, engaging in innovation activities through
collaborative partnerships established in international markets becomes essential for
SMEs. The questionnaire survey used in this study asked entrepreneurs to assess the
importance they attach to various factors when deciding to internationalize their firms.
These factors were classified into two categories: those related to the Internal Mar-
ket (such as the need to discover new markets/customers, take advantage of internal
resources, reduce/diversify risks, and gain from economies of scale) and those related
to the External Market (such as low competition in the target market, favorable growth
prospects in a new market, access to new technologies or resources, tracking customers,
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following partners, and keeping track of competitors). For the purpose of this study, the
concept of innovation was operationalized through the variable “Allow access to new
technologies or resources,” (from now on designated as “ANTR”) which is considered
to be associated with entrepreneurs’ propensity to innovate. Moreover, Klass and Wood
[19, pp. 3] offer a comprehensive definition of “propensity to innovate” as the readi-
ness to explore, embrace, and incorporate external ideas, taking calculated risks without
trepidation, even in domains beyond the organization’s immediate scope. This outlook
involves valuing the capacity to think divergently and exhibiting a willingness to endorse
and invest in occasionally revolutionary concepts. In turn, Wan, Ong and Lee [20] find
that organizational innovation is positively correlated with autonomous structure, orga-
nizational resources, conviction in the value of innovation, risk-taking propensity, and
openness to sharing ideas. Thus, we consider that it would also be interesting to analyze
whether the entrepreneurs who most value internationalization as access to new tech-
nologies and resources are those who attach the greatest importance to the propensity to
take risks.

Innovation and Internationalization Entry Modes. The readiness to assume risks
may also be reflected in the internationalization strategy chosen by entrepreneurs, with
exporting being the one that implies a lower commitment by the firm and, conse-
quently, involves less risk. In most of the empirical works that study internationaliza-
tion, and in particular in those addressing the relationship between internationalization
and innovation, exports are considered as ‘measure’ of internationalization. This can
be stated, for example, by analyzing the summary of main articles on the innovation-
internationalization relationship presented by Gjergji et al. [3], who even recognize that
“export activity” is the most commonly used measure of the degree of the international-
ization; they also stress that the degree of internationalization is a complexmeasure since
it depends on several factors and, in their own study, on the grounds of the limited nature
of the data, they focus only on export intensity. Furthermore, Zucchella and Siano [1]
emphasize that exporting is the typical way of entering foreign markets. Some authors
put forward as a possible explanation for this: exporting is still often the initial phase
of the internationalization process of SMEs [4, 13, 21]. Notwithstanding, some works
have addressed other internationalization modes. Using data from 220 Italian SMEs,
Majocchi and Zucchella [22] find that firms’ performance owes more to their capabil-
ity to reach specific markets (such as North America) than to the export intensity and
number of international agreements. The results also show that firms’ performance tends
to be negatively affected when SMEs internationalize through non-export entry modes
(namely Foreign Direct Investment (FDI)) - called the ‘liability of foreignness’ effect,
which occurs at an early stage of international expansion. Nevertheless, according to
the authors, this negative effect can be outweighed by the international skills that SMEs
develop through intensive export activity, that is, when FDI is associated with high levels
of export intensity. Moreover, the authors consider that the latter result is in line with the
hypothesis that the “knowledge gap” is the biggest obstacle to the international expansion
of SMEs. In fact, they explain that by exporting intensively in distant markets (both from
a physical and psychological point of view) a value creation process is generated. This
process results not only from the contribution of the profitability of the export activity,
but also from the positive effects of the accumulated knowledge about other modes of
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internationalization. Therefore, in order to shed light on this issue, we wanted to analyze
whether there is a relationship between innovation, internationalization and the different
internationalization strategies. Consequently, we proposed this first hypothesis.

H1: The relationship between internationalization and innovation differ according to
entry modes.

Innovation and Commitments Levels of Internationalization. According to Vila
and Kuster [23], a firm’s internationalization process can progress to the point where it
employs more complex and riskier entrance techniques. Furthermore, the authors sug-
gest that a firm achieves its highest innovation potential when it engages in creating
new products, implementing new strategies, adopting new processes, and entering new
markets. However, they also point out that while many firms may be either international
or innovative, only a select few achieve a high level of both internationalization and
superior innovations. These exceptional firms are characterized by their willingness to
invest abroad and allocate substantial resources to innovate across all four dimensions:
products, strategies, processes, and markets. Analyzing a sample of 154 Spanish firms
in the textile sector, the authors grouped firms according to their level of international-
ization from zero to four, where higher levels of internationalization imply greater risk,
control and commitment: firm does not go abroad; firm adopts indirect export; firm uses
the direct export formula; firm has export agreements; and firm directly manufactures in
the overseas market. Among the conclusions reached by them is the fact that “the inter-
nationalization strategy of the firm affects innovation and depends on its international
commitment” [23, pp. 32]. Firms that take more risks in entering foreignmarkets need to
continually seek new strategies and processes to gain a better understanding of their new
countries. Consequently, it can be said that firms at a higher stage of internationalization
tend to have a higher propensity to innovate. Nonetheless, the authors emphasize that
firms with higher levels of internationalization are not necessarily the most “product”
and “market” innovative businesses, as well as for the specific characteristics of the
sector under consideration. The authors also conclude that both internationalization and
innovation should be presented in incremental terms because when a firm chooses to
venture abroad or innovate, its commitment can be gradually enhanced asmore andmore
resources are allocated to its purpose - this is related to the presence of different levels
of internationalization and dimensions of innovation. Stoian, Rialp and Dimitratos [14]
consider that different modes of market entry can lead to different network strategies,
having a different impact on innovative behavior and foreignmarket knowledge. Further-
more, in their study analyzing a sample of internationalized British SMEs, they find that
there is a positive and significant relationship between international performance and the
adoption of innovative behavior. They claim that this is possible because understanding
how innovation in foreignmarkets is related to both exporting andmore intensive foreign
market servicing will enable SMEs to select the best internationalization strategy, ulti-
mately resulting in improved international performance. Additionally, the authors draw
the conclusion that understanding international markets has a favorable and significant
impact on innovative behavior. They note in particular that improved understanding of
the global business environment, efficient distribution methods, and foreign marketing



8 M. Azevedo et al.

strategies enable innovation. Abubakar, Hand, Smallbone and Saridakis [24] use a sam-
ple of 1058manufacturing SMEs from least developed Sub-Saharan countries (LDCs) in
order to understand what specific modes of internationalization influence SMEs innova-
tion. Building on thework of Zahra, Ireland, andHitt [25], Kafouros, Buckley, Sharp, and
Wang [26], as well as Rada and Božić [27], the study examines three key international
entry modes that can impact firm innovation: foreign technology licensing, imports of
intermediate production inputs, and exporting. The investigation further distinguishes
between process and product innovation. Regarding foreign technology licensing, the
results reveal a positive and statistically significant correlation with both product and
process innovation. In the case of imports, the authors identify a significant influence on
product innovation in certain scenarios, while finding no significant impact of imports
of intermediate goods on SME process innovation. Finally, regarding exports, evidence
shows that exports do not seem to significantly influence manufacturing SMEs’ process
and product innovation. Using information gathered from 384 US-based SMEs, Zahra,
Ucbasaran, and Newey [28] investigate how SMEs’ strategic decisions regarding the
extent of their international activities and routes of entrance influence future product
innovation for exporting and international expansion. To accomplish that, they deal with
two critical aspects of SMEs’ internationalization: the international market’s expansion
(as measured by the number of foreign countries entered) and the mode of entry into
the foreign market (licensing, exporting, alliances, acquisitions, and Greenfield invest-
ments). The authors especially mention how the techniques SMEs use to reach overseas
markets might influence their potential to introduce new items that are suitable to world-
wide expansion and export. The analysis leads them to the conclusion that a broader
international business environment is more likely to produce effective product inno-
vation in the future, particularly when SMEs have the essential social understanding
about their targeted foreign markets. Furthermore, these authors discover a link between
higher control and deeper involvement modes of foreign market entry and SMEs’ social
knowledge that will boost future innovations. Using data from multinational enterprises
(MNEs) from developed and developing countries, Álvarez and Marín [29] examine the
relationship between national systems of innovation (of host countries) and the diverse
ways that firms have to internationalize. Exports, Greenfield FDI and cross-borderMerg-
ers andAcquisition are the entrymode considered. These authors even note that themode
of entry can affect the extent of knowledge transfer. Golovko and Valentini [13] inves-
tigate the potential complementarity between innovation and export for SMEs’ growth.
By analyzing a sample of Spanish manufacturing firms, they confirm the existence of a
virtuous cycle between the two strategies. Specifically, they find that the positive impact
of innovation activity on the growth rate of firms tends to be higher for firms that also
export, and vice versa. The findings further point out that, ceteris paribus, the adop-
tion by firms of one growth strategy (such as entry into export markets) have positively
affect the adoption of another (such as innovation). In Li’s [30] literature review is
stressed that internationalization influences innovation through imports, FDI and tech-
nology trade: while, by intensifying competition, imports, FDI and technology transfer
act as an incentive for innovation, exports provide firms with learning opportunities and
incentives to innovate, i.e., provide decision-makers with valuable information to help
new firms acquire competitive advantage abroad. Therefore, the literature suggests that
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there is a relationship between innovation and internationalization modes with greater
commitment. So, we proposed the following hypothesis.

H2: The most innovative firms are those that opt for internationalization modes with
greater commitment.

Innovation and the Risks of Internationalization. As previously said, firms that take
greater risks in entering overseas markets must constantly seek new strategies and pro-
cesses in order to obtain a deeper grasp of the new country. Therefore, firms at a higher
stage of internationalization tend to have a higher propensity to innovate [23]. This
risk can be addressed by the distance to the destination country. This distance may be
geographic or even psychologic. Thus, in the internationalization process, the choice of
destination countries may also be related to the willingness to take risks, being that more
than physical distance, psychological distance is associated with greater risk. In this
regard, Sass [31] refer that foreign locations are chosen primarily based on the attrac-
tiveness of their markets, with firms usually going in stages from countries with less
psychic distance to those that are further away. According to Azar and Drogendijk [32]
research, cultural distance is a significant cause of uncertainty for firms during the inter-
nationalization process. Therefore, knowing which are the main destination countries in
the internationalization process could be an interesting clue about the risk readiness and
the innovative profile of the entrepreneur. These authors emphasize the work developed
by Alvarez and Robertson [33] where they divide export destinations into developing
and developedmarkets and argue that export destination impacts firms’ innovation activ-
ity. Azar and Drogendijk [32] develop a framework where it is suggested that psychic
distance and innovation are directed related, and the latter is directly related to firm per-
formance. Furthermore, they believe that innovation mediates the association between
psychic distance and firm performance. In fact, Sass [31] also points out that selling to
neighboring countries with low psychic distance usually does not involve specific efforts
such as language knowledge, marketing and advertisement. They conclude that firms
who export to developing nations are more likely to have R&D units and make invest-
ments in product design. On the other hand, firms that export to developed countries are
more likely to invest in new products and production processes. Therefore, we wanted to
ensure that firms at a higher stage of internationalization tend to have a higher propensity
to innovate and that this risk can be addressed by the distance to the destination country,
according to the following hypotheses.

H3: The firms that opt for internationalization modes with greater commitment, are
those that reveal a greater readiness to take risks.
H4: The firms that opt for internationalization modalities with greater commit-
ment, are the ones that internationalize to more distant countries geographically and
psychologically.
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3 Methodology

For this research a questionnaire was carried out to collect the data. The questionnaire
was carefully designed based on a literature review and included various variables related
to the internationalization of firms. It was distributed to all 8183 firms listed in theAICEP
database of Portuguese internationalized firms through Google Forms tool. The data was
collected over an 8-month period, starting inMay2019.To analyze the data,we employed
IBM SPSS Statistics 27.0 software, applying a quantitative approach. We employed
Quantitative AnalysisMethodologies: Univariate andMultivariate Exploratory Factorial
Analysis (EFA), Correlation analysis and the nonparametric tests Chi-square andMann-
Whitney. The study focused on the following variables:

– Internationalization drivers: “ANTR” and “Strong Entrepreneurial and risk-taking
propensity” (from now on designated as “SERTP”). These variables were rated by
respondents using a 5-point Likert scale from “1-not important” to “5-extremely
important”.”

– Internationalization modes that indicate the strategies the firm has chosen to interna-
tionalize: “One-off export”, “Medium-long term exports”, “Export through agents”,
“Technology or brand licensing”, “Franchising”, “Joint-venture”, “Subsidiary”, “Pro-
ject”, “Foreign Direct Investment (FDI)” and “other”. These variables were chosen
accordingly with the literature review [14, 25, 29].

4 Results

In an attempt to answer our Research Questions, we tested the data gathered on the
questionnaire. The following table (Table 1) presents, for each of the internationalization
modes, the most appropriate statistic measures to assess the importance of the factor
“ANTR”, that we use to operationalize the innovation of Portuguese firms.

Table 1. Median and mode for “ANTR” by internationalization mode.

One-off
export

Medium-long
term exports

Export
through
agents
or
dealers

Technology
or brand
licensing

Franchising Joint-venture Subsidiary Project Foreign
Direct
Investment
(FDI)

Other

Median 3 3 3 4 4 2.5 2.5 3 3 3

Mode 3 3 3 4 4 2 or 3 2 2 1 or 3 4

n 88 126 153 12 5 6 24 47 16 33

According to the collected data, and to address ourHypothesis 1, we can highlight the
Export Modalities as those most used by the respondent firms. We can also emphasize
the value 4 (very important) for the Median and Mode associated to “Licensing of
technology or brand” and “Franchising”. However, given the small sample size in these
two modalities we cannot draw conclusions with statistical significance.

For this reason and in order to assesswhether themodalities with the highest commit-
ment attach a different degree of importance to “ANTR”, and thereby test our hypothesis
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2, we decided to group the 10 modalities into two groups: group 1- exports group (which
includes the first three modalities) and group 2- others (consisting of the remaining 7
modalities). Table 2 presents the achieved results.

Table 2. Median and mode for “ANTR” by groups.

Group 1 Group 2

Median 3 3

Mode 3 2

Table 3. Contingency table and Chi-square test for “ANTR” vs groups.

ANTR Total

Not 

important

Not very 

important
Important 

Very

important

Extremely 

important

Groups 1 Count 34 43 66 34 11 188

% within Groups 18,1% 22,9% 35,1% 18,1% 5,9% 100,0% 

% within Allow 

access to new tech-

nologies or resources

64,2% 56,6% 73,3% 54,8% 39,3% 60,8% 

2 Count 19 33 24 28 17 121

% within Groups 15,7% 27,3% 19,8% 23,1% 14,0% 100,0% 

% within Allow 

access to new tech-

nologies or resources

35,8% 43,4% 26,7% 45,2% 60,7% 39,2% 

Total Count 53 76 90 62 28 309

% within Groups 17,2% 24,6% 29,1% 20,1% 9,1% 100,0% 

% within Allow 

access to new tech-

nologies or resources

100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 

Chi-Square Tests

Value df

Asymptotic Sig-

nificance (2-sided)

Pearson Chi-Square 13,117a 4 ,011

Likelihood Ratio 13,239 4 ,010

Linear-by-Linear Association 2,405 1 ,121

N of Valid Cases 309

a. 0 cells (0,0%) have expected count less than 5. The minimum expected count is 

10,96.

The results indicate that there are almost no differences between the 2 groups. The
same fact can be observed in Table 3, which crosses the two variables. On one hand,
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the percentage of firms that consider “ANTR” at least important is 59.1% in group 1
and 56.9% in group 2. On the other hand, we also observe that, amongst the firms that
consider “access to new technologies or resources” not at all or not very important,
the highest percentages are concentrated on the firms in group 1. Among the firms that
consider that factor as extremely important, 60.7% belong to group 2. Moreover, the
result of the Chi-square test (p-value = 0.011 < 0.05) allows us to conclude that there
are significant differences in the degree of importance granted to “ANTR” according
to the groups. Briefly, the firms in group 2 are those that attach more importance the
innovation factor.

To test our hypothesis 3, we then decided to carry out statistical analyses that would
allow us to assess a possible correlation between the two factors: “SERTP” and “ANTR”.

Table 4 shows that, at a significance level of 1%, there is a positive correlation
between the two variables (rs= 0.471), in other words, the respondents who most value
one variable are those who most value the other.

Table 4. Spearman’s correlations between “SERTP” and “ANTR”.

Correlations

Strong
entrepreneurial
and risk-taking
propensity

Allow access to
new
technologies or
resources

Spearman’s rho Strong
entrepreneurial
and risk-taking
propensity

Correlation
Coefficient

1,000 ,471**

Sig. (2-tailed) ,000

N 62 62

Allow access to
new
technologies or
resources

Correlation
Coefficient

,471** 1,000

Sig. (2-tailed) ,000

N 62 62
**. Correlation is significant at the 0.01 level (2-tailed).

Given these results we believe it would be important to know which international-
ization destinations have greater relevance regarding these internationalization factors
(SERTP and ANTR), and thus test our hypothesis 4. For the Multivariate Exploratory
Factorial Analysis – EFAwe used the principal components method, followed by a Vari-
max rotation for extraction, as it produced a more interpretable solution. This analysis
generated scores that condensed the information into a smaller set of factors. Table 5
presents the factorial weights of each indicator in the two retained factors (KMO =
0.7). Factorial weights with an absolute value greater than 0.4 are highlighted in bold
(Table 5).

Factor 1 (Component 1) is clearly defined by destinations that assign greater rel-
evance to innovation and entrepreneurship factors for internationalization and more
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Table 5. Factorial weights of each variable in the 2 retained factors, after EFA.

Rotated Component Matrixa

Component

1 2

Spain ,073 ,544

Euro zone excluding Spain ,369 ,744

Europe excluding euro zone ,590 ,361

Africa ,181 -,707

America ,681 ,029

Asia ,694 -,042

Oceania ,721 -,127

Allow access to new technologies or resources ,461 ,287

Strong entrepreneurial and risk-taking propensity ,439 ,171

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 3 iterations.

Fig. 1. Component plot in the rotated space.

distant countries. While factor 2 (Component 2) is clearly defined by Africa and Euro
Zone destinations excluding Spain.

Thus, the first factor presents higher factorweights in the internationalization destina-
tions Europe excluding euro zone, America, Asia and Oceania and in the variables asso-
ciated with innovation “ANTR” and “SERTP”. These are the destinations with greater
geographical and psychological distance, i.e. those requiring less risk aversion.
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The second factor have high factor weight, but of opposite direction, in the Eurozone
excluding Spain and Africa, and essentially summarizes the inverse position of the firms
when the choice of destinations refers to these 2 continents.

5 Discussion

The aim of this study was to investigate the relevance of different modalities associ-
ated with exporting for internationalized firms. Additionally, the study explored the
importance that firms attach to innovation and access to new technologies or resources
when choosing their internationalization mode. The analysis of the statistical results is
presented in this discussion.

The data analysis revealed that for the internationalized firms in the sample, the
modalities associated with exporting were particularly relevant, supporting Hypothesis
1 - The relationship between internationalization and innovation differ according to entry
modes. This finding is consistent with previous literature that highlights the importance
of exporting in international business [1, 24].

Regarding Hypothesis 2 - The most innovative firms are those that opt for interna-
tionalization modes with greater commitment, the results indicated that both the firms
that chose export modes and those that chose internationalization modes with greater
commitment placed some importance on “ANTR”. However, the firms in group 2 placed
greater importance on the innovation factor. These findings supported Hypothesis 2, sug-
gesting that firms that prioritize innovation are more likely to choose more committed
internationalization modes [14, 23].

The analysis also supported Hypothesis 3 - The firms that opt for internationaliza-
tion modes with greater commitment, are those that reveal a greater readiness to take
risks. The data showed a positive correlation between entrepreneurial propensity and
innovation, indicating that those managers who had a greater readiness for risk-taking
were more likely to value innovation.

Finally, Hypothesis 4 - The firms that opt for internationalization modalities with
greater commitment, are the ones that internationalize to more distant countries geo-
graphically and psychologically suggested that firms that choose to internationalize in
countrieswithmore economic and technological potential are those firms forwhich inno-
vation factors aremore significant. The results showed that firms tended to chooseEurope
excluding euro zone, America, Asia, and Oceania, which are technologically more
developed and have more economic potential. In contrast, firms that internationalized
their operations to the Eurozone excluding Spain, chose countries with high economic
and technological potential as opposed to the African continent which predominantly
comprised of countries with low economic and technological power.

6 Conclusion

In summary, the results of this study provide valuable insights into the decision-making
processes of internationalized firms. Thefindings support the literature on the importance
of exporting in international business and the significance of innovation and access to
new technologies or resources when choosing internationalization modes [1, 3, 16]. The
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study also highlights the importance of entrepreneurial and risk-taking propensity in
determining a firm’s approach to innovation. It is important for managers to recognize
the value of innovation in international business and be willing to take risks in order to
achieve it.The results of the study also suggest that firms choose to internationalize in
countries with greater economic and technological potential, especially when they opt
for internationalization modalities with greater commitment. In such cases they tend to
establish their businesses in these locations. This is consistent with the notion that firms
seek out locations that offer potential for growth and development.

Notwithstanding the results presented, some limitations can be recognized to this
study, althoughmanyof themconstitute suggestive avenues for futurework. For example,
in this paper firms are not distinguished according to their size. A possible improvement
of this work, could be to conduct the study by classifying the firms into SMEs and large
firms, to understand how the results differ according to the size of the firms.More detailed
information on these differences could be useful for the formulation of government
policies towards internationalization as a way to stimulate economic development in
Portugal, as well as for all managers and CEOs interested in developing their firms.
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I.P. [Project UIDB/05105/2020].
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Abstract. This paper explores the use of data flow-based design in IoT
application development and its integration with the Node-RED pro-
gramming tool. Node-RED provides a visual interface for creating pro-
grams based on the flow of data between nodes. However, Node-RED
is not suitable for resource-constrained devices like micro-controllers. To
address this, we propose a method of generating mruby code from Node-
RED’s data flow programs. The generated mruby code can be compiled
into device-independent byte-code and executed on the mruby VM. To
facilitate the implementation, we introduce the RBoard, a prototyping
micro-controller board equipped with the mruby VM firmware. This app-
roach combines the intuitive data flow design of Node-RED with the
power of mruby for embedded systems. Through this integration, devel-
opers can rapidly prototype IoT applications and leverage the flexibility
of scripting languages. Our findings demonstrate the feasibility and ben-
efits of using data flow-based design and mruby code generation in IoT
application development. This research contributes to the advancement
of efficient and scalable IoT programming methodologies and enables the
creation of innovative IoT solutions on micro-controller platforms.

Keywords: Embedded software development · Data flow
programming · IoT · mruby

1 Introduction

In IoT programming, a combination of knowledge about embedded systems and
the integration of software and hardware components is essential to realize a
functioning system. On the other hand, IoT applications are naturally designed
by considering the flow of data, rather than designing each individual process
separately. This includes data acquisition from sensors, data processing, com-
munication for data transmission, and data analysis.

Designing IoT applications based on data flow provides an intuitive approach
that aligns with the natural progression of data within the system. Instead of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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treating each process as isolated entities, a data flow design allows for a holistic
view of how data moves and undergoes transformations throughout the applica-
tion.

In a data flow design, the emphasis is on understanding the path that data
takes from its source (e.g., sensors) to its destination (e.g., data processing mod-
ules, communication channels, analytics). This design approach enables devel-
opers to visualize the interconnections of various components and the flow of
information between them.

By considering data flow as a central aspect of IoT application development,
developers can better organize the design and implementation of different pro-
cesses. It facilitates the identification of data dependencies, enables efficient rout-
ing and processing of information, and enhances the overall system’s scalability
and flexibility.

Overall, designing IoT applications based on data flow provides a natural and
intuitive approach to development. It allows for a more widely understanding of
how data moves and is processed through the system, promoting efficient and
effective implementation of IoT applications.

This paper introduces a methodology to convert asynchronous data flow
programming into procedural languages, specifically adopting mruby in our
research, for execution on micro-controllers. The implementation of the app-
roach shown in this paper is released as open-source software. The research is
expected to contribute to the advancement of IoT programming by bridging the
gap between asynchronous data flow design and procedural execution, thereby
enhancing the capabilities of micro-controllers in IoT applications.

2 IoT Programming Environment

In traditional embedded software development, C/C++ has been widely used.
However, there is a growing trend of incorporating scripting languages such as
micro-Python, mruby, and Lua as alternatives to C/C++.

In our research and development efforts, we have been focusing on applying
the object-oriented programming language Ruby to embedded software develop-
ment through the use of mruby.

Mruby is a lightweight implementation of the Ruby programming language
that is specifically designed for embedded systems. It provides a smaller mem-
ory footprint and faster execution compared to the full Ruby implementation,
making it well-suited for resource-constrained environments [1,2].

By utilizing mruby, we aim to bring the benefits of Ruby’s expressive and
flexible syntax, as well as its object-oriented programming paradigm, to the field
of embedded software development. This allows developers to leverage the pro-
ductivity and readability advantages offered by Ruby while developing software
for embedded systems.

Our research and development activities focus to the capabilities of mruby,
optimizing its performance for embedded applications, and providing tooling
and libraries to support its integration into embedded systems. Through these
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efforts, we strive to enable developers to use the power and versatility of Ruby in
the development of embedded software, expanding the range of options available
for creating efficient and feature-rich embedded applications.

2.1 Mruby

Mruby is an embedded implementation of the Ruby programming language, and
is released as open-source software, which is available under the MIT and BSD
License [4,5].

It is designed to be lightweight and efficient, making it suitable for resource-
constrained environments like IoT devices. The operation mechanism of mruby
involves the following key aspects:

Memory Efficiency Mruby uses a smaller memory footprint compared to the
full Ruby implementation. It achieves this by excluding some features and
optimizing the run-time environment for embedded systems.

Garbage Collection Mruby incorporates garbage collection to automatically
manage memory allocation and release. This helps simplify memory manage-
ment tasks for developers, reducing the risk of memory leaks and enhancing
overall system stability.

Flexibility and Productivity Ruby is known for its expressive and flexible
syntax, which can significantly enhance development productivity. By using
mruby in IoT applications, developers can leverage the familiar and powerful
Ruby programming language to create applications quickly and efficiently.

Rapid Prototyping Lightweight concept of mruby, and ease of use make it
suitable for rapid prototyping in IoT development. Developers can rapidly
iterate and test their ideas using the dynamic and interactive nature of Ruby,
accelerating the development cycle.

Enhanced Readability Ruby’s clean and readable syntax can improve the
maintainability and understandable of IoT application code. This is espe-
cially beneficial when working on complex IoT projects that involve multiple
modules and interactions.

In summary, applying mruby in IoT applications, we get benefits such as
rapid prototyping, and enhanced readability, and reduced resource consump-
tion. These advantages make mruby a valuable tool for developing efficient and
feature-rich IoT applications.

Listing 1.1 shows an example of mruby program. When this program is exe-
cuted on micro-controller board, the LED connected to pin 1, which works as
GPIO, blinks in one second cycle.

Listing 1.1. mruby sample

1 led = GPIO.new(1)
2 while true do
3 led.write GPIO::HIGH
4 sleep 0.5
5 led.write GPIO::LOW
6 sleep 0.5
7 end



20 K. Tanaka et al.

2.2 Node-RED

In IoT application development, designing based on data-flow is intuitive and
effective. One programming tool that utilizes data flow is Node-RED [7].

Node-RED is a visual programming tool that allows developers to create
applications by defining the flow of data between nodes. Nodes represent vari-
ous functionalities and operations, such as data input, processing, and output.
Developers can use a web browser to access the Node-RED interface and design
the application by connecting these nodes together to define the desired data
flow(Fig. 1).

Fig. 1. Node-RED development environment

However, Node-RED operates within a web browser environment and is not
compatible with micro-controllers or devices with limited resources typically
found in IoT devices.

Once the data flow design is created, the information about the nodes and
their connections can be obtained in the form of a JSON file. This JSON file
serves as a configuration file that captures the entire structure and properties of
the nodes and their relationships.

With the data flow representation stored in the JSON file, we propose the
generation of procedural code. The code generator will parse the JSON file and
generate code in a procedural programming language, such as scripting language.
This generated code represents the translation of the data flow design into a
procedural program.

By utilizing Node-RED, developers can intuitively design IoT applications
based on data flow. The resulting data flow design can be saved as a JSON
file, which can then be used to generate procedural code for execution. This
approach simplifies the development process and provides a visual and intuitive
way to create IoT applications with efficient data flow management.
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2.3 RBoard

From a data flow program created in Node-RED, mruby code can be gener-
ated (Node-RED to mruby code generator). The generated mruby program is
compiled into device-independent byte-code. This byte-code is designed to be
executed on the mruby VM (mruby Virtual Machine).

A prototyping micro-controller board called RBoard is equipped with the
mruby VM as part of its firmware, enabling the execution of the generated byte-
code.

The RBoard is a micro-controller board designed and developed by the
authors with the primary objective of executing mruby programs. Its specifica-
tions is commonly found in micro-controllers intended for embedded systems,
and its design aligns with the standards of micro-controllers within embed-
ded systems (Table 1). The RBoard schematics are available under Creative
Commons(CC-BY-NC-SA 3.0) [6].

Table 1. RBoard Specifications

Micro-controller chip PIC32MX170F256B (Microchip Technology)

SRAM 64KB

Flash 256KB

I/Os Digital, PWM, ADC, I2C, UART

Firmware mruby/c VM 3.0.1

The RBoard microcontroller board is equipped with various interfaces to
control sensors and actuators, including GPIO and I2C (Fig. 2).

The GPIO(General Purpose Input/Output) interface allows the RBoard to
communicate with and control external devices, such as sensors, through digital
input and output signals. It provides a versatile way to interface with a wide
range of components and peripherals.

Additionally, the RBoard features an I2C (Inter-Integrated Circuit) interface,
which is a serial communication protocol commonly used for connecting sensors,
actuators, and other devices. The I2C interface enables the RBoard to interact
with I2C-compatible devices, allowing for efficient data exchange and control.

By incorporating these interfaces into the RBoard, developers can easily con-
nect and control various sensors and actuators in their IoT applications. This
versatility and compatibility enhance the board’s capabilities and enable seam-
less integration with a wide range of devices and peripherals.
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Fig. 2. RBoard, mruby ready micro-controller board

3 Integrating Data-Flow Design and Mruby

A NodeRED-to-mruby code generator enables the generation of corresponding
mruby code from the JSON file obtained through the design process in Node-
RED [3]. This JSON file encompasses the necessary descriptions for accessing the
RBoard’s interfaces, allowing for seamless integration of RBoard’s functionalities
into the Node-RED environment.

3.1 NodeRED-to-mruby Code Generator

The code generator takes the JSON file as input and processes the information
to produce mruby code that can be executed on the RBoard micro-controller
board. This generated code incorporates the requisite instructions for interfacing
with the RBoard’s interfaces and effectively controlling connected sensors and
actuators.

By adopting this approach, developers can design their IoT applications
within the Node-RED platform, incorporating the functionalities provided by the
RBoard micro-controller board. The resulting design can be saved as a JSON
file, serving as input to the code generator. The generated mruby code facili-
tates the optimal utilization of the RBoard’s interface capabilities and seamless
interaction with connected devices.

The integration of Node-RED design with the RBoard, along with the devel-
opment of the NodeRED-to-mruby code generator, offers a comprehensive solu-
tion for the design and deployment of IoT applications. This solution lever-
ages the intuitive data flow design of Node-RED, the interface capabilities of
the RBoard, and the execution environment of mruby. It empowers developers
to create sophisticated IoT applications with enhanced control and efficiency,
bridging the gap between visual programming and embedded systems.
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3.2 Asynchronous Execution on Mruby

While Node-RED is not a procedural programming language, mruby is a pro-
cedural language. One key distinction between the two executions is handling
asynchronous execution or not.

In Node-RED, each node operates asynchronously, meaning that the execu-
tion order of nodes is non-deterministic. This allows for concurrent processing
and event-driven execution, enabling the flexible and dynamic nature of data
flow programming.

On the other hand, mruby is a procedural language and typically follows a
sequential execution model. It is designed to handle synchronous operations by
default. To achieve asynchronous processing and handle the non-deterministic
nature of Node-RED’s data flow execution, special considerations need to be
made within NodeRED-to-mruby code generation.

By incorporating the necessary constructs for asynchronous processing in
mruby, developers can effectively development within the data flow paradigm of
Node-RED while executing in the procedural capabilities of mruby. This enables
the seamless integration of both paradigms and facilitates the development of
robust and responsive IoT applications within the Node-RED environment.

3.3 Implementation of NodeRED-to-mruby

The generation of mruby code is based on the information of nodes and their
connections, known as wires, within the data flow design.

Since nodes in the data flow are executed asynchronously, the order in which
data flows through the wires is non-deterministic. To handle the asynchronous
nature of data flow execution and generate mruby code accordingly, each node is
implemented as a function, and the wires are implemented using First-In-First-
Out (FIFO) data structures.

Using one global FIFO (named pipe), the functions of each node are invoked
in any order. The execution order of nodes is not predetermined. The function
of each node retrieves data (i.e., the data flowing through the wires) from the
global FIFO and performs the operations specific to the node.

If there is output that needs to be propagated, it is then en-queue the output
into the FIFO. This process is repeated, allowing for the pseudo-asynchronous
execution of data flow processing.

The figure shown in Fig. 3 represents the design of a data flow and the archi-
tectural diagram of the program generated using NodeRED-to-mruby.

The NodeRED-to-mruby code generator takes this JSON representation as
input and processes it to generate the actual mruby code. This generated code
encompasses the necessary functions, data structures, and logic to implement
the desired data flow behavior as defined in the design. The combination of
the data flow design, NodeRED-to-mruby conversion, and the resulting program
architecture depicted in Fig. 3 shows the result of translating a high-level design
into a procedural mruby program.
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Fig. 3. Node and wire in data flow design(left), its implementation diagram using queue
(right)

Within the context of asynchronous execution, an exception to the non-
deterministic nature of data flow is the “inject” node, which generates triggers
at regular time intervals.

The inject node serves as a mechanism to introduce time-based control into
the data flow design. Unlike other nodes that rely on the flow of data for exe-
cution, the inject node operates on a predetermined schedule or timing. By
configuring the inject node, developers can specify the time interval between
triggers, allowing for the periodic initiation of data flow execution. This ensures
that certain actions or processes occur at regular intervals, regardless of the
non-deterministic execution order of other nodes.

In applications where there is a need to periodically retrieve sensor values at
fixed time intervals, the inject node becomes essential. The inject node plays a
crucial role in time-sensitive applications, allowing for the precise timing of data
acquisition and ensuring the availability of sensor readings at fixed intervals.

The following shows the pseudo-code of the function dispatch in executing
data-flow nodes.

Listing 1.2. Dispatching nodes

1 global_queue @$\gets$@ []
2

3 Procedure inject_node_process
4 Foreach inject_node @$\in$@ inject_nodes Do
5 data @$\gets$@ @{\it Call}@ inject_node
6 global_queue.enqueue(data)
7 End
8 End
9

10 Do forever
11 @{\it Call}@ inject_node_process
12 data @$\gets$@ global_queue.dequeue
13 Case data.node_name Of
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14 inject: @{\it Call}@ inject(data)
15 node1: @{\it Call}@ node1(data)
16 ...
17 End
18 End

By this approach, the generated mruby code can simulate the asynchronous
execution of the data flow design.

4 Implementation Results and Evaluation

We conducted validation of the NodeRED-to-mruby generator by generating a
mruby program from a data flow design for sensing using a temperature sensor.

The data flow design consists of several nodes, including an inject node, a
sensor node, a Ruby function node, a branching node, and GPIO output nodes
(Fig. 4).

Fig. 4. RBoard, mruby ready micro-controller board

inject node The inject node generates a trigger signal every second, serving as
the source of the data flow.

sensor node The sensor node utilizes the ADC interface to acquire the voltage
value from the temperature sensor.

ruby function node The Ruby function node is responsible for converting the
voltage value to Celsius temperature. The content of the Ruby function node
is directly outputted as a mruby function (Fig. 5).

branch node The branching node performs conditional branching based on
the temperature value, determining which of the two GPIO nodes to execute
subsequently.

GPIO node The GPIO node outputs signal to specified I/O pin.

Through this design, the data flow is established, starting from the inject
node, acquiring temperature values through the sensor node, applying tem-
perature conversion using the Ruby function node, and performing conditional
branching using the branching node. The GPIO output nodes enable control of
external devices based on the branching result.

The NodeRED-to-mruby generator processes the data flow design and gen-
erates a mruby program that incorporates the necessary functions and logic to
implement the desired behavior. This validation confirms the successful genera-
tion of the mruby program based on the given data flow design for temperature
sensing (Fig. 6).
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Fig. 5. Ruby function node, contains ruby code for converting from voltage to temper-
ature

Fig. 6. Execution result on RBoard

5 Conclusion

In this research, we focused on the validation of the NodeRED-to-mruby gen-
erator by creating an mruby program from a data flow design centered around
temperature sensing using a temperature sensor.

By developing and validating the NodeRED-to-mruby generator, we demon-
strated its ability to transform the data flow design into an mruby program. This
research focuses to the potential of data flow design such as a visual programming
tool Node-RED for IoT application development, with the added advantage of
generating code for mruby-enabled micro-controller boards like RBoard.

A public course aimed at high school students was organized utilizing the
RBoard. This initiative provided an opportunity for programming novices to
engage in sensor-based programming. The course enabled even those new to
programming to experience the world of sensors. Describing data flows proved
particularly effective for comprehending the combination of sensors and actu-
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ators, as commonly encountered in IoT programming. Spanning the past two
years, this public course has reached over 150 students. By using the RBoard
and emphasizing data flow programming, the course empowered high school
attendees with practical skills and insights into IoT field, fostering a deeper
understanding of sensor and actuator combinations.

The findings presented here contribute to the field of IoT programming, show-
casing the effectiveness of data flow-based designs and the seamless integration
of Node-RED and mruby in the development process. This work opens up new
possibilities for efficient and intuitive programming in the realm of IoT applica-
tions, combining the benefits of visual programming with the power of embedded
systems.

The work products of this research are available as open-source software [8].
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Abstract. New technologies are being decisive in opening up the financial ser-
vices market, historically stagnant, to new providers, which has generated a new
competitive environment that is booming. Companies must adopt new organiza-
tional forms, optimize resources, establish policies, and best practices with clients,
so organizations respond to these challenges through the practice of Enterprise
Architecture. This methodology allows us to align processes, data, applications,
and technological infrastructure with the strategic objectives of the organization.
Despite the growing impact, ignorance means that only a small number of com-
panies obtain a digital transformation. For this reason, it seeks to develop an agile
model for a gradual deployment and in a short term in an effective manner, which
is fully accessible to entities within the financial sector. The objectives include
analyzing the current situation of the financial sector, designing the model for the
enterprise architecture, validating the proposed agile model and developing a con-
tinuity plan for the investigation. A model based on the agile SAFe methodology
and the TOGAF business architecture framework will be developed, whose objec-
tive is to provide agile results without sacrificing good management and control.
In addition, it also seeks to provide an easily adaptable guide so that companies
interested in the field can begin to undertake the use of agile methodologies.

Keywords: enterprise architecture · agile model · SAFe · TOGAF

1 Introduction

According to BBVA Research, recent technological advances are being decisive in the
way that the financial services market generates new providers, which has generated
a new competitive environment that is booming [1]. Companies have begun to adopt
new organizational forms, optimize their resources, establish policies and best practices
with clients, so organizations can respond to these challenges through the practice of
Enterprise Architecture.

Enterprise Architecture is a discipline that seeks to comprehensively design and plan
the processes, systems, technologies and human resources of an organization, to align
them with its business strategy and achieve its objectives. However, implementing an
enterprise architecture in the financial industry can present unique challenges, such as the
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need to adapt to an ever-changing and highly regulated environment. To address these
challenges, an agile model has been proposed that allows the gradual and short-term
deployment of an enterprise architecture in the financial sector. The main objective of
this is to create an easily adaptable model that can be implemented by companies inter-
ested in the financial sector. According to a recent study [2], adopting an agile approach
to enterprise architecture implementation in financial firms can improve the organiza-
tion’s ability to quickly adapt tomarket and regulatory changes, as well as take advantage
of emerging opportunities. Another study suggests that [3], the use of agile methodolo-
gies in the implementation of enterprise architecture in the financial sector can improve
the efficiency and effectiveness of business processes, as well as improve the organiza-
tion’s ability to respond quickly to changes in the business environment. Taking an agile
approach to deploying an enterprise architecture in the financial industry can provide
a number of benefits. According to a study carried out by [4], this approach also helps
financial companies to meet changing market requirements and improve collaboration
between work teams.

In the financial industry, where innovation and speed are critical, implementing an
agile enterprise architecture can help companies stay competitive in a dynamic and
complex marketplace. According to a study conducted by [5], the agile approach is
an effective way to manage complexity and uncertainty in the financial sector and can
help companies quickly adapt to changes in the business environment. According to [6],
adopting an agile approach to implementing EA can help organizations adapt quickly
to market changes and customer needs, and can improve organizational efficiency and
effectiveness. Furthermore [7], they highlight that adopting an agile approach to the
implementation of an EA in the Financial Sector can enhance the organization’s ability
to innovate and improve the customer experience. On the other hand [8], emphasize
that the use of an agile model in EA can improve the organization’s ability to adapt to
market changes and customer needs, while allowing greater alignment of information
technology systems with business objectives. Likewise [9], they highlight that the use
of an agile model for the implementation of an EA in the Financial Sector can enable
organizations to make more informed decisions, increase transparency and improve
collaboration between the different departments of the organization. Finally, according to
[10], the use of an agile model for the implementation of an EA can enable organizations
in the Financial Sector to achieve greater speed, flexibility, and adaptability, which is
essential to compete in today’s changing business environment.

2 Related Work

It has been possible to identify different investigations and successful case studies, which
directly support the research topic. In [11], the use of agile methods in IT projects in the
German banking sector is examined, including which tools are used and what expec-
tations are associated with the use of agile methods in terms of cost savings, quality
improvement, acceleration of project delivery or improvement of innovation perfor-
mance. In addition, barriers to the adoption of agile practices are investigated and the
differences between established banks and young fintech companies are compared. In
[12] an approach for generating test cases for business services based on enterprise



30 K. Avalos-Varillas et al.

architecture design is proposed. The approach is based on the identification of business
services and their dependencies through the business architecture, which allows formore
efficient and effective test case generation. In [13, 14] a systematic review of the liter-
ature on agile enterprise architecture is presented, with the aim of identifying the main
approaches, practices and tools used in the implementation of agile enterprise architec-
ture. This provides an overview of the approaches and practices used in implementing
agile enterprise architecture and can be helpful in understanding how to implement agile
enterprise architecture in the financial industry. In [15] a case study of a financial services
company that implemented an agile approach to enterprise architecture is presented. It
describes how the company used an iterative and incremental approach to develop its
enterprise architecture, and how agile principles were applied. to improve collaboration
between IT and business teams.

3 Method

This section will analyze possible agile methodologies, enterprise architecture frame-
works, and scalable frameworks that can be applied for the short-term and gradual
deployment of an enterprise architecture within the financial sector, using the bench-
marking technique. These points were chosen for comparison due to the reasons that’s
provide different characteristics in terms of focus, benefits, productivity, and function-
ality. The Likert scale was chosen as a measurement method to express neutrality when
making comparisons between two or more things. First, the methodologies and frame-
works will be identified; second, selection criteria will be defined; and finally, each will
be chosen based on benchmarking results.

3.1 Benchmarking Agile Methodologies

For this comparison, there are four continuous improvement and project management
methodologies: Lean, Scrum, Kanban and Six Sigma. Lean focuses on maximizing
benefits through five basic concepts. Scrum is used to solve complex problems and
requires a ScrumMaster to ensure the achievement of objectives. Kanban is a visual tool
for project and task management, with the aim of improving efficiency and reducing
waiting time. Finally, Six Sigma focuses on improving quality and reducing variability
through the identification and elimination of defects (Table 1).

In the benchmarking, four criteria with different attributes were used: Use, Agility
capacity, Applicability and Processes and products. After the evaluation, Scrum was
the methodology selected as the winner due to its high level of end-user satisfaction,
increased productivity, ability to adapt to changes, people-centeredness, and respon-
siveness. Furthermore, Scrum proved to be applicable to projects of different sizes and
complexities, with seamless interaction between team members, the customer, and end
users. Its ability for project management and quality control, and its emphasis on testing
and continuous integration, were also highlighted.
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Table 1. Comparative Benchmarking of Agile Methodologies.

Lacovelli Point of View LEAN SCRUM Kanban XP

Use (5) 2 4 2 2

Agility Ability (12) 11 9 10 10

Applicability (9) 4 6 4 7

Processes and Products (12) 7 8 5 7

Total (38) 24 27 21 26

3.2 Benchmarking of Scalable Frameworks

For this comparison, LeSS, Nexus and SAFe are scalable frameworks. Nexus extends
Scrum to unify multiple teams into a larger, more consistent unit. SAFe is a framework
based on systems thinking, agility and lean thinking. It consists of three levels: Portfo-
lio, Large Solution and Essential. SAFe’s principles include economic vision, systems
thinking and decentralization of decision-making (Table 2).

Table 2. Comparative Benchmarking of Scalable Frameworks

Criteria LeSS Nexus SAFe

Feasibility 3 2 4

Applicability 3 2 4

Reliability 4 3 3

Adaptability 2 2 4

Total 12 9 15

Based on the criteria of feasibility, applicability factor, reliability and adaptability,
the SAFe framework is positioned as the winner in the benchmarking carried out. This
framework is viable to carry out the objectives of the project, it has applicability in real
projects, its information is reliable and accurate, and it has the ability to adapt to different
solutions, models, methodologies, and sectors.

3.3 Benchmarking of Enterprise Architecture Frameworks

For this comparison, the four Enterprise Architecture Frameworks, Zachman, TOGAF,
FEAF and Gartner, are frameworks used to develop, design, implement and manage
enterprise architectures. Zachman is based on an ontological framework that provides
a comprehensive description of an enterprise information infrastructure from six dif-
ferent perspectives, while TOGAF focuses on four interrelated areas that fully describe
what enterprise architectures should contain. FEAF is a framework designed by the
United States government to improve the efficiency and effectiveness of its business
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systems. GEAF, for its part, is an architectural framework created by Gartner that helps
organizations align their enterprise architecture with their strategic objectives (Table 3).

Table 3. Comparative Benchmarking of Enterprise Architecture Frameworks.

Criteria Zachman TOGAF FEAF Gartner

Taxonomic Integrity 4 2 2 1

Process Integrity 1 4 2 3

Reference Models 1 3 4 1

Orientation To Practice 1 2 2 4

Maturity Models 1 1 3 2

Focus On The Government 1 2 1 4

Government Guidance 1 2 3 3

Orientation To Partitions 1 2 4 3

Prescriptive Catalog 1 2 4 2

Supplier Neutrality 1 4 3 1

Information Availability 2 4 2 1

Valuation Time 2 3 1 4

Prestige 2 4 2 3

Total 19 35 33 32

According to the evaluation carried out by TOGAF, the Enterprise Architecture
Framework stands out in the benchmarking for its high taxonomic and process integrity,
useful reference models, practical and governance orientation, and focus on the business
and the effective partitioning of the company. It also offers a prescriptive catalog and is
vendor neutral. The free information and its prestige in the market make it a valuable
choice, with a reasonable time to value before generating high-value business solutions.

3.4 The SAFe Implementation Roadmap

After extensive research on agile methodologies, the SAFe framework was selected for
the gradual and short-term deployment of an agile enterprise architecture. To achieve
business agility, you must adopt lean-agile standards and requirements and establish
mechanisms for continuous value delivery. You will focus on moves critical to SAFe
adoption, using a standard pattern and implementation path to achieve organizational
change. The SAFe (Scaled Agile Framework) Implementation Roadmap follows a
structured and goal-oriented path, consisting of ten steps. This detailed process helps
companies implement SAFe effectively and achieve desired outcomes.
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Reaching the Tipping Point:
In this step, organizations aim to build awareness and create a sense of urgency for
change. Key activities include executive sponsorship, identifying Agile change agents,
and conducting initial Agile training.

Train Lean-Agile Change Agents:
Organizations train a group of change agents who will lead the SAFe implementation.
These individuals will become the coaches, mentors, and trainers for Agile teams and
leaders throughout the organization.

Train Executives, Managers, and Leaders:
This step focuses on providing training to executives, managers, and leaders to help them
understand their roles and responsibilities within the SAFe implementation. They learn
how to support Agile teams, foster an Agile culture, and drive the necessary changes.

Create the Implementation Plan:
A comprehensive implementation plan is created, taking into account the organization’s
specific needs and context. This plan includes the identification of Agile Release Trains
(ARTs), establishing the Agile program management office, and defining the necessary
milestones and timelines.

Prepare for ART Launch:
This step involves preparing the identified ARTs for launch. Activities include select-
ing and preparing the Agile teams, defining the Agile program management processes,
establishing the necessary infrastructure, and aligning with the enterprise strategy.

Train Teams and Launch ARTs:
Agile teams receive training on SAFe principles, practices, and processes. Once ade-
quately prepared, the ARTs are launched, and the teams begin their first Program
Increment (PI) to deliver value and align with the program objectives.

Coach ART Execution:
Agile coaches work closely with the ARTs, providing guidance and support to ensure
successful execution. They help teams apply SAFe practices, resolve impediments, and
continuously improve their performance.

Launch More ARTs and Value Streams:
Organizations expand the implementation by launching additional ARTs and establish-
ing more value streams. This step involves repeating the previous steps for each new
ART and ensuring alignment across ARTs and value streams.
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Extend to the Portfolio:
The SAFe implementation extends to the portfolio level, aligning strategic initiatives,
defining value streams, and implementing Lean portfolio management practices. This
step ensures the organization’s ability to prioritize, fund, and track the delivery of value
across the portfolio.

Sustain and Improve:
The final step focuses on continuously improving the SAFe implementation and ensuring
its long-term sustainability. Organizations establish Communities of Practice, conduct
periodic assessments, and adapt their practices based on feedback and lessons learned.

3.5 Design of the Agile Model

In order to design an agile Model for a gradual and short-term use of a business archi-
tecture framework for entities in the financial sector, a series of requirements will be
defined based on the line of business, considering as fundamental sources: the agile prin-
ciples of business architecture and the destination line. These will be tailored alongside
the TOGAF-based AE framework targets and the SAFe scalable framework. Figure 1
shows all the stages of the design of the agile model for the implementation of the EA
framework for the financial sector.

For the Input, the destination line for financial entities is defined according to the
investigation carried out in detail in the previous chapters. Then, the agility principles
based on the SAFe framework and its implementation phases are described and finally,
it analyzes the general concepts of a TOGAF Business Architecture, where it will take
the structure of the phases, its objectives and which are the appropriate deliverables for
the processes of a financial institution.

Destination Line
It is defined based on research carried out on financial entities. This structure is as
follows:

• Manage the credit information system of the financial institution.
• Strengthen the quality of service provided to build a competitive advantage.
• Strengthen sustainability through risk and operations management.
• Improve, optimize, and modernize customer-oriented processes.

Agile Approach
Themain requirement is to define the agility principles proposed by the SAFE framework
to adapt the agile model to the AE framework. For the design, it consists of 5 stages to
create the agile framework:

Stage 1: An analysis of each of the objectives of the TOGAF framework stages is
carried out. Cross tables are used, where the objectives will be related to the requirements
belonging to the target line and the agility approach.

Stage 2: From stage 1, the main objectives that are necessary for the design of the
framework of the agility model are acquired.



Agile Model for the Gradual and Short-Term Deployment 35

Fig. 1. Integration Strategy

Stage 3: An analysis of all the deliverables proposed by TOGAF for the new model
is prepared.

Stage 4: According to the criteria of the SAFe agile principles and target line, the
list of deliverables will be simplified.

Stage 5: The TOGAF deliverables are modified, acquiring the detailed final list for
the agile model of the EA framework.

For the output, the agile model will be divided into 2 model stages:
Theoretical model: Contains the principles, scope, preliminary studies, scope, etc.
Application model: Contains solutions, governance, migration, etc.

3.6 Base Framework

The TOGAF framework will be used as the basis for the design of the business
architecture model. The TOGAF framework is divided into the following phases.

Preliminary Phase
In this phase, the governance structure is established, and it is agreed to implement the
method and framework of reference, where the corporation is formed so that the business
architecture plan achieves success, in addition, the business environment is understood
and the scope is agreed upon, confirming the principles of EA.

Phase A: Architectural Vision
Within this initial phase of the architecture, the constraints, expectations, and scope are
defined to generate the vision of the architecture confirming the business environment
and producing a governance document that shows what the enterprise architecture will
be.
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Phase B: Business Architecture
It examines the personnel, the business, the processes and their relationships between
them and the environment, as well as the principles that support their development,
design and how the organization achieves its business objectives. The structure of the
organization, business objectives, processes, services offered, roles and functions are
defined.

Phase C: Information Systems Architecture
Within this step, the key aspects of the information systems of the corporation are
established to show how the information systems help to achieve the goals of the
corporation.

Phase D: Technology Architecture
Within this step, we detail how the information system will be supported by the com-
ponent based on both software and hardware, as well as communication and business
relationships.

Phase E: Opportunities and Solutions
We draw up a preliminary implementation plan, where we define the project imple-
mentation priority, as well as their mutual dependence. To decide to buy, build or
recycle.

Phase F: Migration Planning
We prepare an implementation plan, and a detailed transition plan is produced where a
profitability analysis and a risk analysis are carried out.

Phase G: Governance of Implementation
Within this phase, the verification of the architectural implementation is carried out,
in addition we define the limits of the implementation projects and monitor their
implementation.

Phase H: Architecture Change Management
Changeswithin the architecture, people, and potential changes aremanaged in this phase.
It is continuouslymonitored to ensure that architectural changes are used in an intelligent
and integrated way. Providing support to business architecture and thus be flexible to
technological or commercial changes.

Requirements Management
Within the TOGAF project, each of its phases is based on business requirements, includ-
ing their validation. Claims are logged, identified, and managed as they enter and exit
the appropriate stages of the ADM, which are eliminated, processed, and prioritized.

3.7 Agile Modeling Design

A set of enterprise architecture deliverables is presented using the TOGAFmethodology
and SAFe implementation principles for each of the phases. The next thing will be to
analyze all the deliverables to be able to summarize and shorten them, in order to have
greater simplicity and agility for the progress of the ADM of the architecture, based on
the principles of the SAFe approach (Table 4).
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Table 4. TOGAF - SAFe Framework Schema

Agile EA framework in the financial sector

Preliminary Phase Deliverable originated in the phase

Preliminary framework

Architectural Work Request

A Architectural Work Statement

Communications Plan

Capacity Assessment

Value stream management and ART implementation

Risk Management

B C D Architecture Definition Document

E Architecture Roadmap

Gap Analysis

Architectural Views and Viewpoints

Building Blocks of Architecture

Solution Building Blocks

F Capacity-based planning

Implementation and Migration Plan

G Implementation Governance Model

Architectural Contracts and Agreements

H Change Requests

Conformity Assessment

Requirements Management Requirements Impact Assessment

3.8 Agile Model for Enterprise Architecture

Now, we will begin to detail the proposed agile Model divided into a Theoretical
Model and an Application Model that are composed of each its objectives, phases and
deliverables according to what is described and copied in the research.

THEORETICAL MODEL
PRELIMINARY PHASE

Objectives
Establish the Architectural Capabilities required by the company.
Analyze the organizational environment used to develop the Enterprise Architecture
Recognize and establish the elements of the organization that are affected by the

capabilities of the architecture.
Recognize the proposed frameworks, processes and methods that are crossed with

the capacity of the architecture.
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Define architecture capabilities.
Establish and develop the organizational model used in enterprise architecture.
Specify and detail the processes and resources used in architecture governance.
Choose which tools to develop that support the capabilities of the architecture.

PHASE A: VISION OF ARCHITECTURE.
Objectives
Establish a higher-level view of the capabilities and value of the business in order to

be delivered as a consequence of the company’s proposed architecture.
Acquire the acceptance of a Declaration of Work of Architecture which defines a

project of works to promote and develop the architecture indicated within the Vision of
Architecture.
PHASE B: BUSINESS ARCHITECTURE

Objectives
Implement the target Business Architecture by describing how the company operates

to achieve its business objectives in such a way that it can respond to the strategic
objectives defined within the Architecture Vision, as well as respond to Architecture
Work requests and stakeholder requirements.
PHASE C: INFORMATION SYSTEMS ARCHITECTURE

Objectives
Implement the functional objective information systems architecture by describing

how it will enable Enterprise Architecture and architecture vision by answering the
Architecture Work Request and stakeholder concerns.

Recognize from the Roadmap Architecture its candidate components based on the
differences between the architecture of objective information systems and the baseline.
(Applications and data)
PHASE D: TECHNOLOGY ARCHITECTURE

Objectives
Implement the functional target technology architecture by describing how it will

enable the Enterprise Architecture and architecture vision by answering the Architecture
Work Request and stakeholder concerns.

Recognize from the Architecture Roadmap its candidate components based on the
differences between the target information systems architecture and the baseline.

APPLICATION MODEL
PHASE E: OPPORTUNITIES AND SOLUTIONS

Objectives
Design the initial version of the complete architecture roadmap based on gap analysis

and candidate components of the Phase B, C and D Architecture roadmap.
Validate that the phased approach is necessary, to recognize transition architectures

that can provide ongoing business value.
PHASE F: MIGRATION PLANNING

Objectives
Finalize the Architecture work plan together with theMigration and Implementation

Support Plan
Validate that the Migration and Implementation Plan is coordinated with the system

for the application and management of changes of the company.
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Ensure that the virtue of the business as well as the price of the work packages and
that the transition architectures are understandable by the important stakeholders.
PHASE G: GOVERNANCE OF IMPLEMENTATION

Objectives
Consolidate compliance through deployment projects with the target architecture.
Develop appropriate architecture governance functions for the solution and applica-

tions driven by architecture change requests.
PHASE H: ARCHITECTURE CHANGE MANAGEMENT

Objectives
Consolidate that the architecture lifecycle can be maintained.
Ensure that the Architecture Governance Framework can be executed.
Ensure that enterprise architecture capability can meet current requirements.
REQUIREMENTS MANAGEMENT
Objectives
Consolidate that the Requirements Management process sustains and operates all

crucial phases of ADM.
Manage that configuration requirements detected throughout all elaborations of the

cycle or phase of an ADM.
Consolidate that the crucial requirements for its use are available when each stage

is executed.

4 Case Study

The implementation of an agile model based on the SAFe Roadmap for enterprise archi-
tectures in the financial sector can have a significant impact on process efficiency and
flexibility in the development of products and services in a financial savings and credit
cooperative. For this, an analysis of the processes, risks and problems of a savings and
credit cooperative was carried out. Then the implementation was carried out follow-
ing all the phases and deliverables of the proposed model, and in order to validate this
hypothesis, a survey was carried out among the employees of a financial savings and
credit cooperative.

4.1 Scenario 1

The Financial Savings and Credit Cooperative currently employs a traditional enterprise
architecture model for the implementation of new processes and services. This model
has encountered limitations in terms of its ability to adapt to rapid and efficient changes,
resulting in delays in the implementation of new solutions and, consequently, missed
business opportunities. The objective of the research is to measure process improvement
through the implementation of the agile model.
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Six questions directly related to the operational dimensions of the credit and collec-
tion processes of the cooperative were designed. The questions were asked logically and
evaluated according to the guidelines for the validity of an instrument.

Once the survey was validated, a sample of ten workers from the Savings and Credit
Financial Cooperative was selected to participate in the survey. Workers from differ-
ent areas and hierarchical levels were included to obtain a more complete view of the
employees’ perception of the implementation of the agile model. The reliability of the
surveywill be verifiedwith the crombach alpha formula.Where the reliability coefficient
oscillates between 0 and 1. The magnitude of the reliability coefficient of an instrument
is interpreted from null with ranges from 0.01 to 0.52, to valid with ranges from 0.72 to
1.00. When calculating the reliability of the instrument, an internal correlation of 0.79
(α) is shown. This demonstrates the representativeness and coherence of each of the
questions.

α = K

K − 1

[
1−

∑
Si2

ST 2

]

4.2 Scenario 2

The Financial Savings and Credit Cooperative offers savings and credit services to
its clients. With the implementation of the agile model, the aim is to achieve greater
adaptability to changes and improved efficiency in the implementation of new processes
and services.

The business process with the agile model begins with the identification of improve-
ment opportunities by the company’s staff. Once the need is identified, a rapid assessment
is conducted to determine if a short-term solution is possible. The Jira Atlassian tool
will be used to manage the user implementation process and, to a lesser extent, improve
communication with the credit processes and partner collection process. For this pur-
pose, the trial version of the platform was utilized so that those responsible for the credit
and collection area could use it for a few weeks.

The results of theAS-IS survey carried out on the savings and credit cooperative gave
unfavorable but expected results, due to the current situation of the company. A series
of 6 questions were asked that are related to a series of criteria about the capacity of the
business architecture of the credit and collection process of the cooperative. This survey
was carried out on 10 cooperative workers who are directly related to these processes
(Table 5).
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Table 5. As-Is Survey Result

Criteria 1 2 3 4 5 Total (50) Percentage (100%)

AS-IS Efficiency of current
processes

3 3 4 0 0 21 42%

Flexibility and
adaptability to changes

0 4 3 3 0 29 58%

Communication and
collaboration between
the different areas

1 4 4 1 0 25 50%

Customer satisfaction
level

0 5 4 1 0 26 52%

Fulfillment of
established deadlines

2 3 5 0 0 23 46%

Workflow efficiency 0 4 5 1 0 27 54%

25.17 50%

The results of the To-Be survey reveal a remarkable improvement compared to the
results of the As-Is survey. This survey was applied after presenting a detailed imple-
mentation plan of the agile enterprise architecture model along with its deliverables,
strategies, and in-depth risk analysis. A joint test of the Jira Atlassian process manage-
ment tool was also carried out to improve communication and collaboration between
credit processes. This increasing the level of satisfaction among respondents (Table 6).

Table 6. To-Be Survey Result

Criteria 1 2 3 4 5 Total (50) Percentage (100%)

TO-BE Efficiency of current
processes

0 0 2 4 4 42 84%

Flexibility and
adaptability to changes

0 0 2 5 3 41 82%

Communication and
collaboration between
the different areas

0 0 1 6 3 42 84%

Customer satisfaction
level

0 0 2 4 4 42 84%

Fulfillment of
established deadlines

0 0 2 3 5 43 86%

Workflow efficiency 0 0 2 4 4 42 84%

42 84%
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The results of the comparison of the as-is surveys against the to-be survey carried out
present interesting results. The indicators show a significant increase of 34% in the level
of agreement and efficiency in all evaluated areas. This suggests that the implementation
of the agilemodel for the gradual and short-termdeployment of an enterprise architecture
in the financial sector can lead to increased efficiency and satisfaction in the processes
of the financial cooperative (Table 7).

Table 7. As-Is Survey Vs To-Be Survey Result

Criteria Percentage (AS-IS) Percentage
(TO-BE)

Increase

AS-IS VS TO-BE Efficiency of
current processes

42% 84% 42%

Flexibility and
adaptability to
changes

58% 82% 24%

Communication
and collaboration
between the
different areas

50% 84% 34%

Customer
satisfaction level

52% 84% 32%

Fulfillment of
established
deadlines

46% 86% 40%

Workflow
efficiency

54% 84% 30%

50% 84% 34%

5 Conclusion

Through the case study of the savings and credit cooperative in the financial sector, it is
evident that the implementation of an agile model of Business Architecture based on the
SAFe methodology can result in significant benefits for organizations in the financial
sector.

First, the main objective of the implementation of the SAFe methodology and the
Enterprise Architecture was to align the different processes, systems and people in the
organization to improve the efficiency and effectiveness of operations. In addition to
the improvement in efficiency, the implementation of the agile Enterprise Architecture
model also led to an improvement in the quality of the products and services offered by
the credit union. The SAFe methodology allowed a more effective integration of team
members and a focus on the continuous delivery of value to clients through the different
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workflows. As a result, there was an increase in customer satisfaction and greater loyalty
to the cooperative.

In terms of values, the implementation of an agile Enterprise Architecture model
and the SAFe methodology also brought clear benefits by increasing customer satisfac-
tion and providing faster and more predictable delivery of value, while improving the
organization’s capacity for innovation. By focusing on agile principles and team collab-
oration, the credit union was able to increase its productivity, also improved the ability
to make informed and strategic decisions, while maintaining transparency throughout
the organization’s operations.

We can conclude that the implementation of an agile Enterprise Architecture model
based on the SAFe methodology is an excellent option for organizations seeking to
improve quality, productivity, speed in value delivery and commitment to the team. It is
also recommended to carry out similar case studies in different industries and business
settings to assess the applicability of the model in different contexts and further improve
its implementation in future projects.
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Abstract. The article considers the approach to creating such a tool as
a Digital Master Plan and using it to generate the requirements for the
development of territories automatically. The specificity of the Digital
Master Plan is that it takes into account the context of the city, or, more
precisely, the conditions of placement of the territory to be developed in
the context of the entire city. Digital Master Plan provides a multifaceted
evaluation of the outcome of suggested or already implemented urban
changes. The tool was applied on the territory of Metallostroy settlement
of Saint Petersburg (Russia) to calculate school provision. Based on the
results of the experiment, a territory change option was proposed.

Keywords: Network modeling · City model · Master Plan · Urban
development · Digitalization

1 Introduction

Spontaneous urban development has become an obstacle to the implementation
of the “classic” urban policy of the twentieth century, where the future of the ter-
ritory was determined by the strict framework of General Plans, which ignored
the speed of urbanization, progress, as well as the values and needs of people [1].
The “conservative” General Plans have been replaced by strategic spatial plan-
ning, which develops an interdisciplinary approach to the design of territories.
Its main task is to create a program of territorial development, which allows to
manage urban development in the rapidly changing conditions of the contempo-
rary world. The primary tool of strategic planning in territorial development has
become a Master Plan of the territory, a document of spatial territorial develop-
ment. However, the development of draft Master Plans for a particular area is a
time-consuming and long-term process, limited by the capabilities of the project
team. At the same time, the result runs the risk of being subjective due to the
human factor or irrelevant in the context of rapidly changing urban factors. In
this case, adapting to future territorial changes will be most effective if digital
tools are used to support decision-making [2–4]. At the stage of digitalization,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
T. Guarda et al. (Eds.): ARTIIS 2023, CCIS 1936, pp. 45–57, 2024.
https://doi.org/10.1007/978-3-031-48855-9_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48855-9_4&domain=pdf
http://orcid.org/0000-0001-7945-8150
http://orcid.org/0009-0009-0889-9683
http://orcid.org/0000-0001-9877-1687
https://doi.org/10.1007/978-3-031-48855-9_4


46 T. Churiakova et al.

we can use a tool that has already proven itself as an effective tool for assessing
potential changes. The proposed vision of the Digital Master Plan allows us to
automate the selection of technical and economic parameters and simulate sev-
eral scenarios of development of the territory, taking into account the objective
functions, reflecting the concept of the socio-economic strategy of the region.

In the second chapter, we review the existing methods of generating require-
ments for the development of territories, known methods of automatization. The
third chapter describes the concept of the Digital Master Plan as a management
tool, how it differs from the traditional Master Plan of the territory, and how
it affects decision-making. Further, the proposed method of generating require-
ments for the development of territories in the context of the creation of the
Digital Master Plan tool is described. An experiment describing the work of the
method on the example of the territory in the city of Saint Petersburg (Russia)
is conducted. In conclusion, a discussion on the availability of necessary data is
offered and a conclusion on the viability of the Digital Master Plan tool in the
management of urban development is made.

2 Literature Review

In the context of modern urbanism, a Master Plan is a spatial development strat-
egy containing an urban planning component, designed by the public authorities
with the participation of representatives of various interest groups [5]. It covers
the economic, social and spatial aspects of urban development, including the
necessary management mechanisms for implementing the goals and objectives
[6]. A Master Plan is a flexible long-term planning document that provides a
conceptual framework for the future growth and development of an area [7]. It
conceptualizes space and determines the vector of the city’s future development,
setting the basis for the development of more detailed solutions, documents,
and projects. Urban management is a process of finding a compromise between
government, business, and residents [8].

Urban regions around the world are turning to scenario-based modeling to
understand and cope with uncertain land use changes and future land use needs
[4]. While scenarios take into account various drivers to simulate land change,
spatial planning has received limited attention. The paper [9] considers spa-
tial planning in scenarios through strategic development planning intentions
expressed in various spatial plans. The four simulated scenarios take into account
possible trends in future needs expressed in areas for residential, built-up, green
space, and agricultural land (using population data and making predictions
based on it), and the strategic planning intentions that are characterized by spa-
tial development documents. Scenarios take into account increases and decreases
in future needs, including or excluding spatial planning intentions.

Depending on the purpose of the Master Plan, it can consist of different
sections and be developed in different ways. However, there are two fundamen-
tally important stages in the creation of a Master Plan - a feasibility study and
a strategic framework (Fig. 1) [7]. The feasibility study includes an objective
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review of the available options for the development of the city, presented on
the basis of the analysis of the existing situation and indicators. The strategic
framework is a framing for the concept to be developed.

Fig. 1. Master Planning process [7]

In connection with the continuing growth of urbanization, the most relevant
is the scenario of urban adaptation to the increase in density and compact-
ness of buildings [10]. The integrated vision of Master Plans used in the digital
space also opens up opportunities to help plan for sustainable adaptation to
climate change and the environment. For example, in [11], urban water demand
is projected to optimize resource management. Findings show the potential of
digitalization to support more effective early warning and emergency response
systems, improve food and water security, increase the productivity of energy
infrastructure, ensure citizen participation and adaptation measures, and mini-
mize the impact of climate risks [11]. There are also assessments of territories,
which are also built on data and can give estimates for many cities at once, such
as The Urban Environment Quality Index [12]. But what are the assessments
aimed at, the Index shows the current state of the urban environment, if we look
at other assessments, we will find little information about the provision of the
population. Sociological surveys are used to determine the level of satisfaction
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of the population, but it is an even more time-consuming process, difficult to
process and quite subjective.

In the process of creating a Master Plan, urban analytics technologies can
be used. Typically, such analytics involves the creation of a digital model of the
city or a digital twin. Despite the fact that often between these concepts is put
an equal sign, it is important to understand the differences between them: “a
digital twin without a physical twin is a model” [13]. Key aspects of the digital
twin is an accurate model of the data of real objects (in this case, the objects
of the urban system), as well as the means of updating this model. The use of a
digital twin is appropriate if such data change over time in a way that makes it
irrelevant to use the model of objects. Since the city is a huge complex system,
the main difficulty in creating a digital twin of the city is the collection and
processing of a huge array of urban data [14]. An alternative, accordingly, is to
use an urban model that uses data close to real, but not necessarily up-to-date.

The creation of a digital model opens up the possibilities of basic urban
analytics: construction of isochrons of urban accessibility, service coverage zones.
On this basis, more complex methods of analysis are created: calculation of
the provision of urban services, determination of the morphotype of the urban
environment, etc. In general, the approach based on AI and data analysis can
offer a fast, efficient and data-driven method for determining development needs
to improve urban areas, which facilitates the prioritization of investments and
efficient allocation of resources.

3 Methods of Generating and Setting the Requirements
of a Digital Master Plan

A Digital Master Plan is a scenario in a digital city model for spatial analysis
of the urban environment’s current quality and assessment of potential changes’
impact to support decision-making on urban development management.

Unlike the traditional Master Plan, the Digital Master Plan automates the
initial data collection processes and generates requirements based on specified
coefficients or context conditions, which speeds up the process and avoids human
error in the calculation of indicators. An up-to-date city database is used for data
analysis, where the method of handling the missing data is used to distribute the
number of residents by house [15]. Service capacity values are used to estimate
the provision of services to the population. Scenarios of changes in the area allow
assessing the effects of changes not only in the context of the projected area, but
also how the changes will affect the entire city.

The management of spatial development of urban areas includes both the
development of vacant space and the development of existing built-up areas
under constraints. Figure 2 shows the stages of using the Digital Master Plan in
the spatial planning decision-making process.
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Fig. 2. The place of the Digital Master Plan in spatial planning decision-making

3.1 Data Collection and Comprehensive Analysis

Information about the urban context is collected from various sources with char-
acteristic features (Table 1). For example, the existing objects of cultural heritage
on the territory imply a ban on their demolition. Information on area constraints
is also collected from several sources (Table 2) to obtain a range of values as part
of the requirements generation.

Table 1. Territory data collection

Source Relevance Cost Examples Automation

Open Data Inaccurate Free OSM; local, regional and
state statistical agencies

Overpassturbo, geocoding
(provided the data are
digitized)

Map service Updated Paid Google Maps, Yandex
Maps, 2GIS

Parsing (Legitimacy Issue)

Government Updated Free on request Topography, engineering
networks, cadastre

Depends on the source
(digitized or not)

Sociology Updated Free Interview, observation Geographic information
systems of public
participation
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Table 2. Collecting data on restrictions

Source Feature Where to get

Regulatory documents Obligatory Available upon request or online

Methodological
recommendations

Aimed at creating a
comfortable urban
environment

May be developed with the
participation of the authorities by
research institutes or other
organizations

The demands of the citizens
of the local community

May not be expressed clearly Sociological research (surveys,
social network analysis, etc.)

Environmental parameters Can be partially covered by
regulatory documents

The result of the environmental
analysis is either provided by the
authorities

Territory context
requirements

Shaping the face of the city
and the urban environment

The data are provided by the
authorities or are the result of the
work of a specialist from the

The dominant design paradigm today is to create artificial intelligence tech-
nologies that can scale and promote component reuse. This thinking is outdated.
Today, it is possible to create technologies that work under certain conditions (sce-
narios) in a flexible and cost-effective way. Process automation includes automat-
ing the collection of current metrics and the selection of techno-economic metrics.

Basic documents of city regulation, in its essence, stated in the legislation,
are designed to provide complexity, the basis of which are calculated areas of
acceptable ratios between (a) maximum volumes of construction and (b) mini-
mum volumes-capabilities of various types of infrastructure to serve the maximum
volumes of the planned construction, including in the local areas, including the
areas of complex development. The complexity of the development occurs only on
the basis of the calculated modeling of balances between the volumes of construc-
tion and the volumes-capabilities of its service infrastructure of various kinds.

An approach to the automatic formation of requirements for the develop-
ment of urban areas can be based on the use of artificial intelligence and data
analysis methods. This approach involves the collection and analysis of data on
various aspects of urban development, including demographics, infrastructure,
transportation and the environment, to identify areas for improvement.

Researchers from Georgia Institute of Technology, Emory University and
the University of California, Irvine, in collaboration with the Atlanta Fire and
Rescue Department (AFRD), developed an algorithm that can predict fire risk in
buildings. Using data from 2010-2014, the algorithm incorporated more than 50
variables including property location, building size, structure, age and fire history
to predict fire risk [16]. Researchers at Carnegie Mellon University collaborated
with the City of Pittsburgh to develop the Scalable Urban Traffic Control system
(SURTRAC), which could simultaneously monitor and control traffic flows [17].

The proposed tool - a Digital Master Plan allows to automate the selec-
tion of technical and economic parameters of the territory and simulates several
scenarios of territory development, taking into account the objective functions,
reflecting the concept of the socio-economic strategy of the region.
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3.2 Requirements Generation

1. Preparation of initial data. At this stage, an information model of the city is
formed on the basis of a graph. The vertices of the graph are the city blocks,
and the edges are the paths by public transport, private transport and on
foot. In this case, for simplicity, it is assumed that the residents of the block
are accessible to all services in this block.

2. Determination of environmental requirements. This step comes down to the
calculation of the “Value Standard” environmental indicators [18]. In this
case, it is also necessary to consider the support of these values in other areas
of the city in the zone of ecological and anthropological impact from the area.

3. Determination of normative requirements. At this stage, we calculate the indi-
cators of normative provision of residents of the territory of transformation
and the city as a whole. The result of calculating the indicators of security is
the requirements for the composition and capacity of urban services for each
quarter of the selected area.

4. Determination of contextual constraints. This stage involves the use of
methodological recommendations in the context of the morphotype of the
territory. The result at this stage is a list of limitations of the key parameters
of the recommendations.

5. Determination of behavioral requirements of the population. This stage
involves assessing the support for the life of citizens in the context of the
model of life situations [19]. The result at this stage is the additional require-
ments for the composition and capacity of urban services, which may not be
fixed in regulation.

Thus, the result of the method is a spatial layer with the neighborhoods
included in the development area.

3.3 Prediction Stage - Selection of the Concept

Strategic urban planning must take into account the interests of all stakehold-
ers. Balancing the interests and desires of society, business and government is
still a major problem and challenge in regional and urban planning [8]. Different
stakeholders such as residents, businesses, government agencies, environmen-
tal organizations, and other stakeholders have different needs and expectations
for the use of the urban area. Balancing their interests allows you to consider
a wide range of factors and create a Master Plan that meets multiple needs
[20,21]. For example, planning must pay attention to the preservation of nat-
ural resources, the improvement of the quality of life of residents and the pro-
motion of economic development [21]. Traditionally, sustainable development
encompasses three areas: economic, social and environmental. In the context of
the city, economic sustainability can be expressed in the efficient and respon-
sible use of resources for long-term benefits [22]. Social sustainability, in turn,
means actively maintaining the ability of present and future generations to create
healthy and prosperous communities by promoting equity, diversity and other
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Fig. 3. Method of generating requirements for the development of territories

aspects [22]. Environmental sustainability is about making decisions to preserve
the environment [22]. It should be noted that there is a growing need to consider
the “institutional” dimension of sustainability - the governance structures and
regulations that play an important role in sustainable urban development and
planning [22,23].

In this paper, we use a scenario where we maximize social, economic and
environmental effects. The directions of development are:

– Healthy City. This scenario takes into account indicators such as the provi-
sion and accessibility of hospitals, clinics, recreational areas (parks, sports
grounds) and pharmacies.

– Comfortable city/yard. This scenario takes into account the provision of food
stores and basic social infrastructure of residential areas (playgrounds, sports
fields, etc.).

– The Sustainable city scenario involves assessing the provision of green areas,
taking into account the area of green areas and the percentage of residents
living within walking distance of the public transport network. Diversity of
services in a residential area and the provision of social infrastructure facilities
are also important indicators.

– Social equality involves assessing the diversity of services in the residential
area, public and business areas, the provision of social infrastructure facilities
and accessibility of social infrastructure facilities.
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– Business City. This scenario focuses on the percentage of developed land
classified as industrial and mixed-use, accessibility to places/areas of employ-
ment, diversity of services in public and business areas, and the percentage
of residents living within walking distance of the public transport network.

The main advantages of the Digital Master Plan include automation, saving
time, the ability to use different options for the development of the area, a built-
in function to find the best solution, as well as the ability to assess the impact
of changes on the entire city.

3.4 Scenario-Modeling and Results Evaluation According
to Criteria

Optimization of the spatial structure of land use with a focus on sustainable
development involves identifying the most efficient and sustainable use of land
resources. This approach is aimed at minimizing the negative impact of land
use on the environment while meeting the needs of society and the economy.
Methods of optimization, which are aimed at achieving several goals in land use
[10]:

– Multi-objective genetic algorithm (MOGA): This method involves using
genetic algorithms to optimize multiple targets.

– Multi-objective Particle Swarm Optimization (MOPSO): This method
involves using particle swarm optimization to optimize multiple targets.

– Non-dominant Sorting Genetic Algorithm-II (NSGA-II): This method
involves the use of genetic algorithms to identify non-dominant solutions in
multi-objective optimization.

– Strength Pareto Evolutionary Algorithm (SPEA2): This method involves the
use of evolutionary algorithms to determine Pareto-optimal solutions in multi-
objective optimization.

These methods assist in making decisions for efficient and sustainable land
use that can simultaneously meet various social, economic, and environmental
objectives.

3.5 Decision-Making Stage

The requirements selected according to the chosen scenario represent the optimal
solution within the framework of the task. At the next stage, they are submitted
to the urban planners for verification. If there are no comments from them, the
resulting requirements become the basis for the development of specific project
proposals.

4 Experiment

The experiment is being carried out on a local territory of Metallostroy settle-
ment of Saint Petersburg (Russia). The local territory consists of 9 urban blocks
shown in Fig. 4.
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Fig. 4. The initial local territory of Metallostroy settlement

The first step of the method includes environmental values support assess-
ment. It is necessary to build an Environmental and Anthropological Impact
zone (EAI zone). The EAI zone represents an isochrone of 30 min of travel time
from any point within the territory. The second step represents the generating
of regulatory requirements for the territory (Table 3). According to the method-
ological recommendation, the following territory consists of two morphotypes:
mid-rise model and low-rise model. City services provision assessment was car-
ried out for schools.

Table 3. Generating of regulatory requirements for the territory

Requirements Value

Number of landfills in EAI zone 3

Specially protected natural territories area in EAI zone 0

Number of natural heritage objects in EAI zone 0

Additional capacity needed for schools 609

Pedestrian accessibility (meters) 500

Territory morphotype Mid-rise model, low-rise model

As a result of the collected requirements, the area requires the construction
of a school within an accessibility radius for at least 609 students (Fig. 5a).

4.1 Scenario for the Addition of a New School

Consider an area change scenario in which a 600-seat school was built to meet
the needs of the residents. Figure 5 shows the distribution of school load between
the residential buildings before and after the change.
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As can be seen in Fig. 5a, there is a shortage of schools in the northeast of
the area in the accessibility zone, so in the provision of schools it is necessary
to build a school in a vacant location so that it crosses the accessibility zones
of the homes as much as possible. In Fig. 5b it can be seen how the provision
of schools for residential buildings in the area has changed. It is clear that the
provision situation has changed for the better, but this transformation is the
result of working with the requirements of the local area.

Fig. 5. School provision in the study area
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5 Discussion

The proposed method of requirements generation for the Master Plan, first of
all, solves the problem of structuring heterogeneous requirements for the devel-
opment of the territory. One of the advantages of the method is the possibility
to automate the collection of requirements at all levels by creating an infor-
mation model of the city, as well as taking into account the impact of possible
development scenarios on other areas. The issue of initial data collection remains
open, as the gathering of information for the territory and the city itself can be
automated from open sources, but it does not contain up-to-date information.
Nevertheless, it allows to assess the territory in the first approximation.

Automation of the process of generating requirements for the development of
the Master Plan opens up the possibility of creating a new tool - a Digital Master
Plan. The use of such a tool will allow the integration of digital technologies in
the planning and forecasting of the impact of the development of territories,
taking into account the requirements of all stakeholders. In addition, this tool
will allow a versatile assessment of the result of proposed or already implemented
urban changes. When creating a Digital Master Plan, taking into account the
requirements of various parties becomes possible through the use of objective
functions, which can regulate the spectrum of all existing needs of the city,
highlighting the priority vector of the direction of development. However, it is
necessary to define the objective functions themselves, which will properly reflect
the desired direction of development.
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Abstract. This study aims to understand the relationship between cooperation
and the development of technological capacities among companies, considering
the way innovation is introduced, the type of innovation activity, as well as the
regional location. The data source for this study is the National Innovation Survey
(ENAI) 2012–2014, which provides a sample of 2,544 innovative companies,
meaning those that introduced a new or improved product, service, or process.
This research utilizes a multivariate probit estimation method, which allows for
analyzing the effect of cooperation on the way companies introduce innovation
through four dependent variables. The results show that companies should not be
considered at the same level of innovation since the effects vary depending on
the degree of technological capacity. Innovation research in developing countries
is scarce, the contribution of this investigation is to empirically contribute by
applying this study to the case of Ecuadorian companies, within the context of
emerging innovation systems.

Keywords: Innovation ·Multivariate-Probit · Cooperation

1 Introduction

The ability of companies to identify solutions in an uncertain, dynamic, and global
environment requires an improvement in their innovative capacity (Rubio &Abril 2023)
related to the performance of the economy towhich they belong (Freeman&Soete 1997;
Verspagen 2004). This ability, known as “technological capacity,” generates innovation
based on science and technology (Parrilla, Balayac & Radicic 2020) and is defined as
the ability to develop and introduce new products, services, and processes in the market
through the application of scientific and technical knowledge (Pavitt, 2004). Promoting
technological capacities does not depend solely on the companies themselves; they
arise through the interaction that companies have with various types of agents involved
in the innovation process (suppliers, customers, competitors, scientific institutions, etc.)
(Lundvall 2010). Technological capabilities are influenced by the specific characteristics
of companies, the characteristics of their sector and the characteristics of the environment
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in which they operate (Arnold and Thuriaux 1997; Malerba 2004; Lundvall 2010). And
they become vital for their permanence in the market (Liu 2020).

Research examining the factors that influence the technological capacities of compa-
nies in developing countries is limited. This leaves room for development in the literature
since their innovation processes differ from those of companies in developed countries
(Padilla et al. 2009; Makkonen 2015). The present study aims to examine how cooper-
ative relationships, based on the type of innovation activity, condition the development
of technological capacities in companies according to their modes of innovation within
a developing country context.

The way innovations are developed within companies varies according to the tech-
nological capacities they have acquired and accumulated (Divella 2016). Technological
capacities are a set of skills that allow for the assimilation, use, adaptation, and modi-
fication of existing technologies through knowledge development (Dutrénit 2004). The
absorption and application of knowledge in companies enable them to develop and
accumulate technological capacities to carry out innovation activities. Various empiri-
cal research studies interested in assessing these capacities in companies use outcome
variables such as the introduction of new products and/or processes (Iammarino et al.
2012). However, Divella (2016) argues that this indicator can be misleading as it fails to
differentiate between different levels of technological capacities and incorrectly assumes
that all companies develop their innovation activities in the same way, thereby losing
information regarding how innovations are generated within the company.

The development of technological capabilities in companies is directly related to their
learning and absorption capacity, determined by their ability to generate and assimilate
knowledge both internally and through cooperation with other companies (Ortega 2005)
and rapid technological change has transformed the way companies innovate, demon-
strating the need for cooperation between companies in knowledge markets (Senguta &
Sena 2020). The learning process leads to the “accumulation” of technological capacities
necessary for the development of innovation activities (Albu 1997). When companies
manage to develop these capacities, they have the necessary resources for the genera-
tion of new or improved products, services, and processes, resulting from the adaptive
and innovative capacity they have developed (Fernández and Vaca 2017). However, this
process of acquiring technological capacities is not linear; it is a complex process as
intermediate states and “embryonic” technological capacities emerge (Dutrénit 2004).
When companies are in a phase of minimum technological capacities, their competition
is based on their production capabilities. On the other hand, companies that have devel-
oped strategic technological capacities compete based on their innovative skills using
new and diverse knowledge and the combination of that knowledge (Segarra 2006).

In developing countries, companies often lack sufficient technological capacities
(Garcia, Pineda & Andrade 2015), which means their cooperative relationships are not
focused on generating R&D activities but rather on obtaining information as a require-
ment to initiate the process of accumulating technological capacities (Zhou and Wu,
2010). According to Fernández and Vaca (2017), cooperative agreements established
for the development of these types of activities lead companies to create basic capaci-
ties that would enable them to implement innovations in the future. Non-R&D-related
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cooperative agreements have a dual connotation. On one hand, they can incentivize com-
panies to increase investment in innovation activities not directly related to research and
development itself. On the other hand, they can lead to increased investment in R&D
activities aimed at building R&D capacities. If companies invest and establish cooper-
ative relationships in activities not directly related to R&D, their type of innovation is
adaptive, involving the assimilation andmodification of existing technology. Conversely,
if companies cooperate in R&D activities, they develop higher technological capacities
that allow them to generate innovations on their own.

Companies whose cooperative relationships are not focused on R&D activities
should be distinguished between those whose cooperative relationships are oriented
towards the development of basic activities for innovation, such as information, techni-
cal assistance, and training, with a low level of technological capacities. Their interest
lies in investing in and cooperating in these types of activities to absorb knowledge.
On the other hand, there are companies whose cooperative relationships are oriented
towards the development of activities related to engineering and design, as well as prod-
uct testing. These companies have an intermediate level of technological capacities, but
it is not decisive in determining the mode of technological innovation development.

This research revolves around two hypotheses: Hypothesis 1 states that the greater
the complexity of innovative activities in which companies cooperate, such as R&D, the
higher the probability that technological development will occur through internal pro-
cesses of the companies or through “cooperative generation”. In cases of cooperation
involving moderately complex innovative activities such as engineering and design, and
product testing, the lower the level of complexity of the innovative activities of the com-
panies cooperating in areas such as training, technical assistance, and information, the
more likely the companies are to develop innovations through “adaptation” and “adop-
tion” of technologies. Therefore, they have a lower probability of developing innovations
internally.

Hypothesis 2 states that companies located in more advanced regions of a country
positively influence the development of technological capacities through cooperation.
This is because advanced economies have a more developed regional innovation system,
with more institutions, more companies, more economic activity, and more networks,
facilitating the strengthening of technological capacities in companies.

2 Data and Variables

2.1 Data

This studyuses data from theNational InnovationSurvey2012–2014ofEcuador (ENAI),
which collects information at the firm level regarding the characteristics, inputs, and out-
comes of the innovation process. Additionally, the survey provides information on the
types of innovative activities in which companies cooperated with external partners. It
also provides information on the importance of internal and external sources of infor-
mation for the development of innovation activities in companies. Lastly, in order to
analyze the regional factors that influence the technological capacities of companies,
information from the two main provinces of Ecuador, Guayaquil and Quito, is used to
construct the regional-level variable.
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2.2 Variables

Given that the objective is to analyze the factors that influence the construction of techno-
logical capacities, the dependent variable will be a binary variable reflecting the techno-
logical capacities of the companies based on the way they carry out innovation activities
and the type of innovations they introduce in the market. Following Divella (2016), this
variable of technological capacities can be constructed through four binary variables that
take values of 0 or 1. The definition of each of these variables is described in Table 1.

Table 1. Variable List

Variable Values Description % companies

Internal Generation
“Internal_Generation”
= 1”

The company has successfully introduced a new or
improved product, service, or process developed
internally by the company

66,5%

Generation in cooperation
“generation_coop = 1”

The company has successfully introduced a new or
improved product, service, or process developed in
collaboration with other companies or institutions

20,3%

Innovation adoption
“adaptation = 1”

The company has successfully introduced a new or
improved product, service, or process primarily
developed by the company, adapting, or modifying
goods or services originally developed by another
company or institution

6,8%

External Generation
“adoption = 1”

The company has successfully introduced a new or
improved product, service, or process primarily
developed by another company or institution

6,4%

Companies that have internally generated innovations or innovations through coop-
eration are considered to have higher technological capacities compared to those that
mainly rely on technological adaptation or adoption developed by another company or
institution (Barreto & Pettit 2017). The independent variables include individual, sec-
toral, and regional factors. According to the literature, the individual characteristics that
influence technological capacities are described in the following table:

The technological capabilities of companies are also influenced by the sector in
which they operate. Therefore, a set of sectoral binary variables is included based on
a classification system that reflects technological intensity. This classification system
considers the different technological opportunities available to companies within each
industrial sector. The following table displays the types of activities that constitute each
of the sectoral categories based on a CIIU classification.

The environment in which companies operate influences their technological capabil-
ities, therefore, a regional control variable is included. For this purpose, a binary variable
called “advanced region” is defined. It takes a value of 1 if the company operates in either
of the two most advanced provinces in Ecuador, which are Pichincha and Guayaquil.
It takes a value of 0 if the company is in the rest of the country. The analysis focuses
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Table 2. Individual characteristics of companies

Name Description

size Natural logarithm of the number of employees of the company in the year
2012

start_up Binary variable that takes a value of 1 if the company was created during
the period from 2012 to 2014, and 0 otherwise

khum Total number of employees with a tertiary-level degree or higher divided
by the total number of employees in the year 2014

cluster Binary variable that takes a value of 1 if the company is part of a business
group whose parent company is located outside of Ecuador, and 0
otherwise

export Binary variable that takes a value of 1 if the company exported in at least
one of the three years during the period 2012–2014, and 0 otherwise

ln_intensity_intra Natural logarithm of the research and development (R&D) expenditure
conducted within the company divided by the total number of employees,
for the year 2012

ln_intensity_extra Natural logarithm of the research and development (R&D) expenditure
conducted outside the company or with external personnel divided by the
total number of employees, for the year 2012

ln_intensity_spent Natural logarithm of the overall expenditure on other innovation activities
excluding R&D divided by the total number of employees, for the year
2012

Int_sources Ordinal categorical variable that takes values from 1 to 7, indicating the
intensity of the indirect effects of knowledge input from internal areas of
the companies

Ext_sources Ordinal categorical variable that takes values from 1 to 13, indicating the
intensity of the indirect effects of knowledge input from external sources
of the companies, such as suppliers, competitors, research institutions,
trade fairs, internet, among others

s_coop_high Binary variable that takes the value 1 if the company collaborated in R&D
activities with any external partner or organization during the period from
2012 to 2014, and 0 otherwise

s_coop_half Binary variable that takes the value 1 if the company collaborated in
“Engineering and Design” or “Product Testing” activities with any
external partner or organization during the period from 2012 to 2014, and
0 otherwise

s_coop_basic Binary variable that takes the value 1 if the company collaborated in
“Training,” “Technical Assistance,” or “Information” activities with any
external partner or organization during the period from 2012 to 2014, and
0 otherwise

(continued)
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Table 2. (continued)

Name Description

multi_activ Ordinal categorical variable that takes values between 1 and 6, indicating
the total number of innovation activities that the company has undertaken
during the period from 2012 to 2014

Table 3. Sectoral Variables

Name Sectoral Category Economic activities
that make up

low_manuf_intensity Manufactures of low
technological intensity

C10, C11, C12, C13, C14, C15,
C16, C17, C18, C31 y C32

half_low_manuf_intensity Manufactures of medium-low
technological intensity

C19, C23, C24, C13, C25, C33
y S95

half_high_manuf_intensity Medium-high technological
intensity manufacturing

C20, C22, C27, C28, C29, C30

high_manuf_intensity High technological intensity
manufacturing

C21, C26

servic_no_inten_con oc Non-knowledge intensive
services

B09, G45, G46, G47, H49, H50,
H51, H52, H53, I55; I56, L68,
M73, N77, N78, N79, N81,
N82, O84, S94, S96, T97, T98,
U99

servic_inten_knowledge Knowledge-intensive services J58, J59, J60, J61, J62, J63,
K64, K65, K66, M69, M70,
M71, M72, M74, M75, N80,
P85, Q86, Q87, Q88, R90, R91,
R92, R93

services_provider Service providers D35, E35, E36, E37, E38, E39

extractive_sectors Extractive sectors B05, B06, B07, B08

construction Construction F41, F42, F43

on companies capable of introducing or improving at least one new product, service, or
process during the period of 2012–2014. Specifically, 2,544 companies are considered
as “innovators” for the scope of this study.

2.3 Estimation Strategy

For the estimation, a multivariate probit model is used because it allows predicting
multiple correlated binary outcomes jointly and controlling for potential correlation of
error terms (Green 2012). It is considered that the four variables are highly correlated
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and that the effects of unobserved characteristics, included in the error terms, are also
correlated. Methodologically, prior to estimating the model, tests were conducted to
discard multicollinearity, and controls were applied to avoid heteroscedasticity. The
model is presented below:

ifi = α + βEXi+βSSi+βRRi+ ε

where ifi represents the way in which companies develop innovations, X represents the
firm-level characteristics described in Table 2, S represents the sectoral binary variables
described in Table 3, R represents the regional control, and ε represents the error term.

3 Results

After creating thedependent and independent variables, and after estimating theproposed
econometric model, the following results are obtained, with an effective sample of 2,536
companies.

Table 4. Results of Multivariate Probit Model. Degree of Cooperation by Type of Innovative
Activity of Ecuadorian Companies, 2012–2014.

Independent Variables Dependent variables

Internal
Generation

generation_coop adaptation adoption

size −0.0022793 0.0486972* 0.0460149 0.0370913

(0.0234141) (0.0230697) (0.0281043) (0.0295943)

start_up 0.2685112 0.02659 0.0568225 −0.1296517

(0.1482025) (0.1464902) (0.1903961) (0.1894277)

khum −0.2497345* −0.0070969 −0.0665313 0.2271238

(0.124661) (0.1274419) (0.1673927) (0.1680316)

cluster −0.2200677** 0.1036431 0.2605** 0.1068525

(0.0755255) (0.0762554) (0.0911965) (0.1063711)

export 0.0823698 −0.2456401** 0.0506577 −0.1098156

(0.0894621) (0.0862487) (0.1069269) (0.112028)

ln_intra_intensity 0.0523099*** 0.0072013 −0.0172486 −0.0617237**

(0.0149694) (0.0135393) (0.0169511) (0.02273)

ln_extra_intensity −0.0756054*** 0.0423594* 0.0306934 0.0754932**

(0.017953) (0.0185776) (0.0224192) (0.0241846)

ln_spent_intensity 0.0158011 0.0151039 0.0117575 −0.0087824

(0.0087419) (0.0089244) (0.0116678) (0.0118861)

(continued)
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Table 4. (continued)

Independent Variables Dependent variables

Internal
Generation

generation_coop adaptation adoption

int_sources 0.0132603 0.0633438** −0.0117963 −0.0939065**

(0.0211285) (0.0211636) (0.0279128) (0.029771)

ext_sources 0.0247169* −0.0127976 0.0310121 −0.0044765

(0.0123323) (0.0119843) (0.0158922) (0.0165772)

s_high_coop −0.1015587 0.2537713 0.1904745 −0.0288248

(0.1297969) (0.1307568) (0.1579851) (0.1916688)

s_half_coop −0.1578759 0.1370553 0.1216769 −0.6870329*

(0.1606015) (0.1670431) (0.2044783) (0.3005245)

S_basic__coop −0.1631281* 0.139733 0.1953635* −0.1436359

(0.0761478) (0.0791977) (0.095438) (0.1045883)

multi_activ −0.1563471*** 0.185748*** 0.126167*** 0.128806***

(0.0195669) (0.0193321) (0.0247266) (0.0268711)

Low_intensity_manuf 0.4369916*** −0.2939614*** −0.0713725 −0.3807846***

(0.0836623) (0.085359) (0.112531) (0.1111587)

Half_low_intensity_manuf 0.4328099** −0.2264413 0.0462832 −0.8923149***

(0.1365046) (0.1336449) (0.164376) (0.2654988)

Half_high_intensity_ 0.3504889** −0.0560424 −0.2880095 −0.1664409

(0.1227183) (0.1184029) (0.1785373) (0.1638376)

manuf_alta_intensid 0.3619638 −0.2902015 0.1726564 0.0627587

(0.2785365) (0.2623173) (0.2781021) (0.3147012)

servic_inten_conocim 0.1112489 0.1834892* 0.1102233 −0.2467998*

(0.082319) (0.0818507) (0.10814) (0.1140148)

Service_provider 0.0123714 −0.2506121 0.1115731 −0.027969

(0.1887959) (0.2239089) (0.3077544) (0.2621167)

Extractive_sectors 0.0160004 0.288981 −0.0424754 −3617925***

(0.2391678) (0.2502884) (0.3481231) (0.2183952)

construction 0.0850113 −0.1878219 0.2345307 −0.2441178

(0.1149836) (0.1290278) (0.145829) (0.1572358)

Advanced_regional −0.0490841 −0.1679427** 0.1837813* 0.235315**

(0.0631442) (0.0633197) (0.0837186) (0.0844324)

(continued)
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Table 4. (continued)

Independent Variables Dependent variables

Internal
Generation

generation_coop adaptation adoption

_cons 0.9537381*** −1465958*** −2329795*** −1573658***

(0.1080004) (0.1082697) (0.1438553) (0.143628)

rho1 rho2 rho3 rho4

rho1 1

rho2 −0.6704917*** 1

rho3 −0.4377388*** 0.0130958 1

rho4 −0.4690721*** 0.0207054 0.0895994* 1

Likelihood ratio test of rho21= rho31= rho41= rho32= rho42= rho43= 0; chi2(6)= 857.939
Prob > chi2 = 0.0000; Number of obs = 2536; Wald chi2(92) = 1247.66 Log pseudolikelihood
= -3366.6125; Prob > chi2 = 0.0000 Note: Standard errors are shown in parentheses. *p <

0.10;**p < 0.05; ***p < 0.001; t-test dos colas. The grouping criteria for the sectorial variables
follow the classification based on the technological intensity of industries, based on a 2-digit
CIIU classification, with the following typology: 1 Low technological intensity manufacturing, 2
Medium-low technological intensity manufacturing, 3Medium-high technological intensity man-
ufacturing, 4 High technological intensity manufacturing, 5 Non-knowledge-intensive services, 6
Knowledge-intensive services, 7 Service providers, 8 Extractive sectors, 9 Construction.

One notable result is the covariance matrix at the end of Table 4, which shows a high
and significant correlation among the standard errors of the four dependent binary vari-
ables, confirming the relevance of applying a multivariate probit model. This indicates
that the decisions or ways of developing innovations in products, services, or processes
are interdependent. As mentioned in Hypothesis 1, when the level of complexity of the
innovative activities that companies cooperate in, such as training, technical assistance,
and information, is lower, it is less likely that they will develop innovations internally.
This result is evident in the Ecuadorian case with the negative and significant coeffi-
cient of “internal generation.” It may be due to the fact that companies are in a phase of
building technological capabilities to be able to innovate in the future. They are currently
gathering information about technologies, undergoing training, and often require techni-
cal assistance, indicating that they are not yet capable of internal innovation. Ecuadorian
companies engage in less formal innovation activities by adapting or modifying existing
technologies,which is reflected in the significant and positive coefficient of technological
adaptation.

The firms that cooperate in medium innovation activities, including engineering and
design, and product testing, are companies that have moderate technological capabilities
to develop their product and process innovations internally. Therefore, a positive and
significant effect would be expected in their strategies to generate technological capabil-
ities through cooperation. However, the results show a positive but not significant effect.
On the other hand, the results indicate a significant negative effect of innovation through
technology adoption, meaning that companies that cooperate in these types of innovative
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activities are less likely to adopt technology. Overall, the results reflect that companies
are not developing product and process technologies when engaging in intermediate
innovation activities, which is characteristic of emerging innovation systems.

For high cooperation,which includesmore formal innovation activities such asR&D,
all four modes of technological capability are not significant. This indicates that com-
panies that cooperate in R&D have a lower likelihood of generating product and/or
process innovations internally. Regarding the variable that captures the multiple activi-
ties in which companies cooperate to carry out their innovations, it shows that a higher
number of cooperation activities leads to a lower probability that innovations are the
result of internal generation. Additionally, it is observed that engaging in multiple coop-
erative activities increases the likelihood that company innovations are achieved through
cooperation.

Regarding the influence of firm-specific characteristics, the results show that not
all factors are determinants in defining the type of innovation that companies develop.
Contrary to Schumpeter’s view that it is large companies that independently develop
innovations due to their technological capabilities and greater resources for R&D activi-
ties, the results indicate that firm size positively influences the generation of cooperative
innovations and is negatively associatedwith internal generation. This could be explained
when considering the results in the context of an emerging innovation system, where
the reasons guiding these large companies to innovate through cooperation are linked
to reducing and sharing the costs they would incur in the development of innovation
activities that inherently carry a higher level of risk (Navarro 2002). On the other hand,
the significant positive coefficient of cooperative generation confirms the hypothesis
that large companies are prone to innovate through cooperation due to their greater
technological capabilities.

Regarding the age of the firms, the non-significant results indicate that in Ecuador,
new companies do not have a different mode of technological capability compared to
“older” companies. Startups are less likely to adopt technology, and the non-significant
positive relationship between being a new company and the probability of generating
innovation through cooperation suggests that new companies have not yet built sufficient
technological capabilities and are more inclined to seek other sources of knowledge
(Sorensen & Stuart 2000). While it is relevant for new companies to generate innovation
through cooperation, it is not statistically significant in the Ecuadorian context, reflecting
the characteristics of an emerging innovation system with weak technological linkages.

Regarding human capital, measured in terms of the logarithm of the number of
employees with higher education available in the companies, one would expect a posi-
tive relationshipwith internal generation, as the development of new innovations requires
highly qualified personnel. Similarly, for generation through cooperation and adaptation,
a higher level of qualification is needed to better absorb the knowledge generated through
cooperative relationships. Lastly, adapting to new technologies requires a certain level
of employee qualification to successfully implement changes in products and processes.
However, the obtained results differ from each other. There is a significant negative
relationship with internal generation and a non-significant negative relationship with
generation through cooperation and adaptation. This suggests that the level of qualifica-
tion is not directly related to the mode of technological development. In the context of
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developing countries with emerging innovation systems, these results indicate that the
organizational routines of companies in these countries are not effectively leveraging the
technological capabilities and competencies of their employees, and the human capital
available is not being fully integrated into the innovation processes.

Membership in a business group (external partners) increases opportunities to
develop technological capabilities, as companies can more easily benefit from indirect
knowledge effects within the group (Filatotchev, Piga, & Dyomina 2003). Therefore,
belonging to a group should be more closely related to the mode of technological devel-
opment through adaptation or modification. The significant and positive result of this
relationship confirms the positive influence of the parent company, which develops the
technology, while the subsidiary companies adapt ormodify it, increasing the probability
of improving their technological capabilities.

In the case of internal generation, there should not be a positive relationship, and
the results of the model support this. Regarding the propensity of companies to export,
the significant negative association with generation through cooperation indicates that
Ecuadorian companies do not possess sufficient capabilities to benefit from external
knowledge through “learning by exporting.” Consequently, their export activities do not
allow them to increase their technological capabilities in a way that enables them to
develop innovations through cooperation.

Regarding the intensity of internal R&D expenditure in logarithmic terms
(“ln_intensidad_intra”), the significant coefficients are quite logical. The intensity of
internal R&D expenditure is strongly positively related to internal innovation develop-
ment and negatively related to technology adoption. However, it is important to mention
that one would expect the generation of innovations through cooperation to also have a
positive and significant effect, as companies absorb knowledge from their partners. Nev-
ertheless, the insignificance of the coefficient indicates weak cooperation relationships
or a lack of cooperation networks in developing countries.

The intensity of expenditure on research and development (R&D) in external activ-
ities is negatively and significantly associated with internal generation of innovations.
This means that if companies are allocating resources to enhance research outside their
departments, there is a lower probability of generating innovations within the company.
On the other hand, there is a significant positive effect on adoption and generation
through cooperation, which is consistent with the idea that investing externally leads to
innovation development through collaboration with external partners.

In relation to the intensity of expenditure on innovation, specifically investments
in activities other than R&D (ln_intensidad_gasto), the results are not significant. This
indicates weaknesses in the organizational routines of companies in developing coun-
tries. Companies that give importance to internal sources are more likely to develop
innovations through cooperation. The adoption of technologies, on the other hand, is
not related to the importance given to internal sources and, in fact, is negatively signifi-
cant. This suggests that companies emphasizing internal sources are less likely to adopt
technologies developed by others.

External sources of information are expected to be related to the mode of innovation
through adaptation. However, a significant positive relationship was found with internal
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generation, indicating that companies are not solely relying on external information but
also using it to generate innovations internally.

The inclusion of sectoral variables in the model allows for controlling for fixed
effects. The results indicate that companies in manufacturing sectors with medium-
high,medium-low, and low technological intensity aremore likely to develop innovations
through internal generation compared to the services sector, where innovations tend to be
primarily adopted, especially in non-knowledge-intensive services. The result obtained
for the high-tech manufacturing sector is noteworthy, as it suggests that companies in
this sector are not more inclined to generate innovations on their own. This reflects the
characteristics of emerging innovation systems that pose challenges for technological
development in these sectors.

On the other hand, it is not surprising that sectors related to services do not show
a significant coefficient for internal generation. This is expected because the services
sector primarily focuses on technology adaptation.

Regarding generation through cooperation, manufacturing sectors with low techno-
logical intensity show a significant negative coefficient, indicating a lower propensity to
generate innovations through cooperation compared to the services sector. No sectoral
differences are found in terms of innovation generation through adaptation. In the case
of adoption, companies within the sectors related to low and medium-low technological
intensity manufacturing have a lower probability of innovating through adoption.

Regarding the advanced regional variable (Pichincha and Guayaquil), it would be
expected to have a positive influence on the mode of innovation generation through
cooperation, as these regions have more institutions, companies, economic activities,
and networks. However, the results indicate that the companies that rely more on coop-
eration to innovate are not located in the more advanced regions; instead, they are found
in the less advanced regions. These companies face greater difficulty in developing inno-
vations internally and require more cooperation. On the other hand, the more advanced
regions of Ecuador have a significant and positive effect on technology modification and
adoption. This is because these regions have more technological information, technol-
ogy availability, and institutions that facilitate technology transfer, thereby increasing the
likelihood of improving their technological capabilities through product modification or
adoption.

4 Conclusions

The way innovations develop in companies differs according to the technological capa-
bilities they have acquired and accumulated. The type of activity in which companies
cooperate conditions the development of their technological capabilities. If companies
are cooperating to obtain information, training, and technical assistance, they are in a
phase of building technological capabilities in order to innovate in the future, mean-
ing they have a low technological level. On the other hand, if the activities in which
they are cooperating are related to product testing or engineering and design, it is said
that the companies have acquired an intermediate level of technological capabilities.
Finally, if the cooperative relationships are aimed at carrying out R&D activities, then
the companies have reached a higher level in the development of their technological
capabilities.
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The analysis conducted for the Ecuadorian case contributes to determining whether
the type of activity inwhich companies cooperatewith other agents effectively conditions
the development of their technological capabilities and whether being located within
an advanced geographical area positively influences the development of such capabil-
ities. The results obtained confirm that the differences between companies regarding
the degree of developed technological capacity and the type of activity for which they
establish cooperative relationships cannot be fully appreciated if all innovative compa-
nies are considered equal. The greater technological capabilities of companies would
derive from their ability to generate innovations internally and/or in cooperation, which
is directly associated with cooperation in the development of R&D activities. An inter-
mediate degree of cooperation is associated with companies’ ability to adapt products or
processes, for which it is necessary to enhance activities related to product testing and
engineering and design of new products and/or processes.

Lastly, companies that establish cooperative relationships for information search,
training, and technical assistance have limited technological capabilities, and their inno-
vations are linked to technology adoption. In an emerging innovation system, particularly
in the case of Ecuador, there is a higher probability that innovations are generated in
cooperation with different partners of the company. This is because companies take
advantage of these partnerships to build their technological capabilities. In the case of
companies located in less advanced regions of Ecuador, they are more likely to develop
innovations through cooperation.

It is important to consider that this study is conducted for a developing economy and
provides a guide for potential interventions by public and private policies to promote the
development of innovative activities based on cooperation between companies. Future
research should delve deeper into the study, considering the pandemic that led to a change
in the business innovation landscape across various sectors. The limitations of this study
are related to the database used (ACTI), which was last applied in 2014, and the lack of
updated data to further enhance the research.
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Abstract. Currently, the soccer players of the youth clubs of the university com-
munity are engaged in constant physical training to improve their skills before an
official match, requiring technological tools to man- age the physical preparation
of each soccer player. For this reason, in this scientific article a technological solu-
tion will be proposed to optimize the training of soccer teams using IoT devices in
real time. Its design based on technological architectureswill be explained to detail
the flow of the system and the components to be used to carry out the development
and programming of the solution. Therefore, the functionality of the system will
be validated based on 2 types of indicators based on the use of the solution in real-
ity. The test indicators establish both the percentage of improvement in the level
of physical performance of the amateur player for each weekly training session,
as well as the weekly comparison of high performance levels of the amateur with
a recognized and referential elite soccer player; all this to verify if the amateur is
already physically pre- pared to play a championship. On the other hand, a series
of questions were asked about the viability of the solution to interview selected
users and experts, whose answers were finally mostly satisfactory.

Keywords: IoT · Football ·Monitoring · Training · Portable Devices

1 Introduction

Today it is known that soccer is the king of sports globally, and in Peru thou- sands of
people play it practicing it as a habit in their daily life or professionally as a representative
of a national team [1]. In the latter case, it is essential that the footballer is in the best
possible physical and mental condition in order to obtain great results for his team.
Likewise, for soccer clubs, it is essential that the training sessions of their professional
teams are optimized in order to be properly prepared for an official match. For example,
the case of Fútbol Club Barcelona (FCB) is presented, which proposed a methodology
called optimizer training (OE) whose purpose is to seek the development and stimulation
of the abilities of the human being athlete through practice, according to its physical-
cognitive level characteristics [2]. For this reason, there are certain sports institutions that
decide to acquire technological devices to use and/or implement them during the training
phase. The HUMANOX company developed the famous HUOX 50 smart shin guards
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that report the corresponding input data of the professional soccer player such as speed,
distance covered, heart rate, temperature and GPS, which contribute to the athlete’s
activity history, as well as the injury prevention [3]. For this reason, it is essential to
optimize the level of physical performance in soccer team training through technological
methods so that clubs in the university youth category can better manage the control and
monitoring of the case. Likewise, after reviewing various scientific articles, it has been
taken into account that there is no proposal that optimizes soccer team training through
IoT devices in real time. In the following lines, the scientific articles cited in the related
documents section (Sect. 2) will be explained in detail, then the technological solution
to be proposed (Sect. 3) and its development process (Sect. 4), its process validation
(Sect. 5) and conclusions (Sect. 6).

2 Related Documents

In this section, an analysis has been developed through various approaches aligned to the
object of study and contributed by various authors in their respective scientific articles,
which in turnwill strengthen the development of this project in an organized and efficient
manner, saving time, cost and effort.

In [4] it is proposed to build a new physical education platform using 5G- based IoT
technologies for universities and colleges.

In [5], the authors propose tomonitor sports activity by big data visualizationmethod
(SAM-BDV) in sports athletic fitness tracking systems using IoT.

In [6], the combination of short-term memory (LSTM) and genetic algorithm (GA)
concepts based on deep learning and IoT smart wearable devices was proposed to
improve the efficiency of college football training.

In [7], the author’s goal was to propose a sensor with a corresponding algorithm that
allows receivers to automatically detect whether they caught or dropped a pass during
football practice.

In [8], the authors’ goal is to develop smart shin guards based on machine learning
and microelectromechanical systems (MEMS) accelerometers for the analysis of the
performance of a soccer team positioned through Global Navigation Satellite Systems.

In [9], a motion tracking system based on AI, IoT, and MEMS sensing technologies
is proposed for the next generation of foot-powered sports talent training and selection.

In [10], the authors propose an efficient framework based on deep learning in IoT-
enabled fintech environments for the recognition of prominent multi-person football
events.

In [11], the main objective is to build a movement prediction model of aerobics
athletes based on theWearable Inertial Sensor of the Internet of Things and Bidirectional
Long-Term Memory (BiLSTM) network.

In [12], a multi-criteria decision-making model based on a three-layer virtual IoT
algorithm is proposed to automatically track and evaluate the performanceof professional
soccer players over the Internet.

In [13], the author proposes a new deep learning method to monitor the health of
soccer players using real-time wearable sensors and recurrent neural networks.
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In [14], a sensor fusion technique based on wearable technologies is proposed to
measure and provide high-quality analysis data of athletic performance of soccer players.

In [15], a prediction model based on portable GPS sensors is proposed to collect data
on injuries of a soccer player produced during training.

3 Proposal for a Technological Solution in Real Time Using IoT
Devices

The contribution of this study is a technological solution that allows optimizing soccer
team training. The aim is to improve the level of physical performance of all the amateur
soccer players that make up a team once the planned exercises have been carried out,
using GPS vests as an IOT device that will provide high sports performance data for
each player and then synchronize them to the system. Likewise, a comparative analysis
is carried out between the amateur player analyzed and the ideal level taking an elite
(professional) player as a reference, to provide coaches and/or physical trainers with
the aspect in which the amateur player needs to improve to prioritize their physical
performance through continuous improvement monitoring.

4 Development

The technological solution proposal will include the design of technological architecture
models, mockups and a database diagram for its development.

In the first place, the business architecture divided into 4 layers that will explain the
flow of the technological solution associated with the business and application processes
was designed. The first layer is themotivation layer, as shown in Fig. 1, centrally oriented
to the general objective of this project. The second layer, the business layer in Fig. 2,
focuses on the 4 macro-processes of the web application flow. The application layer (the
third), as illustrated in Fig. 3, details the required business functions and data object in
each application process handled by the corresponding interface modules. The fourth
and last layer, the technology layer as shown in Fig. 4, focuses on components such as
the web server (user interface), application server (collects the information from the web
server and is subsequently processed through business logic) and database server (for
the backend of the web application), all of them interconnected in a LAN with internet
access.

Fig. 1. Motivation Layer of Enterprise Architecture
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Fig. 2. Business Layer of Enterprise Architecture

Fig. 3. Application Layer of Enterprise Architecture
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Fig. 4. Technology Layer of Enterprise Architecture

Secondly, the physical architecture was designed, as illustrated in Fig. 5, based on
the technology layer of the business architecture (Fig. 4). The architecture modeling is
oriented to the interaction of the user with the web application through a desktop or
laptop device, which is in turn connected to the Internet and to an IoT device through a
Wi-Fi router or Ethernet cable; Likewise, the internet provides connection to the frontend
of the application and the IoT device synchronizes its data (step called “input”) to the
backend. In this case, the IoT device is theGPS vest, a technologicalmodel that is applied
during the soccer player’s training to monitor the response of his body while he is doing
his exercises or some sporting activity [16]. In the frontend, for the development of the
interfaces, the programming language of the Bootstrap library known as JavaScript was
used (this is also usable in the backend), as well as the React library for the creation of
web user interfaces from components. [17]. In the back- end, the NestJS tool was used to
develop the logic and model of the solution with the JavaScript language [18]. Likewise,
Microsoft Azure resources were essential for the deployment of the application with the
Azure virtualmachine (AzureVirtualMachine) in the Linux operating system, so that the
Azure CosmosDB database service canmanage registered users and their corresponding
data to be collected later [19]. Finally, the JSON file that will transmit the data from the
frontend to the backend and vice versa is presented [20].
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Fig. 5. Physical Architecture

Subsequently, we proceeded to design the prototypes (mockups) of the so- lution
(Figs. 6 and 7), according to the 4 architecture models, detailing the respective
functionalities of each part of the system flow.

Fig. 6. Web App Artifact Registration Interface
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5 Validation

During the soccer team training sessions at the Proamateur Soccer Institute, GPS vests
(wearables) were placed on the 11 amateur players so that they could carry out the
planned exercises while the corresponding physical performance level measurements
were carried out. Likewise, all the resulting measurements obtained from the wearables
were synchronized to the web application system to finally corroborate the improvement
percentages of each physical performance data of each player. Said percentages are
calculated based on a comparative analysis between the real high-performance data of
the amateur player and that of the elite (professional) player, whose data of the latter
is registered by de- fault in the system database as a reference. After having used the
application, the coaches, physical trainers, the owner and the administrative coordinators
of Proamateur and other sports institutions gave us their respective points of view on the
functionality of the system through survey forms that were sent to them via email. For
all of the above, two types of indicators have been defined to carry out this validation
process: test indicators and survey indicators.

Fig. 7. Player physical performance level results

5.1 Definition of Test Indicators

The following indicators have been defined for this testing phase in Table 1:

Table 1. Table of Test Indicators.

Test Indicators

1 Percentage improvement in the level of physical performance of the analyzed amateur
Player

2 Weekly comparison of values of the physical performance levels of amateur and elite
Players

Additionally, in Table 2 the high performance data of each amateur player obtained
from the GPS vest are defined:
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On the other hand, for the analysis result of the level of performance of the amateur
player, expressed as a percentage, it will be calculated using the logic of the rule of three
(illustrated in Fig. 8) comparing each data of the amateur with that of the elite player
(the which will be taken as reference) respectively. The logic is based on the position of
the player on the field (forward, midfielder, goalkeeper or defender). It is important to
specify that it is only possible to compare the 2 types of players as long as both assume
the same position.

Table 2. GPS Vest Sports High Performance Data.

GPS Vest Sports High Performance Data

Average
speed

It is the average speed of the soccer player during training
Its range varies between 5 to 20 km/h

Maximum
speed

It is the greatest possible speed of the footballer
It is usually twice the average speed or greater than the average speed by a
difference of 5 km/h

Distance
traveled

Space covered by the soccer player during training
Its range varies between 2 to 7 km

Sprint It is the short maximum speed race of the footballer
Its range varies between 2 to 6 sprints

Heart
rate

Number of times of the footballer’s heartbeat per minute
Its range varies between 50 to 200 bpm (beats per minute)

Time
played

Duration of the footballer’s training
Its range varies between 30 to 100 min

Fig. 8. Rule of Three Logic Table

Likewise, it is necessary to mention the high performance data of 4 recognized elite
Champions League players, with their respective positions illustrated in Fig. 9, which
are registered by default in the system database.
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Fig. 9. 4 Recognized Footballers of the Champions League

Case Study. We present the case of an amateur player named George Frazer, with
goalkeeper position, who performed his exercises during 3 weekly training sessions,
whose high performance data (average speed, maximum speed, distance covered, sprint,
heart rate and time played) were synchronized from the GPS vest to the system.

Fig. 10. Percentages of improvement of the amateur goalkeeper player in weeks 1, 2 and 3.

For the first test indicator (percentage improvement in the level of physical perfor-
mance of the amateur player) and taking the elite soccer player Thibaut Courtois as a
reference, with the same goalkeeper position, the following percentage improvement
results were obtained in the web application of each data on high sports performance of
the amateur player in weeks 1, 2 and 3 (Fig. 10), derived from the comparative analysis
of the amateur data with those of Courtois according to the logic of the rule of three.
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For the second test indicator (weekly comparison of values of the physical per-
formance levels of the amateur and elite players), the comparisons of the high sports
performance data of both the amateur and the elite player per week were statistically
obtained. For the case study, the web application shows in a bar graph the comparisons
of the average speed values (the example is the same with any other high performance
sports value) of George Frazer (amateur) and Thibaut Courtois (elite). For each weekly
session, both with the same goalkeeper position (Fig. 11). It should be noted that Cour-
tois’s average speed value remains constant for every week, as shown in the following
graphs, because the high performance values of Courtois and the other elite footballers,
in addition to the fact that they are registered by defect in the system database, they
are referential to compare them weekly with Frazer’s level of physical performance and
know how physically prepared he is to be able to play an official soccer match in the
best possible way.

Fig. 11. Comparison of mean speed values between soccer players George Frazer (am- ateur)
and Thibaut Courtois (elite) in weeks 1, 2 and 3.

5.2 Definition of Indicators for Surveys

The following indicators have been defined for the survey, as illustrated in Table 3.

Table 3. Table of Indicators for Surveys

Indicators for Surveys

1 Response time

2 Reliability

3 Security

4 Usability

5 Functionality

6 General satisfaction of the experience

Likewise, the people interviewed are classified as follows (Fig. 12):
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Fig. 12. Conformation of Users and Experts for the Interview

5.3 Questions Format for Interviews

A series of questions were formulated for each indicator for the interviews.
Likewise, for the score the Likert scale of 5 variables was used, which is illustrated

in Table 4:

Table 4. Likert Scale of 5 Variables

1 Strongly disagree

2 In disagreement

3 Neither agree nor disagree

4 Agree

5 Totally agree

The question posed in the “Response time” indicator, for users and experts, is shown
in Table 5:

Table 5. Response time (User and Expert)

Response time (User and Expert)

1 The web app shows the analysis of the player by his position in real time

The questions posed in the “Reliability” indicator, for users and experts, are shown
in Table 6:

Table 6. Reliability (User and Expert)

Reliability (User and Expert)

1 Feel the web app allows you to optimize workouts and reduce injuries

2 The web app allows you to perform a better analysis of the players in training

3 The web app allows you to improve the relationship you have with soccer
players

The questions posed in the “Security” indicator, for users and experts, are shown in
Table 7:
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The questions posed in the “Usability” indicator, for users and experts, are shown in
Table 8:

Table 8. Usability (User and Expert)

Usability (User and Expert)

1 It was easy for me to register the IoT device. (User)

2 It was easy for me to register the data of the player, team and coach. (User)

3 It was easy for me to interact with the web app throughout the IoT registration
process. (Expert)

4 I would recommend to my friends or specialized soccer academies that use IoT
devices such as a GPS vest in their training to use the web application to have better
control and analysis of the player. (Expert)

The questions posed in the “Functionality” indicator, for users and experts, are shown
in Table 9:

Table 9. Functionality (User and Expert)

Functionality (User and Expert)

1 Options within the web app were available throughout the test. (User)

2 The options within the web app in the registration of the IoT device were in
accordance with the GPS vest. (Expert)

The questions posed in the “General satisfaction of the experience” indicator, for
users and experts, are shown in Table 10:

Table 10. General satisfaction of the experience (User and Expert)

General satisfaction of the experience (User and Expert)

1 You are satisfied with the ease of use of the web app

2 You are satisfied with the efficiency of the solution

3 I would like to continue interacting with the web app to control and monitor
my players

All the questions formulated above focused on the viability of the web app within
the training session on the soccer field.
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Table 7. Security (User and Expert)

Security (User and Expert)

1 Perceives that the personal data of the players are protected

2 Perceives that the information provided is confidential between the player and
the Physical Trainer/Coach

Both users and experts agree on 3 indicators: the sampling of the player’s analysis
according to position (response time), the functionalities of the training optimization
system and analysis of the level of physical performance of each amateur soccer player
(reliability), and the availability of IoT options during testing (functionality). The result
of all the aforementioned is displayed in Fig. 13.

Fig. 13. Percentage of users and experts who are satisfied with the response time, reliability and
functionality of the web app.

However, it was possible to corroborate that both the user and the expert do not agree
or disagree with the security because the confidentiality of the information registered in
the system was not considered. The result is displayed in Fig. 14.

Fig. 14. Percentage of users and experts who neither agree nor disagree with the security of the
web app.

Regarding usability, user and expert fully agree with the recording of all equipment
and IoT artifact data. Likewise, they are totally satisfied with the qualities of the appli-
cation in terms of ease of use, the efficiency of the solution and the interaction of the
clientswith the system for the control andmonitoring of the high performance of amateur
players. The result of all the aforementioned is displayed in Fig. 15.
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Fig. 15. Percentage of users and experts who fully agree with the indicators of usability and
general satisfaction of the web app experience.

6 Conclusion

In conclusion, the main objective of this work is to propose a technological solution to
optimize the training of the soccer team. Its development is based on the design of two
types of architecture: business, to detail the flow of the system; and physical, to diagram
the software part of the solution indicating the required components to be used for its
subsequent deployment. In the validation phase, two types of indicators were defined
based on the proposal: test and survey. With the first, an analysis was carried out in the
system to obtain results of the percentage improvement in the performance of an amateur
player and comparative values of high performance between the amateur and an elite
footballer in the Champions League, to find out if the first has the physical preparation
necessary to play a soccer match. With the second, users and experts were consulted
on the feasibility of the solution and were satisfied with the ease of use, efficiency and
customer interaction with monitoring the high performance of amateur players.
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Abstract. The paper considers a set of methods that solve the problem of identi-
fying central places in the current urban environment. The problems of research
are caused by the need to consider the proximity and location of the actual central
places of cities and settlements in almost all processes of planning development
and transformation of the environment. Errors in determining the location of the
territory to be transformed in the system of central places of the city lead to sig-
nificant financial and temporary losses. However, there are currently no common
approaches to defining central locations. The paper presents the result of research
on the systematization of methods based on information about the distribution
system in the city, the placement of city services, as well as information about the
actual activities of citizens based on spontaneous data. The developedmethods are
summarized in a general application scenario and experimentally demonstrated
on the data of the city of Miass.

Keywords: Network modeling · Information modeling · Graph algorithms ·
Urban quarter modeling · Urban environment modeling · Centrality of urban
quarters · Urban quarter profiling · NLP · Open data

1 Introduction

The paper focuses on identifying central locations in modern cities, a crucial concept in
urban planning. These locations arise from natural resource variations, spatial clustering,
urban service collocation, competition, and citizens’ activities [1]. The absence of cen-
tral places leads to a blurred urban environment, reduced quality, limited leisure access,
and spontaneous migration [2]. Identifying central locations is crucial during prelimi-
nary urban studies. Neglecting transformable territory can lead to financial losses and
functional difficulties [2]. However, due to the concept’s ambiguity, there is a lack of
established methodological approaches.

The paper examines the central places of a city based on various characteristics.
Thus, central residential areas with a high concentration of population and urban cen-
ters of daily activities and places for recreation are defined. There are also quasi-central
locations [3] like transport hubs or monofunctional areas, and potential central locations
indicated by accessibility and connectivity, requiring methods for determining agglom-
eration boundaries. Therefore, identifying central locations in the urban environment is a
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complex task. Use of a systematic approach will prevent loss of accuracy in the analysis
and ensure effective urban planning for sustainable development.

The article consists of the following sections: review of the, relevant literature review,
methodology for determining central locations, experimental studies of themethods, and
finally a discussion of the considered methods and conclusions.

2 City Central Places Allocation Problems Background

The issue of identifying central locations in the urban environment is well known in the
scientific literature, as it is one of the key tasks of information and analytical support for
the process of planning the development of modern cities. Based on the studies carried
out in the following sections, it can be stated that the previously created methods do not
simultaneously take into account a lot of data, and also do not fully use new technologies
that appear in the modern world.

2.1 Definition of the Urban Central Place

The problem lies in the fact that in the planning of urban areas, central places are not
defined properly. Historically, this concept came from the theory of central places by
Christaller-Lösch [4], which states that a central place is a designation of a city center for
other settlements that provides them with goods and services. Although the Christaller-
Lösch theory was developed for the supra-urban level, the concept of a central place
proved to be useful for analyzing intra-urban processes.

At the intra-urban level, the concept of a central place is closely related to the
concepts of attraction points or points of interest (POI) [5]. Considering the possible
types of activity, different criteria for the centrality of such points can be identified. The
concept of a point of interest gives a social meaning to the concept of a central place
from the perspective of urban science and links it to the concept of “third places” [6] a
place that can unite, create an atmosphere of interaction, communication, and creativity.

Thus, the identifying and planning central places includes the following parts:

• Identification of already established central places with social activity.
• Determination of places that are central from the perspective of urban planning

without social activity.
• Identification of places with high centrality potential.
• Planning the creation of new central places and public.

2.2 Spatial Division of Territory for Centrality Assessment

From an urban planning perspective, central places are primarily areas with defined
boundaries. Each central place has a certain service radius, which is determined by
the degree of centrality according to Christaller [7] or the catchment area [6]. These
characteristics give a rise to different approaches to spatially delineate central places
and determine their boundaries. The most typical approaches are described in Table 1.

In spatial planning tasks, the approach based on the assessment of territorial planning
units has demonstrated the greatest potential.
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Table 1. Approaches to geographical delineation of central places.

Description Illustrations

Native delineation of central place 
boundaries using clustering and 
grouping of phenomena on a map. In 
this case, the boundaries themselves 
are not explicitly delineated, and the 
results require additional processing 
for use in spatial planning. Fig. 1. - Approach 1

Territory decomposition based on a 
grid of regular geometric shapes 
with the assignment of centrality 
scores for each shape [8]. This ap-
proach contradicts the established 
urban planning as it goes against the 
existing urban layout. Fig. 2. - Approach 2

Ranking of linear objects [9]

Fig. 3. - Approach 3

Ranking of territorial planning units 
[10]

Fig. 4. - Approach 4

2.3 Criteria for Assessing Centrality of Places

There are various approaches to assessing the degree of centrality of territorial units.
The first approach is based on definition of coverage area formed by the composition
and strength of services located in the respective territory [11]. This method is applied to
both individual planning units and linear objects. Another approach involves assessing
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the density of the resident population [12]. These methods aim to identify the structure
of the settlement system and serve to align demand and supply in the territory.

Analyzing the correspondence between the first type of central places (based on
the distribution of urban services) and the second type of places (based on residential
centers) can be considered a traditional urban planning task [13]. Solving this problem
has generated another direction of research aimed at identifying disparities between
different types of centers and the negative effects they generate. One of the most notable
effects is counter-urbanization [14].

2.4 Literature Review of Methods of Allocation of Central Places

The task of determining central places is closely related to the task of determining the
actual boundaries of the territory. There are two principal approaches for determining
the boundaries of methods for highlighting central places:

• Methods based on clustering spatial units with high centrality indices [15].
• Methods based on network models that reproduce the spatial dynamics of citizens

between central places of different types, such as residential and service centers [16].

The application of these methods is associated with the use of modern information
technologies and the search for the most appropriate data and information resources.

Moreover, there is a wide range of analytical methods to measure spatial distribution
of urban centers: use of local knowledge to identify city centers, examinations of the spa-
tial distribution with identifying local peaks as possible sub-centers, use of a regression
model based on density and distance, space syntax [9].

All these methods have very significant drawbacks: due to their age, they do not
take into account all the data generated by city actors. Therefore, scientists decided to
develop new methods based on data and information technology.

The first method “Identification of the changing spatial structure of cities by patterns
of humanactivity” [17] basedonvarious data onhumanactivitywas proposedby students
of the Massachusetts Institute of Technology. In the article, the researchers presented a
new centrality index applied to large-scale data for city analysis. The index combined the
number of people attracted to a place and the range of their activities, and the smoothed
density function helped to detect spatial clusters of locations. The identified clusters can
be understood as functional centers that create a complete picture of the spatial structure
of the city.

The second method is defined in the study “Measure of centrality for city networks
based on the concept of eigenvector centrality” [18]. The article discusses a method
for localizing key areas of activity in urban areas of various shapes and sizes, and also
proposes a new algorithm for measuring centrality for certain types of extended urban
networks based on the eigenvector centrality index.

All other methods can be defined as methods within some software packages and
programming tools, since all fields of science have become very dependent on modern
technologies. Only in Python there are at least 3 libraries withwhich you canmeasure the
centrality of urban areas. The first is OSMnx [19], which has algorithms for measuring
the shortest path between network nodes and finding centers by connectivity based on
graph theory. The NetworkX library [19] is designed for deep learning calculations.
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Another software is Cityseer-api [20], which is used for network-based city analysis at
the pedestrian scale. A very important feature here is that the computation of network
centrality uses either the shortest or simplest path heuristics in the primary or dual
network, including special methods such as harmonic proximity centrality.

3 Methodology of Identifying Central Locations

After the analysis of the existing methods there were defined new ones based on modern
approaches, practices, and technologies. In this paper we propose to use 4 new methods
in one complex algorithm to reveal urban centers. The scheme of the process can be seen
in Fig. 5.

Fig. 5. General scheme

3.1 Method for Determining the Centers of Population Congestion in the City
and Assessing their Connectivity. Method 1

Thismethod represents the citymodel as a complex network consisting of planar graphs –
nodes and undirected edges. The point is to use the graph to determine the central places
of settlement in the city not only based on topological data, but also on population
data. This method uses open spatial attributive data on population and street and road
networks. The data sources are the population census data (in Russia, this is the reform of
housing and communal services and Rosstat), the OpenStreetMap database. In general,
the method is presented in the flowchart on Fig. 6.

The input for this part is topographic data which is used to build the network: the
street and road network of the city, it is a layer of lines with the type of street embedded
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Fig. 6. - Scheme of the method for determining the centers of population congestion in the city
and assessing their connectivity.

in the attributes. The second input dataset is population data with information about the
number of people living in the area under consideration. Further, these data is loaded
into one file into geographic information system, so the intersections of the main streets
are determined, then the Voronoi polygons are built based on the intersection points.
Voronoi polygons use the Euclidean distance [21]. In the Euclidean plane, let point a
have coordinates (a1, a2) and let point b have coordinates (b1, b2), then the distance
between a and b is given by:

l = d [(a1, a2), (b1, b2)] =
√
(a1 − a2)2 + (b1 − b2)

2 (1)

Each such polygon describes the nearest area at each of the intersections, in which
the total population in each polygon is calculated, forming one common point. After
that, links are built from each point to each other in a straight line within a radius of a
comfortable walking distance, which is taken as 1 km.

The output of this method is a map with the connected nodes and located centers.
It can be used to assess how dense the connections between the nodes are, compare
this with data on the population, as well as building characteristics. To analyze a graph
network, the criterion of centrality by degree can be used, the closer it is to 1.0, the more
central the place of settlement.

3.2 Method of Defining Centers of Urban Spaces Based on Extraction of Points
of Interest. Method 2

The next method is based on the open data from social networks and cartographical
services which is analyzed for extracting points of interest in a city. It is proposed to
measure the centrality of urban spaces based on the number of points, their attractiveness
and quality.

There are at least two types of input data used in the algorithm: data from social
networks and data from maps. Map data is represented by reviews of the point in the
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city.With the help of official API, the method receives all the reviews from places. Every
row in the table where this data is stored is represented by the name of the place, review,
and address to geocode it. Inappropriate content is filtered and cut from the dataset.

Data ingested from social networks is the most complicated because of the manner
of writing and unofficial way of sharing the information with users. It can contain spam
and advertisements. To filter the data, it is very important to use NLP (Natural Language
Processing) models for classification of spam, advertisement and unwanted content to
prevent false results after the execution of the algorithm. The scheme of the method can
be seen in Fig. 7.

Fig. 7. Schema of the second method

The first step in this newmethod is data ingestion. All the data is stored in the parquet
files. This format has been chosen due to the possibility of compressing the data. To start
the algorithm, users need to choose a city, and define time periods to get the data. Then
comes data processing. As it is text data, we need to use methods of text processing like
tokenization to split sentences by tokens, lemmatization to find words’ original forms.
One of the most important tasks here is to remove all the stop words.

The most interesting step in this method is recognizing named entities (NER) from
the social networks’ posts. There are some Python packages with pre-trained models
that can do this task: DaData, Pullenti, Abbyy, In-foextractor, Dictum, and Stanza. In
this method the main model is Stanza with its’ pipelines, where it is possible to define
all the processes the data should go through. All the extracted entities are filtered by
locations and organizations.

Data coming from maps has no need in NER. The only process here is sentiment
analysis to define the attractiveness of the point. The number of reviews and the sentiment
of each review are combined in one metric.

The last step of the method is to geocode all extracted points and put them on the
map. Geocoding is made with the help of GeoPy library and ArcGis geo-coder, what
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takes text address and converts it to coordinates. The output here is a map with points
split by colors: positive - green, neutral - gray, and negative - red.

3.3 Method of Automatic Identification of Central Locations in a City. Method 3

The next method is used for displaying existing service centers and identifying potential
service locations based on a set of accompanying characteristics.

The main task that needs to be solved is the automatic identification of central places
in the city. The output should be a map with polygons whose sizes correspond to the
degree of saturation of each place with services.

The scheme in Fig. 8 consists of three stages, each requiring specific data in a specific
format. Firstly, publicly available data about the actual locations of services, the city’s
master plan, the citymap, and reviewswith geographical coordinates need to be collected
as the input data. The result depends on whether there is information about the actual
locations of services.

Fig. 8. Schema of the method of automatic identification of central locations

If there is no information, then potential central places can be identified based on
the combined characteristics of existing central places. If there is information about the
actual locations of services, it needs to be processed to obtain the coordinates of the
service, its profile, and the degree of centrality using the K-means method. In the third
stage, the map needs to be prepared using the QGIS open-source geographic information
system. The output is amapwith polygons displaying existing or potential central places.
Thismethod is a universal tool for design organizations, private entrepreneurs, and active
citizens.
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3.4 Method for Delimiting Agglomeration Boundaries: Leveraging Open Data
and Identifying Urban Centers. Method 4

This study employs a method focused on delineating the boundaries of urban agglom-
erations using an unevenly zoned model. The developed method relies on two crucial
parameters: patterns of development and the stability of transport connectivity.

The analysis of the agglomeration’s planning structure is based on the principle of
the unevenly zoned Vysokovsky model. This model serves as the foundation for under-
standing the distribution and organization of different zones within the agglomeration.
By examining the patterns of development and the connectivity of transportation net-
works, themethodology aims to provide insights into the spatial dynamics and functional
characteristics of urban agglomerations.

To facilitate this analysis, a classifier of buildingmorphotypeswas specifically devel-
oped for this study. This classifier aids in categorizing the different types of buildings
found within the study area, providing valuable insights into the built environment and
its relationship with urban centers.

To gather the necessary data for the analysis, open data sources such as the housing
and communal services reform, OpenStreetMap, and urban planning documents will
be utilized as the input data. These data sources provide comprehensive information on
the built environment, infrastructure, and urban development plans, enabling a detailed
examination of the study area. The scheme of the method is in Fig. 9.

Fig. 9. Method for Delimiting Agglomeration Boundaries

By combining information on building morphotypes and transport connectivity, this
methodology offers a comprehensive understanding of the characteristics and spatial
organization of urban centers. The integration of open data sources ensures a robust and
transparent analysis process, facilitating accurate assessments and informed decision-
making in urban planning. The output of this step is the spatial distribution of urban
centers and the delineation of agglomeration boundaries.
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4 Experimental Studies of Methods

All 4 methods were tested on the city in Chelyabinsk region - Miass. This is a small
city with the population of approximately 150000 people. It is the best choice due to the
volume of data generated in the city.

4.1 Validation of Method for Determining the Centers of Population Congestion
in the City and Assessing their Connectivity

In Fig. 10 you can see where the links between the nodes are most densely located –
there is a good connection between population clusters. Most of the population is in
medium and high-rise residential buildings, but this does not mean the centrality of the
place. Areas with denser mid-rise development take center stage as they tend to have
a more connected pedestrian network, distances and spaces that are commensurate and
comfortable for people. The private residential sector is rarely the center since there is
a very low density of both population and buildings.

Fig. 10. A - density of connections of the road network, B - population density by city blocks, C
- central places of the city

Residential areas with a large population can be defined as POI (Point of Interest).
Due to the low density, they can only form centers at the micro level. At the macro level
of the city, densely built-up quarters will still be considered centers of attraction.

4.2 Validation of the Method Based on Points of Interest

All the data was ingested on a local machine, saved in parquet format, and then analyzed.
There were 998 groups about Miass city in VK (Russian online social media network)
what were scrapped for the data. Moreover, all posts what contain the name of the city
in Russian were also added to the dataset. After the data ingestion, all the texts were
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tokenized and converted to numbers to extract named entities. The only entity needed
was location; hence, there was a filter to save only locations in the final dataset. At the
same time, all the texts have been processed semantically to define the attractiveness of
the point.

Final maps with the extracted points of interest can be seen in Fig. 11.

Fig. 11. Results of POI’s extraction

The first map shows the distribution of points of all kinds. The second one is a heat
map drawn by the number of mentions of every point. It shows the most popular points
in the city, what are the centers of urban spaces. There are at least two main and some
minor centers in the city.

4.3 Validation of the Method of Automatic Identification of Central Locations
in a City

Based on the location of all services of the profile of interest on the map, a heat map is
created showing where the concentration of services is highest, as shown in Fig. 8.

Subsequently, the K-means method is applied to cluster the existing services, using
its coordinates. After identifying the clusters, the degree of popularity of the central
places is determined according to the heat map. On the final visualization, the central
places are represented in different colors according to their popularity.

To identify potential central places, it is necessary to collect reviews mentioning
specific points on the map and geocode them. Then, they are also displayed as a heat
map, clustered, and added to the final map. As shown in Fig. 12 right., potential central
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places have lower popularity. Thismay be due to the absence of services on their territory
that attract a large people flow.

Fig. 12. Verification of the method of automatic identification of central locations

Thus, this method can be utilized for various tasks and produces different outcomes.
However, its most valuable function is to identify those places that have the potential to
become central, but currently do not have some service.

4.4 Validation of the Method for Delimiting Agglomeration Boundaries:
Leveraging Open Data and Identifying Urban Centers

The method for determining agglomeration boundaries and identifying urban centers
using transport infrastructure analysis revealed highly connected areas that could be
potential urban centers in the city. These areas displayed a concentration of road networks
and transportation routes, emphasizing their importance for the overall transport links
in the city.

By employing a classifier, the processed data successfully categorized urban centers
based on population density, commercial activity, and access to public facilities. These
identified urban centers matched the characteristics of developed and densely populated
areas, highlighting their significance in the city’s spatial structure.

The correlation analysis between the obtained results and the boundaries defined
in the master plan for Miass’s development by 2030 demonstrated a strong agreement.
The agglomeration boundaries identified based on transport infrastructure connectivity
aligned with the long-term vision outlined in the master plan. This correlation confirmed
the accuracy and reliability of the proposedmethod in defining agglomeration boundaries
that alignwith the city’s strategic objectives. Refer to Fig. 13 for the results andworkflow.
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The results offer valuable insights into urban center distribution and agglomeration
boundaries in Miass. They inform urban planning, resource allocation, and decision-
making for sustainable development and efficient urban resource utilization.

Fig. 13. Verification of the method for Delimiting Agglomeration Boundaries: Leveraging Open
Data and Identifying Urban Centers

5 Discussion

This article presents four new urban center allocation methods that collectively form
a powerful tool for comprehensive city analysis, overcoming previous limitations
in existing research. These methods enable a holistic understanding of urban cen-
ters, significantly enhancing geo-analysis and urban center definition and extraction
(Fig. 14e).

Comparing the individualmethodswith existing literature, Fig. 14a efficiently identi-
fies central settlement places basedon connectivity andpopulationdensity,whileFig. 14b
introduces innovative attraction point clustering to enhance precision. Figure 14c pro-
vides a nuanced understanding of POI dynamics, and Fig. 14d visualizes city develop-
ment directions. In conclusion, these four methods offer a comprehensive urban analysis
toolset, providing valuable insights for city planning and development. Their integration
bridges research gaps and opens avenues for further exploration in this field.
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Fig. 14. Verification of the methods of allocation of urban centers

6 Conclusion

This article proposed a new approach of identifying existing urban centers and subcen-
ters based on open data. This methodology can be used to gain a deeper understanding
of urban dynamics and pave the way for more informed decision-making in urban devel-
opment and management. The proposed method is very flexible due to the use of open
data and NLP models, so in the future it can be easily upgraded and applied in different
areas. The only limitation is that it uses open data, and it means that not all groups of
people are represented by this data. It will be a good advantage to find a way of ingesting
relevant data from all citizens.
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Abstract. The main objective of this paper is to explore and compare the charac-
teristics of the maximum isometric force (FIM) of the hip and knee musculature
in runners with different years and volume of training, as well as the manifestation
of the stretch-shortening cycle (CEA) through the evaluation of the vertical jump.
The participants of this study are 10 novice runners (N), 8 long distance (LD) and
6 mountain ultramarathoners (U), belonging to TeamMora, from Santiago, Chile.
The main measures for this study are: Dominant (D) and non-dominant (ND)
hip extensors and abductors FIM; FIM of knee extensors and flexors D and ND
were measured using a load cell. The squat jump (SJ), as well as the bipodal and
unipodal D and ND countermovement jump (CMJ) were measured with a force
platform, as a measure of explosive (FE) and elastic explosive (FEE) strength.as
results, the main significant differences are given in the hip extensor muscles D
(N < LD, LD < U, U > N); in the hip extensor muscles ND (LD < U and U >

N); in the hip abductor muscles D and ND (N < LD and U > N) and in the knee
extensor muscles D (U > N). The U have less ability to jump than LD and N. it
can be concluded that runners with higher training volume have higher levels of
FIM and lower levels of FEE than those with lower volume. The N runners are
characterized by having a lower FIM than the LD runners.
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musculature

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
T. Guarda et al. (Eds.): ARTIIS 2023, CCIS 1936, pp. 102–112, 2024.
https://doi.org/10.1007/978-3-031-48855-9_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48855-9_8&domain=pdf
https://doi.org/10.1007/978-3-031-48855-9_8


Characterization and Comparison of Maximum Isometric Strength 103

1 Introduction

Running in recent years has become a booming sport in much of the world, generating a
social and fitness phenomenon around it [1]. It is a discipline that can be done over dif-
ferent distances, with the marathon (42 km) and the ultramarathon (usually 50–150 km)
being popular races that have increased tremendously in the last two decades [2].

Given this increase, many attempts have been made to describe the factors that deter-
mine or influence running success, from the novice to the elite runner [3–5]. Variables
such as maximum oxygen consumption (VO2max), lactate threshold, as well as running
economy are factors that are correlatedwith running performance [6, 7]. From amechan-
ical and energetic perspective, running economy is influenced by physiological factors
[7, 8], biomechanical efficiency [4, 9, 10], neuromuscular [4, 5, 11, 12] and training [7,
13, 14].

Both the physiological and biomechanical determining factors in running have been
widely studied, both by categories of runners, as well as at different levels of training
[15], however, the neuromuscular characteristics of the sport discipline have been less
explored, partly ignoring the behavior of these variables in relation to the type of runner
and the characteristics of the training. The interaction between the neural and muscular
systems (neuromuscular system) is essential in movement, being effective in translating
cardio-respiratory capacities into mechanical efficiency and sports performance [7, 12,
16].

Another neuromuscular factor described as a determinant in running is the stretch-
shortening cycle (CEA) [4], which is manifested in the elastic explosive force (FEE)
usually studied through jump tests such as the Countermovement jump (CMJ) [17].
During CEA, energy storage occurs through elastic tendon elongation and subsequent
release of part of the stored energy to reduce the energy cost of locomotion and running
[18]. As with muscular strength parameters, there is little evidence to indicate what the
explosive force generation (EF) and FEE characteristics are in different types of runners.

The purpose of this investigation was to explore and compare the characteristics of
maximal isometric strength of the hip and knee muscles in runners who differ in years of
training and weekly training volume, such as novice, long-distance, and ultramarathon
runners. as well as the manifestation of the CEA through the evaluation of the vertical
jump.

2 Materials and Methods

2.1 Participants

The study followed a cross-sectional design. The sample consisted of 24 runners belong-
ing to the “TeamMora” running club from the city of Santiago, Chile. Thesewere divided
into 3 groups according to the definition described by Kluitenberg et al.: Novices (N) (n
= 10); Long Distance (LD) (n = 8) and Mountain Ultramarathoners (U) (n = 6). Prior
to their participation, the subjects read and signed an informed consent. All the research
was carried out following the principles established in the Declaration of Helsinki. The
descriptive statistics of the sample are presented in Table 1.
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Table 1. Mean values and standard deviation of the characteristics of the participants.

Category Age Size (m) Weight(kg) Training Time

(years)

Training Volume

(km*week−1)

Competition

Distance (km)

Novice 30,83 ± 10,23 1,73 + 0,12 76,5 + 13,23 0,246 ± 0,168 20,83 ± 8,01 -

Long Distance 32 ± 6,36 1,705 ± 0,02 68 + 6,63 4,2 ± 2,77 51,2 ± 27,698 10 – < 42

ultramarathoners 39,67 ± 7,64 1,58 + 0,04 55,67 + 6,66 13,33 ± 8,32 106,667 ± 23,094 > 50

2.2 Instruments

For the measurement of maximum isometric force (FIM), a 1000 N type S load cell
and an FMON-1 model force monitor (artOficio limitada, Santiago, Chile) were used.
The jumpability evaluation was carried out through a force platform, model PF 4000/50
(artOficio limitada, Santiago, Chile) with a sampling frequency of 200 Hz. The acqui-
sition and processing of the kinetic data was carried out in the Igor software. Pro 6.1
(Wavemetrics Inc. Portland, OR, USA).

2.3 Procedures

Prior to the measurements in this study, all the runners performed a standard warm-up
that consisted of 8 min of continuous running on a treadmill (LifeFitness T3, USA) at
8 km*h-1, general mobility and muscle activation exercises.

The FIM was evaluated bilaterally in the hip extensor and abductor groups, as well
as in the knee flexors and extensors. To record the strength of each runner, 3 maximal
isometric contractions held for 3 s were performed for each muscle group, with a 1-min
pause between each repetition. Before evaluating the next muscle group, a 2-min pause
was made. Each attempt was recorded in Newton’s and normalized to the subject’s body
weight (BW) (percentage of BW).

For the evaluation of the hip extensor musculature, the subjects were positioned on
a clinical table in the prone position with the distal third of the thigh outside the table,
with a knee flexion of 90º in the extremity to be evaluated, with both arms free outside
of the table. The stretcher. In order to stabilize the pelvis and limit its movements during
the evaluation, a support strap was placed at the lumbo-pelvic level, which is fixed in the
lower area of the stretcher. The load cell was placed vertically, with one end anchored
to the ground and the other fixed to a leg strap using anti-deforming steel cables. The
hip angle during the FIM test was 0º in tension (Fig. 1a).

For the evaluation of the hip abductor musculature, the subjects were positioned on
a clinical table in lateral decubitus with the extremity to be evaluated supralaterally,
with the distal third of the extremity outside it. The lower limb (LI) not evaluated was
positioned infralateral, with the hip and knee flexed at 45º and 90º respectively. To protect
the area between the femoral condyles and neutrally position the hip in the frontal plane,
a cushion was placed between both lower limbs. In order to stabilize the pelvis and limit
its movements during the evaluation, a support strap was placed at the level of the iliac
crest, which is fixed in the lower area of the stretcher. The load cell was placed vertically,
with one end anchored to the ground and the other is fixed through anti-deforming steel
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cables to an ankle brace in the intermalleolar line. The hip angle in the frontal plane
during the FIM test was 0º in tension (Fig. 1b).

The evaluation of the knee flexor musculature was carried out with the subjects on
a clinical table in the prone position, with the knees on the lower edge of the table, with
both arms free outside of it. The untested MI is extended with support, while the tested
MI is positioned in 60º of flexion at the time of performing the FIM. In order to stabilize
the pelvis and limit its movements during the evaluation, a support strap was placed at
the lumbo-pelvic level, which is fixed in the lower area of the stretcher. The load cell
was placed vertically, with one end anchored to the ground and the other fixed to an
ankle brace through anti-deforming steel cables (Fig. 1c).

To assess the knee extensor musculature, the subjects were seated on a clinical
table, with the popliteal angle at the edge of the table. The arms were crossed at chest
level with both hands on the contralateral shoulder. The evaluated MI was positioned
in 90º hip and knee flexion. An ankle brace connected to the load cell was placed in
the intermalleolar line by means of anti-deforming steel cables in an anteroposterior
direction, being anchored to a metal structure on the wall. The knee angle was 70º in
tension during the FIM (Fig. 1d).

Fig. 1. Maximal Isometric Strength (FIM) Assessment. A) FIM of hip extensors. B) FIM of hip
abductors. C) FIM of knee flexors. D) FIM of knee extensors.
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2.4 Vertical Jump

Each subject underwent an evaluation of: a) explosive strength (FE), through the Squat
Jump (SJ), which starts with the hands on the waist and flexion of 90º of the knees,
after 3 s jumps the as high as possible keeping the lower limbs extended during the
entire flight phase; b) elastic explosive force (FEE), through the countermovement jump
(CMJ), which is executed with the hands on the waist, performing a countermovement
until a knee flexion of 90º, jumping as high as possible and keeping the limbs lower legs
extended throughout the flight phase; c) FEE of the dominant limb (D) and non-dominant
(ND), this jump is performed in the same way as the CMJ, but unilaterally. In each of
the conditions, 2 jumps were recorded, with a 1-min pause between each repetition.

The data obtained for each jump on the force platform were: a) output force (Fs),
which represents the maximum value of force before the flight phase, measured in
newtons, being normalized with the body weight of the subjects (% of body weight; b)
flight time (Tv), expressed in seconds; c)Maximum height (Hmax), which represents the
highest point reached during the flight phase,measured inmeters; d) output velocity (Vs),
expressed in m*sec-1, which represents the velocity before the flight phase coinciding
with the moment of the output force and, e) Output power (Ps), expressed in watts*kg-1,
which is obtained from the following formula:

Ps: output force (in newtons) * output velocity (m* sec-1)/body weight (kg).

2.5 Statistical Analysis

To check the assumptions of normality and the equality of the variances in the described
variables, the Kolmogorov-Smirnov tests and the Levene test were used, respectively. To
compare the means based on the type of runner and dominance in the FIM, CMJ D and
CMJ ND tests, a two-factor analysis of variance (univariate ANOVA) was performed.
To compare the means according to the type of runner in the SJ and CMJ tests, a one-
factor analysis of variance (unifactorial ANOVA) was performed. Tukey’s post hoc test
was used to observe differences between the groups of runners. The confidence level
established was 95% (p < 0.05). The results were estimated with the help of the IBM
SPSS Statistics 20 software (IBM Corporation, USA).

3 Results

3.1 Maximal Isometric Strength

The results of the univariate ANOVA test for these evaluations are observed in Table 2.
The main significant differences are given in the hip extensor muscles D (N < LD, LD
< U, U> N); in the hip extensor muscles ND (LD< U and U> N); in the hip abductor
muscles D and ND (N < LD and U > N) and in the knee extensor muscles D (U > N).
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Table 2. Two-way ANOVA results for the FIM test. F represents the Fisher-Snedecor F-statistic;
p represents the significance value (< .05) for the total anova and Tukey’s post hoc in limb D and
ND.

Muscle
group

ANOVA N vs LD LD vs U U vs N

F p
total

p D p ND p D p ND p D p ND

Hip
extensors

1,729 0,138 0,034* 0,556 0,006* < 0,001* < 0,001* < 0,001*

Hip
abductors

0,819 0,540 0,004* 0,008* 0,756 0,356 0,005* 0,001*

Knee
flexors

1,071 0,383 0,935 0,757 0,105 0,327 0,108 0,203

Knee
extensors

1,535 0,189 0,296 0,678 0,149 0,235 0,019* 0,383

N: novice; LD: long distance; U: ultramarathoners; D: dominant; ND: non-dominant
*significant differences

3.2 Vertical Jump

Table 3 presents the results of the complete evaluation of jumpability (mean and standard
deviation), organized by category of runners and jump executed. Table 4 shows the
statistical results of the one-factor anova test for the SJ and CMJ jumps. In these, it is
observed that, surprisingly, there were only statistically significant differences in the Fs
of the CMJ jump (total p and LD vs U).

Table 3. Mean values and standard deviation of the jumpability results

Jump Variables Catergory of Runners

Novice Long distance Ultramarathoners

Squat Jump Fs (% PC) 217,86 + 43,89 218,89 + 13,21 210,95 + 15,06

Tv (s) 0,432 + 0,034 0,423 + 0,042 0,418 + 0,037

Hmax (m) 0,23 + 0,036 0,219 + 0,044 0,215 + 0,036

Vs (m*s−1) 2,119 + 0,167 2,072 + 0,209 2,049 + 0,184

Ps (w*kg−1) 45,813 + 12,44 44,103 + 5,465 41,889 + 4,342

Counter Movement Jump Fs (% PC) 208,82 + 26,71 206,05 + 10,65 187,45 + 12,17

Tv (s) 0,446 + 0,043 0,442 + 0,046 0,431 + 0,036

(continued)
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Table 3. (continued)

Jump Variables Catergory of Runners

Novice Long distance Ultramarathoners

Hmax (m) 0,246 + 0,046 0,241 + 0,050 0,229 + 0,038

Vs (m*s−1) 2,188 + 0,213 2,165 + 0,226 2,115 + 0,179

Ps (w*kg−1) 45,222 + 9,907 43,895 + 6,328 38,998 + 5,538

Counter Movement Jump
Dominante

Fs (% PC) 177,37 + 22,74 177,30 + 10,39 158,95 + 3,47

Tv (s) 0,312 + 0,035 0,3 + 0,027 0,27 + 0,030

Hmax (m) 0,121 + 0,028 0,111 + 0,020 0,090 + 0,019

Vs (m*s−1) 1,531 + 0,173 1,425 + 0,155 1,323 + 0,148

Ps (w*kg−1) 26,931 + 6,568 25,597 + 3,318 20,622 + 2,509

Counter Movement Jump
No Dominante

Fs (% PC) 176,06 + 17,54 180,70 + 17,31 161,37 + 10,43

Tv (s) 0,305 + 0,032 0,29 + 0,022 0,28 + 0,022

Hmax (m) 0,115 + 0,024 0,103 + 0,015 0,096 + 0,014

Vs (m*s−1) 1,498 + 0,161 1,421 + 0,108 1,372 + 0,102

Ps (w*kg−1) 26,047 + 5,095 25,139 + 2,728 21,753 + 2,761

Fs: output force; BP: body weight; Tv: flight time; Hmax: maximum height; Vs: output speed;
PS: output power

Table 4. One-way ANOVA results for SJ and CMJ jumps. F represents the Fisher-Snedecor
F-statistic; p represents the significance value (< .05) for the total anova and tukey’s post hoc.

Jump Variables ANOVA NvsLD LDvsU UvsN

F p total p p p

Squat Jump Fs(%PC) 0,169 0,846 0,937 0,836 0,952

Tv (s) 0,327 0,724 0,831 0,970 0,740

Hmax (m) 0,359 0,702 0,782 0,986 0,743

Vs (m*s−1) 0,327 0,724 0,831 0,970 0,740

Ps (w*kg−1) 0,379 0,688 0,900 0,885 0,668

Counter Movement Jump Fs (% PC) 3,794 0,036* 0,725 0,031* 0,103

Tv (s) 0,241 0,788 0,966 0,889 0,769

Hmax (m) 0,269 0,766 0,973 0,861 0,748

Vs (m*s−1) 0,258 0,774 0,959 0,887 0,755

(continued)
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Table 4. (continued)

Jump Variables ANOVA NvsLD LDvsU UvsN

F p total p p p

Ps (w*kg−1) 1,244 0,305 0,920 0,471 0,281

N: novices; LD: long distance; U: ultramarathon runners; Fs: output force; BP: body weight;
Tv: flight time; Hmax: maximum height; Vs: output velocity; PS: output power. *significant
differences.

Table 5 shows the results of the univariate anova test for the CMJ D and ND jumps.
There are no significant differences in any variable when comparing the unipodal jumps
between N vs LD. When contrasting the results of the LD vs U groups, significant
differences were found in the Fs D and ND, as well as in the Ps D. Finally, significant
differences were found in all the variables of the CMJ D jump between U vs N, as well
as in the Ps of the jump CMJ ND of these categories of runners.

Table 5. Two-way ANOVA results for the single leg jump test. F represents the Fisher-Snedecor
F-statistic; p represents the significance value (< .05) for the total anova and Tukey’s post hoc in
limb D and ND.

Jump Variables ANOVA N vs LD LD vs U U vs N

F p total p D p ND p D p ND p D p ND

CMJ Fs (% PC) 2,193 0,070 0,991 0,510 0,034* 0,026* 0,029* 0,078

Tv (s) 0,708 0,620 0,329 0,218 0,056 0,516 0,006* 0,087

Hmax (m) 1,118 0,363 0,296 0,213 0,072 0,516 0,007* 0,085

Vs
(m*s−1)

0,691 0,633 0,101 0,228 0,190 0,526 0,007* 0,095

Ps
(w*kg−1)

1,743 0,142 0,636 0,740 0,016* 0,096 0,004* 0,047*

CMJ: Countermovement Jump; N: novices; LD: long distance; U: ultramarathon runners; D:
dominant; ND: non-dominant; Fs: output force; BP: body weight; Tv: flight time; Hmax:
maximum height; Vs: output velocity; PS: output power. *Significant differences

4 Discussion

The purpose of this study was to characterize and compare running-determining neu-
romuscular factors such as FIM, FE, and FEE in N, LD, and U runners, who differ in
years and weekly training volume. Although it has been established that neuromuscular
characteristics such as muscle strength and power, as well as the stretch-shortening cycle
(SSC) of the lower body musculature would play a fundamental role in the efficiency
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of energy absorption and generation during running, there is no characterization of the
behavior of these factors in relation to the type of runner and the volume of training, so
the behavior of these variables in different running disciplines is unknown.

4.1 The U Generated Higher Levels of FIM Than Runners N and LD

The results of the FIM tests of this study indicate that the U generated higher levels
of force than N and LD runners, mainly in the hip extensor and abductor musculature.
Various authors have described the importance of the gluteal musculature in running, as
well as its relationship with injuries, fulfilling a stabilizing role during the support phase
of the race [19–21].Neuromuscular factors such as hip abductorweakness have primarily
been proposed to increase the risk of lower extremity injuries such as patellofemoral pain
and IT band syndrome [21, 22]. [23] found that recreational runners had FIM values of
hip abductors and extensors of 35% and 28% PC respectively. The results obtained in
our study indicate that the N runners in all conditions presented lower FIM than the
LD and U runners, both in hip extensors and hip abductors (see Fig. 2). On the other
hand, when contrasting the results of LD versus U, the latter present higher levels of
FIM in the hip extensors (close to 30% of the FIM normalized to body weight with a
difference of p < 0.05), without finding differences in hip abductors. One of the most
important findings is found in the FIM levels of hip extensors in the U group, which
reach records greater than 50% of the PC, which doubles the results of the N and LD.
A possible explanation for this could be given by the characteristics of the volume (>
100 km*wk-1) and training surfaces of the U, which involve mountains with positive
and negative slopes. On positive slopes (uphill running) the muscles of the lower leg
perform more mechanical work than on flat surfaces or negative slopes (downhill), this
implies a greater requirement of activity and muscular power, particularly around the
hip [6, 16]. Therefore, it can be assumed that the FIM levels of U-shaped hip extensors
are the result of training volume under highly demanding environmental conditions.

The results for the knee flexor and extensor muscles surprisingly did not present
significant differences, with the exception of the dominant extensor FIM between U and
N (76.39% PC vs. 59.38% PC). [24] suggested that functional hamstring: quadriceps
ratio and not muscle strength per se in these groups would be associated with metabolic
cost during running.Our results suggest that the hipmusculature is influenced to a greater
extent by the volume and training surface in runners than the knee musculature.

4.2 The U Presented Lower FEE Capacity Than the N and LD Corridors

The results of the jump tests indicate that the three study groups do not present differences
in the different variables quantified in the SJ jumps. This confirms that EFwould bemore
related to speed races than resistance [17]. When contrasting the results of the bipodal
CMJ jump, these indicate that the U have less generation of Fs than the LD. However, the
most striking results are found in the D and ND unipodal CMJ jump, in which the U have
lower values of Fs and Ps than the N and LD runners, as well as a worse performance in
the variables Tv, Hmax and Vs. When compared with the N in the D extremity. As in the
FIM results, these could be associated with the training characteristics of the U, those
who present a greater weekly volume, in variable altitude conditions, lower speeds than
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others types of runners and longer duration times in the support phase [6]. Running is
basically a series of horizontal jumps that requires strong and efficient extensor muscles
[24]. During the race and as in the jump, CEA occurs repetitively, which generates
an increase in muscle mechanical efficiency as a result of the accumulation of elastic
potential energy in muscles and tendons, events that have been related to economy of
the race [4]. Our results indicate that the U have a lower capacity for FEE production
with the correct use of CEA, possibly influenced by the described characteristics of their
training.

Some limitations of this research are the following: first, our study sample is small,
which makes it difficult to extrapolate our results to a larger population, so even the
behavior of these neuromuscular parameters in different types of runners cannot be gen-
eralized. Second, our FIM measurement was limited to the maximum value obtained
by each subject, which we consider an incomplete measure for the study of force pro-
duction. Future studies should focus on studying the rate of strength development in
these types of runners to gain a better understanding of neuromuscular adaptations to
training, as well as the correlation between training characteristics and performance of
these variables.

5 Conclusions

The results of this research show that the runners with the highest training volume, the
U have a greater capacity to produce FIM in the hip extensor and abductor musculature,
but less capacity to generate FEE than LD and N runners. Along with this, we found
that LD runners produce greater FIM of the hip musculature than N runners, without
presenting differences in the characteristics of the vertical jump. These results suggest
that the FIM is positively influenced by the high volume of training, as well as by the
uphill type training characteristic of the U. Along with this, there would be associated
with these characteristics, a negative influence on the use of CEA and FEE generation.

Acknowledgments. ANID funded this work – Millennium Science Initiative Program
CN2021_004 and ANID - Subdirección de Capital Humano 21221478.

References

1. Burfoot, A.: The history of themarathon: 1976-Present. Sport.Med. 37(4–5), 284–287 (2007)
2. Cejka, N., Rüst, C.A., Lepers, R., Onywera, V., Rosemann, T., Knechtle, B.: Participation

and performance trends in 100-km ultra-marathons worldwide. J. Sports Sci. 32(4), 354–366
(2014)

3. Tawa, N., Louw, Q.: Biomechanical factors associated with running economy and perfor-
mance of elite Kenyan distance runners: a systematic review. J. Bodyw. Mov. Ther. 22(1),
1–10 (2018)

4. Barnes, K.R., Kilding, A.E.: Strategies to improve running economy. Sport. Med. 45(1),
37–56 (2015)

5. Brandon, L.J.: Physiological factors associated with middle distance running performance.
Sport. Med. 19(4), 268–277 (1995)



112 M. C. Díaz et al.

6. Vernillo, G., et al.: Effects of ultratrail running on skeletal-muscle oxygenation dynamics. Int.
J. Sports Physiol. Perform. 12(4), 496–504 (2017)

7. Barnes, K.R.,McGuigan,M.R., Kilding, A.E.: Lower-body determinants of running economy
in male and female distance runners. J. Strength Cond. Res. 28(5), 1289–1297 (2014)

8. Damasceno, M.V., et al.: Effects of resistance training on neuromuscular characteristics and
pacing during 10-km running time trial. Eur. J. Appl. Physiol. 115(7), 1513–1522 (2015)

9. Stöggl, T., Wunsch, T.: Biomechanics of marathon running. In: Zinner, C., Sperlich, B.
(eds.) Marathon Running: Physiology, Psychology, Nutrition and Training Aspects, pp. 13–
45. Springer International Publishing, Cham (2016). https://doi.org/10.1007/978-3-319-297
28-6_2

10. Hamill, J., Palmer, C., Van Emmerik, R.E.A.: Coordinative variability and overuse injury.
Sport. Med. Arthrosc. Rehabil. Ther. Technol., 4(1) (2012)

11. Anderson, T.: Biomechanics and running economy. Sport. Med. 22(2), 76–89 (1996)
12. Paavolainen, L., Nummela, A., Rusko, H., Häkkinen, K.: Neuromuscular characteristics and

fatigue during 10 km running. Int. J. Sports Med. 20(8), 516–521 (1999)
13. Knechtle, B., Tanda, G.: Effects of training and anthropometric factors on marathon and 100

km ultramarathon race performance. Open Access J. Sport. Med., 129 (2015)
14. McLaren, S.J., Macpherson, T.W., Coutts, A.J., Hurst, C., Spears, I.R., Weston, M.: The

relationships between internal and external measures of training load and intensity in team
sports: a meta-analysis. Sport. Med. 48(3), 641–658 (2018)

15. De Aguiar, R.A., Lisbôa, F.D., Turnes, T., De Oliveira Cruz, R.S., Caputo, F.: The effects
of different training backgrounds on VO2 responses to all-out and supramaximal constant-
velocity running bouts. PLoS One 10(8) (2015)

16. Giandolini,M., et al.: Effect of the fatigue induced by a 110-km ultramarathon on tibial impact
acceleration and lower leg kinematics. PLoS One 11(3) (2016)

17. Hudgins, B., Scharfenberg, J., Triplett, N.T., McBride, J.M.: Relationship between jumping
ability and running performance in events of varying distance. J. Strength Cond. Res. 27(3),
563–567 (2013)

18. Ache-Dias, J., Dal Pupo, J., Dellagrana, R.A., Teixeira, A.S., Mochizuki, L., Moro, A.R.P.:
Effect of jump interval training on kinematics of the lower limbs and running economy. J.
Strength Cond. Res. 32(2), 416–422 (2018)

19. Lenhart, R., Thelen, D., Heiderscheit, B.: Hip muscle loads during running at various step
rates. J. Orthop. Sports Phys. Ther. 44(10), 766–774 (2014)

20. Vannatta, C.N., Kernozek, T.W., Gheidi, N.: Changes in gluteal muscle forces with alteration
of footstrike pattern during running. Gait Posture 58, 240–245 (2017)

21. Mucha, M.D., Caldwell, W., Schlueter, E.L., Walters, C., Hassen, A.: Hip abductor strength
and lower extremity running related injury in distance runners: a systematic review. J. Sci.
Med. Sport 20(4), 349–355 (2017)

22. Barton, C.J., Lack, S., Malliaras, P., Morrissey, D.: Gluteal muscle activity and patellofemoral
pain syndrome: a systematic review. Br. J. Sports Med. 47(4), 207–214 (2013)

23. Brund, R.B.K., Rasmussen, S., Nielsen, R.O., Kersting, U.G., Laessoe, U., Voigt, M.: The
association between eccentric hip abduction strength and hip and knee angular movements
in recreational male runners: An explorative study. Scand. J. Med. Sci. Sport. 28(2), 473–478
(2018)

24. Sundby, O.H., Gorelick, M.L.S.: Relationship between functional hamstring: quadriceps
ratios and running economy in highly trained and recreational female runners. J. Strength
Cond. Res. 28(8), 2214–2227 (2014)

https://doi.org/10.1007/978-3-319-29728-6_2


Energy Efficient Fill-Level Monitoring
for Recycling Glass Containers
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Abstract. Monitoring the fill levels of glass containers is important
for smart cities, to simultaneously save energy and traffic by prevent-
ing unneeded pick-up routes, and to support the circular economy by
ensuring that containers are always available for new recycling glass.
Here, we present a novel and highly energy-efficient method for reliable
monitoring of glass container fill levels. This was achieved by framing
the problem as a classification problem of the container fill state, and by
using a dataset consisting of over 100,000 accelerometer recordings from
106 different containers for training hybrid models that combine the best
aspects of deep learning and probabilistic inference. We propose the use
of hybrid models, via optimal sequential decision making based on a
probabilistic output of the deep neural network. With this approach, the
overall accuracy increases by more than 10% while preventing sudden
changes in state prediction. Finally, we have optimized the network effi-
ciency. For this purpose, we investigated four techniques of explainable
artificial intelligence methods for time series to investigate which feature
are important for classification. The final results show that this allows
for training a classification model of roughly comparable performance
by using only 5% of the input features, which leads to an additional
improvement of 97 % in terms of energy consumption of the smart sen-
sor.

Keywords: Condition monitoring · Smart city · Neural-probabilistic
learning · Explainable AI · Energy-efficient sensing

1 Introduction

The global city population has doubled in the last seventy years and currently
makes up almost half of the entire world’s inhabitants. Although the growth rate
has declined, it is estimated that the number of people in cities will continue to
rise in the next fifty years, reaching almost 60% of the world population in the
year 2070 [28]. One of the biggest challenges that come with such changes is
solid waste management (SWM). It is estimated, that global waste generation
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has increased by 70% in the last ten years, the majority of which was gener-
ated by high and upper-middle income societies [16]. SWM includes four main
components: sorting and collection, recycling, transportation, treatment and dis-
posal [21]. Among these, transportation represent 50% − 70% of the operational
costs [2], which makes optimization of this SWM component desirable. Addition-
ally, waste collection optimization reduces the greenhouse gas emissions incurred
during waste collection [21]. A prerequisite for collection optimization is reliable
information about the current fill level of containers. This problem is not easy
to solve; only a few methods for glass containers have been proposed, and fewer
yet are field-tested.

1.1 Waste Fill Level Detection Methods

A commonly applied approach for fill level monitoring is an ultrasonic sensor
attached to the top of a waste bin and a load sensor at the bottom of the bin
[9,20,22]. Even though ultrasonic sensors are used in the field, they have some
drawbacks as they need to be installed inside the container, which is hard to do
and can damage the container’s roof. Furthermore, they do not perform well in
a closed environment. In [7], the waste fill level is monitored by employing two
infrared (IR) sensors, one in the middle and one at the top of the container, and
a load sensor for measuring the weight of the waste. In our experience, IR sensors
have a problem of the laser being reflected because of glass causing unreliable
readings. Recently, data-based approaches have also emerged. In [4], the authors
used images of the waste bins to train a classifier to recognize if the bins are
empty, partially full, or full. A support vector machine (SVM) model was trained
and tested on 200 images, achieving very high accuracy. The authors in [24] have
analyzed the use of an accelerometer for the application of measuring a fill level
of the container via vibration produced usage of the container. In a range of
fill levels from 0 to 15%, they have shown that the peak frequencies computed
through the Fast Fourier Transform (FFT) of the recorded vibrations are a good
indicator of the fill level change, but a scalable algorithm that can be used in a
production environment could not be realized. Recordings from an accelerometer
were also employed in [30]. In this approach, the authors extract features using
available recordings and a physical model of vibrations. Then, fill levels are
clustered into three classes. However, this approach requires a vibration model,
which is specific to the container and would require additional experiments for
its derivation.

The task discussed in this paper can also be regarded as one of time-series
classification. In recent years, there has been increased research interest in this
topic, as it has many practical applications. The following subsection provides
an overview of state-of-the-art methods in this field.

1.2 Deep Learning Methods for Time-Series Classification

Most recent methods are based on deep neural network (DNN) architectures,
inspired by computer vision or natural language processing applications. For
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example, in [29], a fully convolutional network (FCN) is proposed, which extracts
features using three convolutional layers, each followed by a batch normaliza-
tion layer. Then, a global average pooling layer and a softmax output layer are
applied for classification. Parallel use of the long-short-term memory cell [13] and
an FCN model for feature extraction, proposed in [15], has shown an improve-
ment in results for both univariate and multivariate time series. In [12], the
authors present an ensemble of five DNN models, where the final prediction is
then computed as an average of the five model outputs, which decreases uncer-
tainty. However, as with previously described deep learning (DL) models, the
number of parameters is quite high and significant computing power is needed
to train the model. A computationally less costly approach called ROCKET was
proposed in [10]. Features extracted via a large number of convolutional kernels
are not learned but are randomly initialized. Then, logistic or ridge regression
is trained for classification. Nonetheless, as each kernel produces features, using
a large number of kernels, which is often needed, can still make the number of
trainable parameters of the classifier large. The evaluation of various techniques
for time series classification on univariate and multivariate time series datasets
[11], has shown that, given sufficient training data, the DL methods have supe-
rior performance in comparison to more classical machine learning techniques
that require heavy data prepossessing and feature engineering [23]. Besides that,
as shown in this paper, convolutional neural networks (CNN) in particular, can
learn features during optimization with, for modern standards, a small number
of parameters.

1.3 Explainable Artificial Intelligence Methods

In addition to designing novel systems for vibration-based fill level analysis in an
IoT context, our second contribution is analyzing the effectiveness of explainable
artificial intelligence (XAI) methods within such systems. Concretely, we eval-
uate the performance of these methods in finding the most important parts of
input features. In this way, we can apply XAI methods for dimension reduction
with the goal of designing an energy-efficient solution, through minimizing the
size of the network and the number of computations.

The main focus of XAI methods is interpreting the inference of an AI model
and computing attribution maps, which highlight the parts of input that are
most important for the model’s decision. For classification tasks, an attribution
map can be computed with respect to each classification output. It highlights
those features that contribute to selecting a particular class, represented by
that output. Most XAI methods were originally developed for computer vision
tasks, but have been employed in other areas, including time-series classification
[1,26]. For our analysis, we have applied and compared several known methods,
representing different approaches in XAI, as further described in Sect. 5.

In this paper, a hybrid neural/probabilistic method for classifying the fill
level of a glass container is proposed. Using vibration signals recorded by an
accelerometer as the input, a two-stage classification procedure is implemented.
In the first stage, a neural network, i.e. a CNN, is applied as a density estimator
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for the current fill level. The second stage uses dynamic programming for inte-
grating the past outputs of the network, to make the final decision. Although
trained on an imbalanced and imperfectly labeled dataset and having less than
5000 parameters, the classification model can perform accurate and reliable mon-
itoring of the container fill level in this manner. Subsequently, we consider dif-
ferent XAI methods for finding the most informative parts of the input. We find
that by applying the DeepLift method, only 5% percent of the original features
can be used for training a classification model, with a small performance drop
but a major impact on energy efficiency when implemented in an edge device.

The remainder of the paper is organized as follows: Sect. 2 describes the
methodology for data collection as well as the structure of the resulting dataset.
The considered feature types and the proposed classification method are intro-
duced in Sect. 3, while implementation details and results are given in Sect. 4.
Application and comparison of different XAI methods are described in Sect. 5,
before providing conclusions and an outlook on future work in Sect. 6.

2 Dataset Description

The vibration data was captured using the Z-Node sensor developed by the com-
pany Zolitron1. The sensor is a solar-powered Narrow-Band-Internet-of-Things
(NB-IoT) device with multiple types of sensors onboard, including a 3-axis
accelerometer.

Table 1. Dataset distribution

Fill level Training Data Test Data

0–9% 19,523 17.0% 1,302 14.4%

10–19% 16,052 14.0% 890 9.9%

20–29% 15,318 13.3% 1,072 11.9%

30–39% 13,143 11.4% 772 8.6%

40–49% 12,715 11.1% 839 9.3%

50–59% 11,090 9.7% 807 8.9%

60–69% 9,895 8.6% 789 8.8%

70–79% 7,407 6.4% 1,024 11.3%

80–89% 5,894 5.1% 706 7.8%

90–99% 3,877 3.4% 819 9.1%

Total 114,914 9,020

The containers used in the study were manufactured by Rhland2, and the
sensor was glued to the top of each container. When the vibration magnitude
1 www.zolitron.com.
2 www.ruehland.com.

www.zolitron.com
www.ruehland.com
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exceeds 0.2 g, the sensor wakes up from a deep sleep, and a measurement is
triggered. The accelerometer recorded a 640 ms long trace in X, Y, and Z axis,
which made 1, 920 samples in each recording.

The reference fill levels were collected by regularly sending an employee to
visually inspect and note the current fullness of each container. An additional
inspection was also conducted to estimate the uncertainty of human assessment.
Multiple annotators were asked to estimate the fill level of 24 different containers.
An analysis of their labels shows that the average inter-annotator-difference was
around 10%. This shows that the collected labels are not highly precise.

The dataset comprises the vibration data recorded from 106 glass contain-
ers. The training data includes recordings from 93 containers, while the data
from the remaining 13 containers are included in the test set. In total, there are
114, 914 traces in the training set and 9, 020 traces in the test set. Although this
is a relatively large dataset, it is also imbalanced, as shown in Table 1. This data
imbalance is specifically problematic for this task, as the reliable recognition of
high fill levels is of great practical importance. However, as described in Sect. 4.1,
we have successfully addressed this data scarcity issue in our optimization app-
roach.

3 Proposed Method

The primary goal of the proposed method is to monitor the fill level of the glass
container and reliably recognize two or three different levels of fullness. There
are three main classification steps: feature extraction, probabilistic classification,
and integration of the classifier output via dynamic programming. This approach
is adapted from our previous work on condition-monitoring for power converters,
see [19] for details.

3.1 Features

Two different feature types were used. The first, time-based-features, are formed
by first reshaping the recorded traces into a matrix where each row corresponds
to one vibration axis. Then, eight consecutive traces are averaged, finally forming
a two-dimensional vector with dimensions 3×640, where the three represents the
three axes and the 640 is the number of samples per trace. The second feature
type is frequency-based-features. These are formed by applying an FFT to the X,
Y, and Z axis of each trace, separately. Then, traces are arranged into a matrix,
with each row corresponding to the absolute value of the FFT of one axis. As
with time-based features, eight consecutive FFT s of traces are averaged. Finally,
this yields a two-dimensional matrix of shape 3×320. The averaging of the traces
is motivated by reducing the computational effort, as our experience has shown
that it does not affect the classifier performance.
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3.2 Probabilistic Classifier

A CNN-based classifier with a VGG architecture [27] was applied to obtain
density estimates for the discrete fill level. The fundamental block of this archi-
tecture consists of two or three convolutional layers, followed by a max-pooling
layer. Each convolutional layer consists of kernels with dimension 3× 3 and uses
the ReLU activation function. After applying several such blocks, the output
is flattened and passed first to a dense layer and finally to the output softmax
layer for density estimation. The advantage of stacking convolutional layers is
the increase of the effective receptive field while applying nonlinear rectification,
which makes the decision function more discriminating. In this work, the applied
architecture contained four blocks with two convolutional layers followed by a
max pooling layer, with a pooling size of 1 × 4. Each convolutional layer had
eight kernels. Additionally, in order to decrease the number of parameters, there
is no dense layer between the flattening and the softmax output layer, as this
has been shown not to improve the classification.

3.3 Finding the Best Fill Level via Dynamic Programming

Classifying the current fill level based only on the recently available measure-
ment is not sufficiently reliable, as there can be different external disturbances
that affect the quality of the recording. For example, recording of the vibration
might be affected by rain or nearby traffic. We, therefore, propose to improve
the decision-making process by integrating consecutive outputs of the classifier
via search through a lattice of possible container fill state sequences. We can
make this search computationally highly efficient via dynamic programming,
specifically choosing the Viterbi algorithm as our approach to search.

Principal Idea. In order to frame the search problem in a way that is
amenable to dynamic programming, we need to make some statistical inde-
pendence assumptions. This can be easily achieved by describing the evolution
of the container fill state (which is not directly observable in practice) in the
form of the Hidden Markov Model (HMM). This statistical model was designed
to deal specifically with cases like this, where an unobservable state needs to
be estimated across time. It makes two simplifying assumptions regarding the
sequential data that it describes:

– At each time-point, the observation is only dependent on the current model
state, but not on any previous states or observations.

– Model states evolve from time step to time step, according to a transition
matrix γ. The model state at time t+1 thus only depends on the model state
at time t, but not on any longer context, nor on observations.

Both model assumptions taken together, the first-order Markov model allows for
the application of simple dynamic programming algorithms in searching for an
optimal state sequence.
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Characteristics of HMMs. Having selected the HMM as our model, we then
need to learn the characteristics of our sequential data, which boils down to
estimating the parameters of an HMM. An HMM with N states is described by
three parameters: 1) prior probability - P0, of each state at the first time step,
2) transition matrix - γ, describing the probability of transition between states,
with γi,j denoting probability of transitioning from state i to state j, and 3)
emission distributions - p(ot|sn), describing how an observation ot is generated
in state sn.

Application to Fill State Classification. Our classification task, container
fill state classification across time, can be solved through inference in a hid-
den Markov model by considering recorded vibration data as observations and
different fill-level classes as the states of the HMM.

Parameters P0 and γ are learned during optimization, as described in the
following section. The emission distributions are computed using Bayes’ The-
orem: p(ot|st = j) = p(st=i|ot)p(ot)

p(st=j) ≈ p(st=i|ot)
p(st=j) , where the last approximation

is used since the term p(ot) is independent of the state. During test time, the
posterior distribution over the states—p(st = i|ot)—is obtained as the output
of the trained DNN, while the state probability p(st = j) is estimated based on
the frequency of that state in the training set.

After defining an HMM and estimating its parameters P0 and γ, given a
vector of T observations OT = { o1, o2, ..., oT }, we are interested in finding
that sequence of hidden states ST = { s1, s2, ..., sT }, which is most likely to
have generated this observation sequence. This problem is efficiently solved using
dynamic programming, in its specific instantiation of the Viterbi algorithm [8].
In the first step, the log-probabilities ωt,j of each of the N states are computed
for at every timesteps t = 1 . . . T . The obtained T × N matrix is then used to
find the most probable path of states by applying the back-tracking procedure.
The detailed sequence of computations is given in Algorithm 1.

Algorithm 1. Viterbi algorithm
T ← number of observations
N ← number of states
for t = 1..T do

for j = 1..N do
ωt,j ← log p(ot|st = j) + max

i=1..N
(wt−1,i + log γi,j)

end for
end for
sT ← arg max

i=1..N
(ωT,i)

for t = T − 1..1 do
st ← arg max

i=1..N
(ωt,i + log γi,st+1)

end for
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4 Evaluation and Results

Two classification tasks were considered. The first task was a two-state classifi-
cation where the first state included traces with fill level labels below 80%, with
the second state included traces corresponding to the remaining levels equal or
above 80%. The second task was a three-state classification, where the first state
was composed of traces corresponding to fill levels below 30%, the second state
included traces with labels between 30% and 70%, and the third state contained
traces labeled with fill levels above 70%.

4.1 Classifier Optimization and Implementation Details

The performance on both tasks was compared in cases with time and frequency-
based features. In all of test cases, the same classifier structure given in Sub-
sect. 3.2, was applied. For the two-state classification task, this yielded 4314
parameters in the case of time-based features and 4218 parameters in the case
of frequency-based features. For the three-state classification, there were 4387
network parameters when time-based features were used and 4243 parameters
for frequency-based features. As described in Subsect. 3.3, the Viterbi algorithm
was used to integrate the outputs of the classifier for obtaining the final con-
tainer state classification. The learnable parameters of the HMM are the initial
distribution of states P0 and the state transition matrix γ.

The training procedure consists of two parts. First, the neural network was
trained on the entire training dataset for four epochs, using a batch size of
64. Secondly, the parameters of the network were jointly optimized with the
parameters of the HMM, using backpropagation through the Viterbi algorithm,
for 10 more epochs. During the second part of the optimization, the network
input was fed by traces from each container separately in chronological order.
Alternatively, the parameters of the HMM could have been learned using the
Baum-Welch algorithm [6]. But as inference is efficiently implemented in the
form of the Viterbi algorithm, we decided instead to backpropagate through the
algorithm that is ultimately employed in our classification as well. The entire
training and test of the proposed method were implemented in the PyTorch
framework. The cross-entropy loss function was applied, where the imbalance of
the training set was addressed by weighting the loss depending on the classifier
decisions. If the classification is correct the weight is equal to one, but for different
misclassifications the loss is weighted according to a pre-defined weight matrix
W , with element Wi,j denoting the weight of misclassifying state i as state j. The
weights corresponding to misclassifying each class are considered to be the same.
In terms of the weight matrix this means that all of the off-diagonal elements in
each row are equal. The values of Wi,j were determined through a grid-search
of values ranging from 1 to 10, with step equal to 1. To learn the parameters,
we employed an Adam optimizer with a learning rate of 5 · 10−3 during the first
phase, and 10−3 during the second phase of optimization.
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Table 2. Confusion matrices of instant and Viterbi classification, for the two-state
classification task. s1 denotes fill levels below 80% with s2 covering the remaining fill
levels above 80%. Predicted states are denoted as ŝ1 and ŝ2

Time features FFT features

s1 s2 s1 s2

Instant classification ŝ1 82.2 17.8 87.2 12.7

ŝ2 18.8 81.2 12.0 88.0

Viterbi classification ŝ1 88.0 12.0 93.6 6.4

ŝ2 12.9 87.1 5.8 94.2

4.2 HMM Parameter Optimization

The parameters of the HMM were optimized, starting from different initial
points. For both classification tasks, the self-transition probabilities for each
state si denoted as - γi,i, were varied from 0.1 to 0.9, with a step size of 0.1.
The transition probabilities between different classes were set to (1 − γi,i) for
two-state classification and (1 − γi,i)/2, in the case of three-state classification.
Despite using a wide range of initial values, the HMM parameters always con-
verged to very similar final values.

Concretely, for the first classification task, the initial probabilities and tran-
sition matrix converged to:

P0 = [0.99, 0.01], γ =
[
0.96 0.04
0.02 0.98

]
.

For the three-state classification, the estimated HMM parameters were:

P0 = [0.99, 0.01, 0.0], γ =

⎡
⎣0.97 0.02 0.01

0.0 0.99 0.01
0.01 0.0 0.99

⎤
⎦ .

4.3 Results

In the following, we present and analyze the classification results of our suggested
approach, and compare it to the instant-classification baseline.

Two-State Classification. The results for the two-state classification are
shown in Table 2. The instant classification results show that both feature types
allow for classification accuracies above 80% for both classes. The frequency-
based features achieve better results, with an accuracy that is around 5% higher
than for the time-based features. From cross-temporal integration via the Viterbi
algorithm, the overall results improve significantly. The effect is similar in both
cases, so the frequency-based features still perform better, achieving an accuracy
above 90% for both classes.
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Fig. 1. True fill level (orange) and classification output (blue). Classification without
(left) and with (right) applying cross-temporal integration via the Viterbi algorithm
on the CNN outputs (Color figure online)

Three-Class Classification. Table 3 shows the results of the three-state clas-
sification. The frequency-based features again show better performance in com-
parison to the time-based features, although the difference is smaller than in the
case of the two-state classification. Application of the Viterbi algorithm for this
task again brings a notable improvement. For both feature types, the accuracy
increased by 10%, achieving a state recognition rate of over 80%. As can also
be seen, the overall accuracy decreases by around 9% in comparison to the two-
state classification. This comes as a consequence of having one more state and
of the fact that the classes are not well separated. Additionally, the sequential
decision-making of the Viterbi algorithm causes a slight decision latency, which
also affects accuracy, as illustrated in Fig. 1. However, this figure also reveals
information that is not obvious from the confusion matrix. The Viterbi algo-
rithm makes the classification much more reliable and allows clear recognition
of different states.

5 Application of XAI Methods

As mentioned above, a number of XAI methods have been applied for dimension
reduction. The first of these, Grad-CAM, falls into the class of backpropagation-
based XAI [25]. In this approach, the attribution map of a CNN layer is computed
as the weighted sum of all kernel activations in that layer. Each kernel activa-
tion is given a weight proportional to the average gradient of kernel activations
with respect to the desired output. Most commonly as well as in this paper,
the attribution map is computed only for the last convolutional layer and then
upsampled to the size of the input.
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Table 3. Confusion matrices of instant and Viterbi classification for the three-class
classification task. s1, s2 and s3 denote the fill levels below 30%, between 30% and
70%, and above 70%, respectively. Predicted states are denoted as ŝ1, ŝ2 and ŝ3

Time features FFT features

s1 s2 s3 s1 s2 s3

Instant classification ŝ1 73.2 23.5 2.3 75.8 22.9 1.2

ŝ2 14.9 70.3 13.8 13.6 73.1 13.3

ŝ3 2.3 24.8 72.9 1.9 22.2 75.9

Viterbi classification ŝ1 83.4 16.4 0.2 85.6 14.4 0.0

ŝ2 13.4 80.0 6.6 8.3 83.7 8.0

ŝ3 1.0 15.3 83.7 0.9 14.1 85.0

As a second XAI method, we consider Layer-wise relevance propagation
(LRP) [5]. After propagating the input through the entire forward path of the
network, LRP computes a relevance score of each neuron. The relevance of the
neurons in the last layer is set to their output value. Then, a backward pass is
performed and the relevance of each neuron is redistributed to the neurons in
the previous layer, according to the strength of their connection. The final attri-
bution map is then equal to the relevance of the input layer. A similar approach,
DeepLift, was proposed in [3]. Here, the attribution of each neuron is equal to the
difference between the unit activation when the current and the reference input
are propagated. Depending on the application, a reference input denotes a neu-
tral, non-informative input. Finally, the gradient SHAP (GSHAP) [18] technique
is used. Firstly, a modified input is created by adding noise to the given network
input. Then the applied input is randomly selected from a linear path between
a reference value and the changed input. This is repeated for multiple samples.
The attribution of a feature is then approximated by multiplying the expected
size of the gradient with respect to that feature and the difference between the
current and reference input. Additionally, a Random strategy is used as a sim-
ple and uninformed baseline, which randomly selects features as important. An
implementation of all these XAI methods is available in the PyTorch-compatible
Captum library [17], which is employed in all XAI experiments described below.

5.1 Feature Selection

XAI methods are mostly developed for image analysis, where attribution maps
help discover pixel areas that are important for classification. Since the structure
of the considered data is different, the procedure for selecting the most important
features was modified. Firstly, attribution maps were computed for the entire
training dataset. Then, the relevance score of features is summed column-wise,
and a pre-determined percentage of the most important points are selected. In
the time domain, this corresponded to selecting the most important time points,
while in the frequency domain, it corresponds to selecting the most important
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Table 4. Comparison of performance for models trained on 5% of the most important
features, selected with various XAI methods. The results are shown as accuracy (in %)
of instant classification for the three-class classification task

Original GradCAM LRP DeepLIFT GSHAP Random

Time features 72.1 48.4 50.3 49.9 51.5 42.6

FFT features 74.9 40.6 67.5 71.1 68.2 38.6

frequencies. For computing reference input, it was found, that the best choice
for a non-informative value of a feature was zero, for both types of features.

5.2 Training Classifiers After Feature Selection

To compare the efficacy of the considered XAI methods, the classification model
is retrained using only the most important features (selected according to all
above attribution approaches). We keep the top 5% percent of both feature
types for three-state classification task and analyze the resulting performance.
The classification results are shown in Table 4. In the case of time-based features,
the application of XAI methods yielded similar results. In the case of all four
methods, the accuracy is around 50%, which still proved better than randomly
choosing which features to keep. The selected frequency-based features showed a
much better performance, except in the case of GradCAM. Training on features
chosen by DeepLift showed the best performance, as the accuracy drop is only
3%, without 95% of the original features. The performance of using LRP and
GSHAP is on a similar level, retaining a relatively small accuracy drop.

Table 5. Comparison of different models performance on the Z-Node sensor, for the
three-class classification task. Classification results are shown as accuracy (in %)

Full model Full quant. XAI model XAI quant.

Energy cons. (mJ) 57.4 6.6 3.3 1.5

Inference time (s) 3.5 0.4 0.2 0.1

Instant classification 74.9 74.8 71.2 71.0

Viterbi classification 85.8 85.5 81.6 81.2

5.3 Energy Efficiency Improvements

The effect of input dimension reduction on the energy efficacy was tested on the
Z-Node sensor. The performance of the full model, which uses all of the extracted
FFT features as inputs was compared with the one of the model using only 5%
of the most important features, selected via the DeepLift method. Before imple-
mentation on the sensor, trained models were transformed into the appropriate
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format. The first step in this process is to convert models from the PyTorch to
the TensorFlow (TF) format using the ONNX library [14] for Python. Then, the
model is converted to TensorFlow Lite (TFLite) format to be ready for deploy-
ment on the sensor. Two different versions of each model were implemented
and tested on the sensor. The first version is produced as a plain conversion
to TFLite. In the second version, quantization of the network parameters was
additionally applied during the model conversion. This means that instead of
storing network parameters as 32-bit float values, activations of the network
were quantized to 16-bit integer values while weights were quantized to 8-bit
integer values. To evaluate the four models, the test data was processed and
classified for the three-class classification task. Since the data processing is the
same for all models, the energy consumption was compared only for the inference
part. Table 5 shows the overall results, including energy consumption per infer-
ence, average inference time per input, and classification accuracy for the tested
models. For the case of the full model, the quantization preservers model per-
formance, while allowing for almost 90% of decrease in energy consumption and
inference time. Using the XAI model decreases energy consumption and infer-
ence time by 50% in comparison to the quantized full model, with a performance
drop of around 4%. Finally, the quantized XAI model keeps the performance of
the non-quantized XAI model with further computing resource optimization. In
comparison with the full model, the quantized XAI model achieves a 4% lower
classification accuracy but allows a drastic, 97% decrease in energy consumption
and inference time.

6 Conclusion

We have presented a novel method for determining the fill level of recycling
glass containers. Recordings from an accelerometer were used to optimize the
parameters of a CNN-based instantaneous classifier. To integrate information
across time in a statistically sound and learnable manner, the filling process of the
container was modeled as an HMM, which allowed the application of the Viterbi
algorithm to improve the decision-making process. Training and testing were
conducted on real-world data collected from 106 glass containers. The results
show that a model with less than 5000 parameters, using FFT-based features,
can achieve over 90% accuracy for two-state classification and 85% accuracy for
three-state classification.

For optimization of energy consumption, we also compared XAI methods in
their capability of identifying the most informative features. A new model was
trained using only 5% of the original features selected by the DeepLift method,
at an accuracy that is only 4% lower than that of the original model. On our IoT
hardware, the Z-Node sensor, combining XAI methods with parameter quanti-
zation resulted in a reduced model with comparable classification performance
using just 3% of computational resources of the full model.
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Abstract. Currently, the use of biometric sensors in physical activity has received
considerable interest from academics and industry. Biometric sensors such as heart
rate monitors, accelerometers and GPS trackers will provide immediate data on
physiological responses, movement patterns and performance metrics. This paper
intends to examine the impact of biometric sensors concerning physical training
and analyze its use, benefits, and challenges. In addition, the paper discusses the
potential of biometric sensors to optimize trainingmethods, improve performance,
prevent injuries, and personalize training programs, addressing challenges of data
interpretation, privacy concerns, and barriers a it deals with redemption. By ana-
lyzing previous research and case studies, this paper provides valuable insights into
the use of biometric sensors in physical training and highlights future directions
for research and development.

Keywords: Biometric sensors · Physical training · Performance optimization ·
Injury prevention · Personalization

1 Introduction

Biometric sensors incorporated into physical training in recent years havehelped athletes,
fitness enthusiasts and coaches monitor and optimize their performance [1]. Biometric
sensors encompassing heart rate monitors, accelerometers, GPS trackers, and motion
sensors serve to furnish instantaneous data on different physiological and biomechanical
parameters in the course of exercising and engaging in physical activity. [2, 3]. This
paper intends to examine the impact of biometric sensors concerning physical training
and analyze its use, benefits, and challenges.

Biometric sensors have emerged as valuable tools in the fitness industry, providing
detailed physiological responses to exercise and movement [1, 4]. These sensors enable
the measurement and analysis of biometric data points, such as heart rate, oxygen con-
sumption, number of steps, speed, distance, muscle activity [4]. By capturing these data
points, biometric sensors will provide a more complete understanding of an individual’s
physiological and biomechanical states during training [5].

Biometric sensors have the ability to provide objective information in real-time,
allowing athletes, trainers and coaches, tomake themost appropriate decisions regarding
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training intensity, techniques and strategies. Biometric sensors possess the ability to
optimize training strategies, enhance athletic performance, mitigate the risk of injuries,
and personalize training programs to individual needs. The usage of biometric sensors in
revolutionizingbodily activity has sparked interest amongvarious stakeholders, inclusive
of researchers, specialists, and engineers [6].

The primary goal of this paper is to furnish a complete assessment of the effect on
exerted through biometric sensors on physical training. This work attempts to investigate
the application of biometric sensors in physical training by conducting an analysis of
literature, and research findings. Specifically, the aim is to explore the advantages and
benefits, and challenges of integrating biometric sensors into physical training.

In addition, this paper will discuss data interpretation, privacy concerns and adoption
barriers arising from biometric sensor integration.

2 Biometric Sensors

Biometric sensors have received huge prominence in the realm of physical training,
revolutionizing themanner athletes, fitness enthusiasts, and trainers monitor and analyze
numerous physiological and biomechanical parameters during exercise and physical [7].
This section offers an assessment of the common biometric sensors utilized in physical
training, the sorts of statistics they acquire, and the advantages they provide.

There are various types of biometric sensors utilized in physical education that cap-
ture special components of physiological and biomechanical statistics. Figure 1 and
Table 1 provide an overview of commonly used biometric sensors in physical training
[8, 9, 10, 11].

Fig. 1. Physical training biometric sensors.
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Table 1. Physical training biometric sensors.

Sensor Description

Heart Rate Monitors Heart rate monitors measure the electrical signals
produced by the heart. They can be worn as chest straps or
wristbands and utilize either contact-based electrodes or
optical sensors to measure heart rate. Heart rate monitors
provide real-time feedback on heart rate and heart rate
variability, which can help monitor exercise intensity,
track cardiovascular fitness, and assess recovery

Accelerometers Accelerometers are motion sensors that measure
acceleration and movement in multiple directions. They
are often found in wearable devices like fitness trackers
and smart watches. Accelerometers track changes in
velocity, direction, and amplitude of movement, providing
data on steps taken, distance traveled, and even estimating
calorie expenditure. These sensors are useful for
monitoring activity levels and analyzing overall
movement patterns

GPS Trackers GPS (Global Positioning System) trackers utilize satellite
signals to determine geographical location and movement
speed. They are commonly used in outdoor activities and
sports to track routes, analyze pace, and measure
distances covered. GPS trackers provide accurate data on
speed, elevation, and geographic coordinates, enabling
athletes to monitor their performance in real-time and
analyze their training sessions afterward

Motion Sensors Motion sensors, such as gyroscopes and inertial
measurement units (IMUs), capture movement patterns,
orientation, and changes in position. Gyroscopes measure
rotational movement, while IMUs combine
accelerometers, gyroscopes, and magnetometers to
provide comprehensive motion sensing capabilities. These
sensors are particularly useful in analyzing biomechanics,
assessing technique, and monitoring joint angles and body
positioning during exercises. Motion sensors can help
identify movement errors, detect asymmetries, and guide
athletes in improving their form and efficiency

(continued)
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Table 1. (continued)

Sensor Description

Force Plates Force plates are specialized sensors embedded in the
ground or platforms that measure ground reaction forces
during movements like jumping, landing, and running.
They can quantify variables such as ground contact time,
vertical force, and weight distribution. Force plates
provide valuable insights into biomechanical parameters,
such as power output, balance, and symmetry, allowing
trainers and coaches to assess movement quality, identify
potential injury risks, and optimize performance

EMG (Electromyography) Sensors EMG sensors measure electrical activity in muscles. They
detect and record the electrical signals generated by
muscle contractions during exercise. EMG sensors help
assess muscle activation patterns, muscle imbalances, and
muscular fatigue. By monitoring muscle activity, trainers
can optimize training techniques, improve muscle
recruitment, and prevent overuse injuries

3 Applications of Biometric Sensors

Biometric sensors have observed numerous applications in physical training, provid-
ing precious insights into a character’s physiological responses, movement patterns,
and performance metrics. By utilizing the data collected from biometric sensors, ath-
letes, trainers, and coaches can optimize training methodologies, enhance performance,
prevent injuries, and personalize training programs [5, 12, 13] (see Fig. 2).

The applications of biometric sensors in physical training are tremendous and pro-
ceed to extend as technology advances. By leveraging the data given by these sensors,
athletes and trainers can optimize their training strategies, upgrade execution, enhance
performance, reduce the risk of injuries, and personalize preparing programs to meet
personal needs. The integration of biometric sensors in physical training has revolution-
ized the way athletes plan, prepare, and perform, driving progressed results and a more
productive and compelling training process.

Biometric sensors play a critical function in optimizing training methods by way of
providing real-time feedback and goal measurements. For example, heart rate monitors
allow athletes to monitor their heart rate zones, assisting to manipulate their heart rate
during training. Accelerometers and GPS trackers allow athletes to track their velocity,
distance, and pace, permitting them to adjust training volume and intensity based totally
on specific performance goals.With the use of those sensors running trainers and coaches
can layout and modify training programs to gain the desired consequences results.
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Fig. 2. Biometric applications insights.

Biometric sensors provide real-time feedback on performance metrics, allowing ath-
letes to make instant adjustments during training [3]. For example, motion sensors pro-
vide real-time information about movement and joint angles, helping athletes optimize
their technique and movements. Heart rate monitors allow athletes to measure their
effort, ensuring that they are training in their target areas for maximum performance.
With instant feedback from biometric sensors, athletes can make timely adjustments to
their physiology, movement and overall performance to improve results [5, 13].

Biometric sensors help in injury prevention and risk management by providing
insights into movement quality, imbalances, and excessive strains on the body. For
example, motion sensors can detect abnormalities in the movement patterns or joints
angles, and identify areas of potential injury risk [5]. Force plates provide valuable
information about the forces acting on the ground, helping to identify imbalances and
abnormal mechanical movements that can lead to overuse injuries. Analyzing data col-
lected from biometric sensors, trainers and coaches can implement corrective exercises,
adjust training loads, and modify strategies to reduce injury risk [13, 14].

Biometric sensors permit the personalization of training programswith the aid of cap-
turing individual data and adapting training plans as needed. By analyzing an individual’s
physiological and biomechanical responses, trainers can identify strengths, weaknesses,
and regions for improvement. Heart rate monitors, accelerometers, and movement sen-
sors provide precious statistics thatmaybeused to increase customized trainingprograms
that deal with an individual’s abilities, allowing effective progress and better results.

Specific biometric sensors may be used individually or combined, congregating
comprehensive data on an athlete’s physiological and biomechanical responses. The
integration of more than one sensor affords a greater holistic understanding of individual
performance, allowing better decision-making and personalized training program.

Biometric sensors gather a huge range of data associated with an individual phys-
iological response, biomechanics, and environmental elements. Figure 3 and Table 2
highlight some types of data collected [15, 16, 17].
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Fig. 3. Biometric sensors data collected types.

Table 2. Biometric sensors data collected types.

Type Description

Heart rate Provides insights into cardiovascular intensity, recovery, and overall
fitness levels

Oxygen consumption Reflects the body’s energy expenditure and aerobic capacity during
exercise

Step counts Tracks the number of steps taken, which is used to estimate distance
traveled and overall activity levels

Speed and pace Measures the rate at which an individual is moving, aiding in
performance analysis and goal setting

Distance Calculates the total distance covered during an activity or training
session

Elevation Determines changes in altitude, which is crucial for activities like
hiking, trail running, or cycling

Body posture and form Assesses movement patterns, body alignment, and technique during
exercises and sports-specific movements

The integration of biometric sensors in physical training offers several advantages:
real-time feedback; objective monitoring; performance analysis; training optimization;
injury prevention; and personalized training programs [16, 18] (Table 3).
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Table 3. Advantages of the integration of biometric sensors in physical training.

Advantage Description

Real-time feedback Biometric sensors provide immediate feedback on key
parameters, allowing individuals to make adjustments and
optimize their training in real-time

Objective monitoring Biometric sensors offer objective measurements, reducing
reliance on subjective perceptions and enhancing accuracy in
assessing performance and progress

Performance analysis Biometric data collected over time allows for in-depth
performance analysis, identifying strengths, weaknesses, and
areas for improvement

Training optimization Biometric sensors help optimize training methodologies by
providing insights into training intensity, recovery, and
adaptation

Injury prevention By monitoring biomechanics and detecting unusual patterns,
biometric sensors can help identify and prevent potential
injuries caused by improper form or excessive strain

Personalized training programs Biometric data facilitates the development of personalized
training programs tailored to individual needs, goals, and
capabilities

The integration of biometric sensors in physical training empowers individuals
to monitor, analyze, and optimize their performance, enabling more effective and
personalized training experiences.

4 Benefits of Biometric Sensor Integration

The integration of biometric sensors in physical training brings about numerous benefits
for athletes, trainers, and coaches. By leveraging the data collected from these sensors,
individuals can gain valuable insights into their physiological responses, movement
patterns, and performance metrics.

This section outlines the key benefits of integrating biometric sensors in physi-
cal training highlighting: real-time monitoring and feedback; objective measurements
and data-driven decisions; enhanced training efficiency and optimization; personal-
ized training programs; injury prevention and risk management; and motivation and
accountability.

The real-time monitoring and feedback provided by biometric sensors, enable ath-
letes to make immediate adjustments during training sessions [3, 19]. For example, heart
ratemonitors allow athletes tomonitor their heart rate zones, ensuring they are training at
the desired intensity levels for optimal performance. Accelerometers andmotion sensors
provide instant feedback on movement patterns and technique, helping athlete’s correct
form and improve efficiency. Real-time monitoring and feedback enhance performance
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by enabling athletes to maintain appropriate intensity, optimize technique, and make
necessary adjustments on the spot.

Biometric sensors offer objective measurements of physiological and biomechanical
parameters, eliminating subjective interpretations. This objective data allows for more
accurate assessments of progress, performance, and training effectiveness. Athletes,
trainers, and coaches can rely on the quantifiable data from biometric sensors to set
goals, track improvements, andmake data-driven decisions [3]. Objectivemeasurements
provide a solid foundation for evaluating performance, optimizing training protocols,
and identifying areas for improvement [20].

The integration of biometric sensors allows for enhanced training efficiency and
optimization. By monitoring biometric data, trainers can identify patterns, trends, and
performance indicators to tailor training programs more effectively. Heart rate monitors,
accelerometers, and GPS trackers help optimize training volume, intensity, and recov-
ery periods based on individual responses and goals. This leads to improved training
efficiency, better adaptation, and enhanced overall performance outcomes [21, 22].

Biometric sensors enable the development of personalized training programs based
on individual data. Trainers and coaches, based on the results of the athletes’ physiolog-
ical and biomechanical data, can adjust individual training programs appropriate to the
needs, strengths andweaknesses of the athletes.. Personalization enhances training effec-
tiveness, reduces the risk of overtraining or undertraining, and maximizes performance
gains [3].

The role of biometric sensors are crucial in injury prevention and risk management.
By monitoring movement patterns, joint angles, and ground reaction forces, trainers
can identify potential imbalances, faulty mechanics, or excessive stress that may lead
to injuries. With this information, appropriate interventions can be implemented, such
as corrective exercises, technique modifications, and targeted strength and conditioning
programs. Biometric sensors facilitate proactive injury prevention strategies, allowing
athletes to train safely and minimize the risk of sports-related injuries [23].

Biometric sensors can enhance motivation and accountability by providing tangible
data on progress and performance. Athletes can track their improvements over time,
set goals, and celebrate milestones based on objective measurements. The availability
of real-time data and feedback keeps athletes engaged and motivated, driving them to
achieve their full potential. Additionally, the use of biometric sensors promotes account-
ability as athletes can objectively assess their efforts, adherence to training plans, and
the impact of lifestyle factors on their performance [24].

The integration of biometric sensors in physical training offers numerous benefits
that optimize performance, enhance training efficiency, and reduce the risk of injuries.
Real-time monitoring, objective measurements, personalized training programs, and
motivation-driven feedback empower athletes and trainers to make informed decisions,
maximize their training outcomes, and achieve peak performance levels [21, 22, 24].

5 Challenges and Limitations

While the integration of biometric sensors in physical training brings numerous benefits,
there are also several challenges and limitations that need to be considered.
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Factors such as sensor calibration, sensor placement, signal interference, and varia-
tions in individual physiology can affect data accuracy. It is crucial to validate the accu-
racy and reliability of biometric sensors to ensure that the data collected is consistent
and can be relied upon for making informed decisions [25].

Another challenge is the compatibility and integration of different biometric sensors
and their associated technologies. Integrating multiple sensors into a cohesive system
may require complex data synchronization and interoperability between different sen-
sor devices and software platforms. Standardization of data formats and protocols is
necessary to facilitate seamless integration and data exchange across different sensor
technologies [26].

Biometric sensors capture sensitive personal data, including physiological and
biomechanical information. This raises concerns regarding privacy and data security.
Adequate measures must be applied to protect the privacy and confidentiality of indi-
vidual biometric data. Encryption, secure data storage, and data protection regulations
are essential to maintain the privacy and safety of the collected data These advance-
ments are poised to augment the precision, efficacy, and influence of biometric sen-
sors toward enhancing athletic performance, optimizing training methodologies, and
promoting holistic health and well-being [27].

Cost and accessibility can be limiting factors when considering the adoption of bio-
metric sensors. Some high-end biometric sensor technologies can be expensive, mak-
ing them inaccessible for certain individuals or organizations with limited resources.
Cost-effective solutions and advancements in technology are needed to ensure broader
accessibility and affordability of biometric sensors in physical training settings.

Ethical considerations related to data usage, consent, and the potential for misuse of
biometric information must be addressed [28]. Clear guidelines and ethical frameworks
should be established to ensure responsible and ethical use of biometric sensor data.
Athletes’ informed consent should be obtained, and data usage should be transparently
communicated to maintain trust and uphold ethical standards.

It is important to acknowledge and address these challenges and limitations to fully
harness the potential of biometric sensors in physical training.

6 Conclusions

The adoption of biometric sensors in the realm of physical training has brought about a
transformation in the methodology employed by athletes and their trainers to oversee,
assess, and enhance performance. The current study delves into the influence of imple-
menting biometric sensors in physical exercise by analyzing their various applications,
advantages, obstacles, and prospects for future research.

The implementation of biometric sensors provides a noteworthy understanding of the
physiological reactions, movement sequences, and performance measures of athletes,
effectively supporting trainers in their capacity to utilize data-centric strategies and con-
struct customized training regimens. The application of biometric sensors has exhibited
remarkable benefits, such as improved management of training load, optimization of
techniques, prevention of injuries, and enhancement of performance.

Notwithstanding, a multitude of obstacles and restrictions necessitate resolution in
order to optimally employ biometric sensors to their fullest capacity. The successful
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implementation of data-driven technologies necessitates the meticulous consideration
and scrutiny of various factors, such as data accuracy and reliability, sensor compatibility
and integration, data management and interpretation, privacy and data security, user
acceptance and comfort, cost and accessibility, and ethical considerations.

Anticipating the future, the potential of sensor technology, amalgamation with artifi-
cial intelligence andmachine learning algorithms, virtual and augmented reality, longitu-
dinal tracking, andmerger with wearable technology and smart devices presents a highly
advantageous prospect for the area of physical training. These advances will make it pos-
sible to increase the accuracy and effectiveness of biometric sensors, enabling the opti-
mization of trainingmethodologies and the consequent improvement in the performance
of athletes, and the promotion of health and well-being.

The use of biometric sensors in training has revolutionized and continues to revo-
lutionize the way athletes commit to training, through the assessment of their progress
and consequent improvement in their performance.

The data collected from the biometric sensors are fundamental for the adequate
decision making, which is base for the adaptation of the training protocols aligned with
the individual needs of athletes, and consequent improvement in performance.

Through ongoing research, technological innovations, and scrupulous ethical con-
siderations, the incorporation of biometric sensors is poised to play an increasingly
influential role in the landscape of physical training, enabling athletes to scale previously
unattainable heights of achievement and attain their optimal capacity.
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Abstract. Currently, the convergence of hardware and software is aimed at future
smart cities through the use of the Internet of Things, which will need to bring
together various technologies, and where television has great potential to remotely
control domestic objects and indicate detailed information about them. This tech-
nological development in all productive sectors, especially agriculture, can be
taken to a higher level through the automation of processes, by generating detailed
information in real time for decision making. This work proposes an automatic
mechanism for the development of applications focused on the SmartAgro domain
through the use of a metamodel, graphical DSL and source code generation. For
the verification of the operation, a system test scenario has been implemented
based on the monitoring of a home orchard.

Keywords: – Web of Things · Domain Specific Leanguage ·Metamodel · Smart
Agro · Digital Terrestrial Television

1 Introduction

The technological transition resulting from the advent of Industry 4 uses technologies
such as WoT to achieve the integration of information obtained from sensors and actua-
tors that are integrated in very diverse fields such as transportation, industry, education,
agriculture, among others (Efeagro, 2020). In this context, MDE (Model Driven Engi-
neering) can be useful to achieve convergence between heterogeneous technologies. The
Smart Agro concept proposes the use of low-cost power consumption devices and the use
of the Web of things for the standardization of services so that the system is compatible
with other projects.

The following work proposes the design of a graphical DSL for which we propose: a
metamodel that complies with the abstract syntax according to the interactivity charac-
teristics of DTT (Carvalho, 2007) together with WoT, a graphical editor consisting of a
canvas and tool palette, finally a model to text transformation engine in order to generate
software artifacts for DTT, web services and arduino. In summary, model-driven engi-
neering (MDE) is a useful methodology for the development of IoT applications in smart
agro. These mode-los capture the different aspects of the system and allow abstracting
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its complexity. In the context of smart agro, models can represent IoT devices, sensors,
actuators, business rules and other relevant elements.

M2T, on the other hand, is a technique used in DEM to automatically generate code
(Ciccozzi, 2017), documentation or other artifacts from the models. In the case of IoT
applications in smart agro, M2T can be used to generate the source code that implements
the specific functionality of IoT devices and their interaction with backend systems.

This paper presents sections such as the work previously done where a bibliometric
analysis is performed in order to obtain current information on the topics related to
the project. In the design stage, the general architecture of the project is presented.
The implementation stage details the process of creating the graphic editor and code
generation based on the design architecture. In the functional tests section, the usability,
load and function point tests to which the system was subjected are detailed. Finally,
conclusions and future work are presented to present the results of the research.

2 Architecture Design

TheDSL consists of a metamodel, a graphical editor and amodel-to-text transformation.
These are in accordance with the system architecture as follows: For the system called
IoTV focused on Smart Agro, the orchestrator has been arranged as the backbone which
handles requests and requests from sensors and actuators, which are managed by the
controller. It also allows the operation of the web service based on REST services. With
this architecture, it opens the way to the inclusion of the Digital Terrestrial Television
domain, especially to the creation of remote interactive applications (Fig. 1).

Fig. 1. Proposed system architecture
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For the abstraction of the characteristics corresponding to the DTT, the Ginga mid-
dleware is considered, with which templates are defined for the user interface. These
templates facilitate the design of interactive applications, allowing to establish different
multimedia resources and modifying their dimension and position parameters. For the
modeling of the API Rest, the host and port are considered, to make HTTP requests
from the required resources. In the case of the Database, it allows to file data in separate
tables, one for sensors in an incremental way with established measurement parameters
for Smart Agro such as: temperature, humidity (environmental), lighting and moisture,
which is the soil moisture; and another for actuators, which in this case should consist of
tables corresponding to LED, irrigation and fan, which should store their states, being
these: ON or OFF, these states are updated and are not stored in an incremental way.

The orchestrator establishes controls the interaction between the DTT and the hard-
ware elements under threshold values defined by the user. The actions that the orches-
trator performs are set by the specifier. The hardware must be connected via Wi-Fi
to the Internet, must be able to read analog and digital data, and must be low power
consumption devices so that they can be powered by a portable power supply.

2.1 Metamodel

For the construction of the metamodel, several modules that describe the parameters
of each element are considered in the metamodel (Fig. 2): (a) Controller, is a parent
class that has attributes to establish communication to the Internet and the entire system;
(b) Sensors, this parent class is composed of a denoted attribute name of EString type
to identify the sensors to be used in the systems, in addition three daughter classes
have been established depending on the types of sensors compatible with the controllers
used in the system. The first daughter class is called dht and corresponds to the digital
sensor dht11 which can deliver both the measurement of temperature and humidity, also
details an atribute called pin EString type which defines the pin through which it will be
connected to the controller. The second daughter class called senanalogic corresponds
to the analog type sensors. The third child class called sendigital corresponds to the
digital type sensors, it has similar attributes to those of the senanalogic class with the
difference that the pin to be used must be of digital type. The parent class Actuators has
a child class called actdigital with name attribute type of option typeactuator to identify
the actuators (led, fan, irrigation) that can be used within the system. For the REST
services the class apirest has been defined with attributes host, port to connect to the
web server that contains this service and the parameter textotal to identify the maximum
number of crops to interact within the DTT application. The parent class called Tdt in
which the name of the device and the programming (video) to be played will be defined
by means of the attributes name and program correspondingly. Once the parent class
is defined, the subclass called App is defined to establish the background that will host
the other elements of the DTT with attributes such as name to identify the application,
background to establish an image that will be superimposed on the current programming,
the extension of the image must be established (jpg or png), the remaining attributes are
to position and delimit the background. Child classes are also obtained that co-

Respond to the different buttons and elements (text, image and video) that can be
visualized through their action, an abstract class calledButtons is defined,which contains
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Fig. 2. Metamodel of the architecture of the proposed system
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attributes for the configuration of the buttons. Among themain ones are label to define the
labels, labelsizebot to define the size of the labels and the remainingparameters determine
the position and size. The Img class allows inserting images, the path attribute defines the
name of the image to be displayed. While the Video class allows inserting.mp4 format
videos only by defining the file name inside the path attribute.

2.2 Transformación Modelo a Texto

The Acceleo tool has been chosen as the code generation engine because it allows to
establish a general-purpose language to describe the behavior and functionality of each
component of the system, and also because it allows to access the characteristics of the
graphical model designed with Sirius.

For the creation of the files corresponding to the controllers, the “for” function allows
the creation of the code of the n elements belonging to the controller class while the
“if” function allows the code to be generated from the existence of a specific controller
(MKR 1010, ESP8266 or OPLA IoT).

In the following lines of code, the variables that will occupy each sensor and actuator
directly related to each type of controller are established, bymeans of the “for” statement
the classes defined for sensors or actuators are accessed and according to their type the
name corresponding to the attribute name and pin defined as attributes in the metamodel
are assigned as a variable. Under the same logic, the subscriptions of these variables to
the MQTT server are created.

[for (tiposen : senanalogico | cont. conttosen)]
[if (tiposen.tipo.toString() = 'iluminacion' )]
int [tiposen.name/];
int const [tiposen.name/]pin=[tiposen.pin/];
[for (tipoact : actdigital | cont.conttoact))
[if (tipoact.tipo.toString() = 'led' )]
int [tipoact.name/];
const int [tipoact.name/]pin=[tiposact.pin/];
[for (tipoact : actdigital | cont.conttoact))
[if (tipoact.tipo.toString() = 'led' )]
client.subscribe("jardin/[tipoact.name/]"); 
[/if]
[if (tipoact.tipo.toString() = 'ventilador' )]
client.subscribe("jardin/[tipoact.name/]"); 
[/if]
[if (tipoact.tipo.toString() = 'riego' )]
client.subscribe("jardin/[tipoact.name/]"); 
[/if]
[/for]

Defining the above logic, which is based on the sweep of elements and comparison
with each type of sensor or actuator, we can see in the following lines of code, the general
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codes for reading data from the physical quantities and change of state on the actuator
pins.

[for (tiposen : senanalogico | cont. conttosen)]
[if (tiposen.tipo.toString() = 'humedad')]
//read humidity value
int [tiposen.name/]aux = analogRead([tiposen.name/]pin);
[tiposen.name/]aux1 = [tiposen.name/]aux * ((3.3 / 1023.0) * 100);
client.publish("jardin/[tiposen.name/]", [tiposen.name/]aux1);
[/if]
[/for]
[for (tipoact : actdigital | cont.conttoact)]
[if (tipoact.tipo.toString()='led')]
if(topic=="jardin/[tipoact.name/]"){ 

Serial.print("[tipoact.name/]: ");
if(messageTemp == "true"){

        digitalWrite([tipoact.name/], HIGH);
Serial.print("On");

} 
else if(messageTemp == "false"){

        digitalWrite([tipoact.name/], LOW);
Serial.print("Off");

} 
 } 

For the generation of the database files as shown in the following code lines, the
existence of the created element is verified in the graphic editor and the databases are
created with the name according to the assigned class (sensors or actuators), each table
within the databases will be created with the name of the attribute name of the sensors
or actuators and two columns will be defined with initial data 1 (id) and 0 (value of the
sensor magnitude or actuator status).

[for (auxbd : basedatos | a.sisttobd)]
[if (auxbd.tipo.toString()='sensores')] 

    [file ('basedatos/'.concat('sensores.sql'), false)]
CREATE TABLE [tiposen.name/]hum`    (

`id` int(11) NOT NULL,
    `dato` float DEFAULT NULL
)   Engine = InnoDB DEFAULT CHARSET = utf8mb4;
INSERT INTO `[tiposen.name/]hum` (`id`, `dato`) VALUES (1, 0);

After creating the “.ncl” file, it is also necessary to generate the “. Lua” file that will
contain the script to perform the remote connection with the web server, for this purpose
it is first verified that the remote text element is defined within the DTT app, then the
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attributes of the APIREST, sensors and actuators classes are used in order to perform
GET and POST requests to access and modify the information within the database so
that the actuators can operate manually or for the activation of the orchestrator that will
allow the system to operate automatically.

3 Proposal Validation

Two types of tests have been proposed: (a) Function point testing and (b) Usability
testing. The function points are based on the analysis of the software measurement, they
try to determine the functionality that an application or software provides to the final
users, the aspects that must be considered to carry out this analysis are the following
ones:

• Function Point count planning.
• Collection of current system information.
• Calculation of the adjustment factor and weight factor.
• Performing the counting of transactions and logical files.
• Organization and classification of the components.
• Review of the general characteristics of the system.
• Tabulation and validation of the results.

The procedure to perform these tests begins with the determination of the types of
count and functional components, the IFPUG-FPA defines 5 elements: internal logical
file, external interface file, external input, external output, and external query, the latter
two differ in the output produce aggregate values, while the queries only refer to the
content of the files and present them in lists.

Subsequently, a level of complexity is assigned to each component, these levels
depend on factors such as repetition of elements, number of files created, number of
external outputs, among others. The higher the number of elements, the higher the
complexity level should be assigned.

Once the function points have been assigned, the number of unadjusted function
points (FPAS) is summed, and the number of unadjusted function points is obtained.
Finally, an adjustment factor defined by IFPUG-FPA is applied, obtained from all the
components of the system, and represented by a table of parameters, the adjusted function
points (FPA) will be:

FPA = FPAS * [0.65 + (0.01 * Factor)].
To estimate man-hours or man-days from the FPA results, a conversion factor must

be applied, which is obtained from historical equipment productivity data for each
functionality described in the previous tables.

Usability tests (SUS) are used to evaluate how easy a product is to use for end users,
allowing the developer to know the degree of user satisfaction in a specific scenario. The
main characteristics of these tests are the following:

• They are based on a short questionnaire that does not require many resources to
administer.

• It is a quick method to implement and analyze, just copy, paste, and modify according
to the scenario.
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• It is a method that requires between 8 to 12 people to perform the analysis.

Once the questionnaire is completed, the evaluation process of the SUS tests consists
of the following steps:

• Subtract 1 from the score of each odd question.
• Subtract 5 from the score of each even numbered question.
• Add up the scores obtained.
• Multiply the total by 2.5.

The total SUS test score can be compared to the following metrics:

• Scores above 80.3 corresponds to an “A” grade, which means that people are satisfied
with the application and will recommend it to their friends.

• Scores greater than, equal to or less than 68 corresponds to a grade of “C”, which
means that the application was performed correctly, but could be improved.

• Scores below 51 correspond to a grade of “F”, which means that the application
should be corrected immediately, and usability should be prioritized.

4 Conclusions

A DSL was developed based on Model Driven Engineering, which consists of a meta-
model defined by parent and child classes, the corresponding relationships were used for
composition, reference and supertype elements, these relationships describe the conver-
gence between DTT, IOT, Smart Agro and different software tools (API REST, Orches-
trator, MQTT, Node-RED), IOT, Smart Agro and different software tools (API REST,
Orchestrator, MQTT, Node-RED), in addition, the use of classifiers by numbering was
used for the classes that determined execution limits in terms of types of sensors, actua-
tors and databases; The attributes within each class were obtained through a high level
of abstraction, analyzing the constitution of each of the hardware and software elements
through previous performance tests.

With the use of the Sirius tool in Eclipse it was possible to develop a graphical
editor based on the classes and relationships previously defined, from this was created
in the first instance the representation by which the editor is attached with the properties
arranged in the metamodel, it highlights the importance of the use of containers that
allowed the generation of grouped nodes and connectors under common characteristics
such as Digital Television, This favored the establishment of the tool palette in an orderly
and assimilable way for the user, in this same sense, the Sirius tool provides the ease
of use of restrictions with respect to the number of elements, connections, deletion and
reconnection actions, always under the logic established by the metamodel.

With the use of the function points it was verified that designing and implementing
the system would take approximately 648 h or an equivalent of 4.67 months, due to the
number of tools used, while with the use of the DSL it would take approximately 4 h,
thus minimizing the effort and time of the developers.
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Abstract. When pandemic is making inroads into every nation and India being
affected much in the second wave, it is necessary to investigate the factors that
would add to the immunity and nutritional value of the human being. Changes
in food consumption are characterized by an increased awareness in reducing
calories intakes and a change in the food habits towards more meat and dairy
products. Work from home has brought awareness among public to improve the
immunity and the diets containing more protein is considered as a better option.
Sedentary working environment is taking a toll on the normal functioning of a
family and a lot of time is spent on the professional work, and an easy option for a
nuclear family is to depend more on processed or semi-processed food. However,
processed food has its own merits and demerits. In some cases, it cannot replace
the nutritional values present in fresh fruits and vegetables. This study aims at
finding out the purchase pattern of consumers and analyses the purchase pattern
using statistical tools. Study was conducted using survey methods in the southern
part of India and it would help the reader to understand the prevailing situation
better.

Keywords: Processed Food · Semi-Processed Food · Nutritional Value ·
Purchase Pattern

1 Introduction

Changes in food consumption are characterized by an increased awareness in reducing
calories intakes and a change in the food habits towards more meat and dairy products.
Onset of pandemic has brought awareness among public to improve the immunity and
the diets containing more protein is considered as a better option. It is noted that the
young adults are more towards food richer in saturated fats and cholesterol. Young adults
were more inclined to eating less fruits and vegetables as their income is less compared
to peers [1]. An individual’s decision making, and behavior also plays an important
role in food selection and consumption. World Health Organization’s (WHO) guideline
suggests that eating seasonal fruits, green vegetables, lentils, beans, unprocessed maize,
whole grains, millet, oats, brown rice, or roots such as potato, yam, taro or cassava,
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and meat, fish, eggs, and milk is very important to maintain good immunity during
pandemic [2]. However, the consumer preferences and demand driven by changing food
environments makes the food industry to produce processed food to cater to the customer
needs. In the past two decades there is huge transformation of the food sector, and the
growth is driven by changes in food consumption and the entry ofwomen intoworkforce.
Processed food offers an easy solution to the busy lifestyle. Even during pandemic driven
lockdownswork fromhome is drivingmany customers to opt for processed foodwhich is
easily available. Processed food in this study refers to the cooked, semi-cooked, canned,
packaged or food with preservatives. Organic food refers to the natural and unaltered
food without any added ingredients.

Bigger markets or super and shopping complexes are built in huge areas on a single
and multilevel and is near many residential areas within the reach of many consumers.
This gives a huge choice of food under a single roof at an affordable price. Some of these
markets are open throughout the year and allocates huge budgets for advertising thereby
attracting many customers and luring them to buy processed food for easy consumption.
This research focuses on the consumption patter of the customers. A questionnaire based
study was conducted and the results are presented.

2 Literature Review

A thorough study of literature was conducted to compare the food consumption pattern
of various customers; research [3] has pointed out that the living area affects people’s
food choices and nutrition. This study has presented that promoting health benefits of
fruits and vegetables would help the consumers to buy more products that add desirable
nutrients to their food intake. This study also analyzed the customers of supermarkets
and established the fact that higher consumption of processed food is by these customers,
and they consume less quantity of unprocessed foods. Regression model is used in this
study. This study also investigated the connection between purchase of processed food
and the impact of that on people’s body mass index, as well as on other important
health indicators such as fasting blood glucose, hyper blood pressure, and the metabolic
syndrome data. [4] have studied the purchasing pattern of customers in supermarkets and
the connection of the food and child nutrition fromurbanKenya. This study presented the
results related to the height, age, weight scores based on the data collected. Finding show
that the obesity in children is not connected with purchase in supermarkets. Varieties
of food and dietary guide provided by the supermarkets have had a positive effect on
children nutrition.
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From the research paper published [5] based on a study in Indonesia points out that
it was found that there was no conclusive evidence of proven significance or direct con-
nection between the purchase in supermarkets and food diversity and diet diversity in the
households. Rather, it was found that super market food expenditure may have a signifi-
cant association with diet quality through indirect linkages. [6] analysed 1800 responses
from urban Indonesian consumers and presented the fact that there is no relationship
between food expenditure and healthiness of customers food purchase. Regression mod-
els were employed in this study. [7] conducted a study in Zambia to find out the influence
of modern retailers on consumers’ choice of food purchase and pattern of diet. It was
found that consumers were positively influenced by the modern retailers and they were
moving towards buying more of processed food. Income and social economic factors
were also playing a major role in this pattern of purchase. Other major stores and kiosk
also played a major role in consumers buying processed food and it clearly depicts the
fact that not only modern retailers, but other stores and kiosks were also a part of this
pattern of purchasesa.

Based on the study conducted [8] it is found out that more consumption of food
and decrease in calories intake has led to increased weight, obesity and other non-
communicable sicknesses. Price of the commodities, consumer goods, incentives to
promote correct bodymass indexwere a few of the factors taken for analysis in this study.
[9] found that special offers, discounts, assured quality, easily available local brands,
attractive display of commodities in a super market, friendly behavior of salesmen,
good choice for children, ample parking space are considered as vital factors while
designing a supermarket and it is definitely having a huge impact on the Indian customers
and is changing their purchase behavior. [10] found that easy access to a well stacked
super market or a convenience store was not having a significant impact on the fruits
consumption of customers. Similarly proximity of a supermarket was not impacting
the purchase of food or consumption pattern. In a study by Popkin [11], it is vividly
mentioned that the foodvalue chain is shifting quickly and a few issues are left unattended
to that are related to the nutrition of communities and health concerns. Analyzing various
studies has not presented a very clear picture on the consumption of processed food or
the dietary pattern of the consumers. This study is designed to address this problem with
a systematic survey and analysis.
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3 Methodology

Increasing consumption of processed and fast food is a challenge to nutrition security.
The main issue is to find out how fast-moving life has influenced the dietary pattern.
The study is carried out to determine processed and unprocessed food consumption
pattern of consumers of various age groups. Main objective is to study the consumption
pattern of processed food and unprocessed food of consumers; To evaluate the purchasing
frequency of processed and unprocessed food; To study the factors influencing the food
consumption patterns of consumers; To study how supermarket shopping affects the diet
and nutrition consumption of consumers.

This study has used descriptive research including survey and fact finding by consult-
ing the respondents through questionnaire (close ended questions). This type of research
uses questions asked to the respondent to know about their preferences related to the
study. This becomes the most important tool for carrying out the research. Surveys con-
ducted give a clear insight into proposed study and are very useful while conducting no
experimental studies/design. It is considered as a traditional way of research to present
the real facts.

A sample size of 200 respondents was taken in this research and the respondents
were from the southern part of India. Through questionnaire; responses were collected.
Personal interviews, face to face interaction with consumers, and field works were used
to collect the data. After collecting the primary data, published reports related to this
study, were considered to collect secondary data. Simple percentage analysis, chi-square
analysis, correlation techniques, were the various tools used in this study for analysis
and interpretation of results.

4 Analysis and Interpretation

In the responses collected 47% of the respondents were male and 53% female, the
responses were of the age group of 25 to 60 years. Among the respondents 61% were
married. 55% of the respondents were at least a university degree holder. It shows
that many of the respondents were well educated and well-informed group in the soci-
ety. Income of the respondents varies from 150 to 1000 USD per month. 35% of the
respondents have an income less than 150 USD per month.

Employees from private, government, constitute to 60%, self-employed 14% and
11%were students. 9%of the respondentswent to the nearby supermarketmore than four
times amonth. 63%of the respondents visited two times permonth. It is noticed that 68%
of the consumers purchased processed and semi-processed food. Only 21% purchased
fresh food. Personal interviewswith the consumers revealed the fact that processed foods
are time saving (21%), tasty (30%), convenient to use, healthy and nutritional (5%). Only
19% of the consumers pointed out that processed or semi processed food is unhealthy.
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It is found that 35% of the respondents consumed processed or semi-processed
occasionally and 6% took processed food daily. 59% of the respondents consumed
processed food a few times in a month. On the flip side 9% of the consumers bought
fresh fooddaily, 74%purchased fresh food a few times permonth. 83%of the respondents
accepted the fact that fresh good is tasty and it is easily available in the southern part
of India. 17% preferred fresh food, because of the nutritional quality available. 26% of
the consumers found that processed food easily available in the supermarkets close to
their residence and it drove them to buy processed food. 54% of the consumers were
influenced by affordable price and attractive advertisements for processed food. 61% of
the consumers came out with a very valid reason that processed food makes cooking
much easier and paves way for them to spend more time with the family. 21% have
presented that even children could be independent and have food of their choice if
processed food is available at home. 27% of the consumers have seen an increase in
their expenditure as they are buying processed food.

However, 42% of the consumers were able to balance the budget and keep it same
even though they were buying processed food. 52% of the respondents have given up the
habit of eating fresh fruits and vegetables, because of the frequent usage of processed or
semi-processed food. 33% of the consumers have reduced or eliminated the usage of raw
spices in their cooking, because of the easy availability of processed food. Even though
usage of processed or semi-processed food has increased 39% of the respondents feel
that it is not helping in improving the time with the family. Only 33% of the consumers
express those using processed or semi-processed food increases the time they spent
with the family. Half of the respondents have declared that their diet plan has changed
because of the ready and easy availability of processed food. 55% of the respondents
have pointed out that their food consumption pattern itself has significantly changed as
processed food is available easily. Food habits are also changing considerably is the take
of 68% of respondents.

Using the data collected a chi-square test was conducted to establish the fact that the
food consumption pattern changed in both genders due to processed food use.

H 1: There is association between consumption patterns in both the genders due to
processed food use. It was noted that Chi-Square statistic, χ2 = 1.021, df = 3 and p
> 0.05; Chi-square value is more than the table value. Hence there is no association
between food consumption pattern changes in both genders due to processed food use.
Hence null hypothesis is accepted, and alternative hypothesis is rejected.

H 2: There is an association between age and other factors (easy availability, price,
advertisement) influencing the purchase of processed food products. The minimum
expected count is .68. Chi-Square statistic, value = 11.606, df = 12, and p < 0.05;
Chi-square value is less than the table value. There is association between age and fac-
tors (easy availability, price, advertisement) influencing the purchase of processed food
products. Hence the null hypothesis is rejected, and alternative hypothesis is accepted.

Pearson correlation was used to find out whether any association existed between
age, frequency of purchase and unprocessed food.

H 1: There is an association between age and frequency of purchasing and purchase
of unprocessed food products.
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H 2: There is no association between age and frequency of purchasing and purchase
of unprocessed food products. The correlation is found to be 0.11, whichmeans there is a
positive relation between age and frequency of purchasing and purchase of unprocessed
food products.

H 3: There is an association between gender and frequency of purchasing of
unprocessed food products.

H 4: There is no association between gender and frequency of purchasing of
unprocessed food products.

Table 1. Gender * changes in food consumption pattern Cross Tabulation.

Count

Changes in food consumption pattern* Total

More time
available for
family

Cooking has
become easier

Cooking
method has
changed

Children can
also cook for
themselves

Gender Male 18 38 13 21 90

Female 19 52 18 21 110

Total 37 90 31 42 200
*Chi-Square test, Table 1 below shows the Gender and food consumption pattern changed due to
processed food use. H1: There is association between the gender and food consumption pattern
changed due to processed food use.
Gender and purchase of unprocessed food has the correlation of −123 which means there is a
negative relation between gender and unprocessed food. So, hypothesis H 3 is rejected, and H 4
is accepted. On the flip side gender and purchase of processed food has the correlation of .094
which means there is a positive relation between gender and processed food.

Table 2. Chi square tests with df 3.

Heading level Value df Asymptotic significance (2-sided)

Pearson Chi-Square 1.021* 3 .796

Likelihood Ratio 1.020 3 .796

Linear-by-Linear Association .071 1 .796

N of Valid Cases 200
*0 cells (0.0%) have expected count less than 5. The minimum expected count is 13.95.
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Table 3. Age * factor influencing the purchase of processed food products Crosstabulation.

Count

Factor influencing the purchase of processed food products* Total

Easy availability Price Advertisements Others

Age Below 25 19 13 24 12 68

25–35 19 22 21 8 70

35–45 9 9 11 9 38

45–55 4 4 7 5 20

Above 55 3 0 1 0 4

Total 54 48 64 34 200

The results presented in Table 3 are related to age of the people purchasing processed food.
*Chi-Square statistic, χ2 = 1.021, df = 3 and p > 0.05; Chi – square value is more than the
table value. There is no association between gender and food consumption pattern changed due to
processed food use. Hence null hypothesis is accepted, and alternative hypothesis is rejected. The
above given Table 2 indicates the food consumption pattern changed due to processed food use
on gender of 200 respondents, 90 respondents are female, and 110 respondents are male. Table 3
below shows the Age and factor influencing the purchase of processed food products. H2: There
is an association between age and factor influencing the purchase of processed food products.

Table 4. Chi square tests with df12.

Heading level Value df Asymptotic Significance (2-sided)

Pearson Chi-Square 11.606* 12 .048

Likelihood Ratio 12.044 12 .042

Linear-by-Linear Association .024 1 .078

N of Valid Cases 200
*6 cells (30.0%) have expected count less than 5. The minimum expected count is .68. Chi-Square
statistic, value= 11.606, df= 12, and p< 0.05; Chi – square value is less than the Table 4 value.
There is association between age and factor influencing the purchase of processed food products.
Hence the null hypothesis is rejected, and alternative hypothesis is accepted, see Table 5.
Pearson correlation.
Hypothesis 0 (H0)- Null hypothesis.
Hypothesis 1 (H1)- The is association between age and frequency of purchasing unprocessed food
products.
Hypothesis 2 (H2)- The is association between age and frequency of purchasing processed food
products.
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Table 5. Correlations.

Age Frequency of
purchasing
unprocessed food
products

Frequency of
purchasing
processed food
products

Age Pearson Correlation 1 .011 .004*

Sig. (2-tailed) .877 .960

N 200 200 200

Frequency of
purchasing
unprocessed food
products

Pearson Correlation .011 1 .092

Sig. (2-tailed) .877 .195

N 200 200 200

Frequency of
purchasing
processed food
products

Pearson Correlation .004 .092 1

Sig. (2-tailed) .960 .195

N 200 200 200

*Hypothesis: H1 is accepted, Age and purchase of processed food has the correlation of 0.004
which means there is a positive relation between age and processed food.
Hypothesis: H2 is accepted, Hypothesis (H3) - The association between gender and frequency of
purchasing unprocessed food products.

5 Conclusions

In this study the responses from 200 respondents across age groups and different sections
of people based on occupation and income were collected and analyzed scientifically.
Agegroupvaries from25 to 60years.Respondents below25years of age constituted 35%
of the respondents and in the 26 to 35 years group we had 35%. Among the respondents
61% were married. 55% of the respondents were at least a university degree holder.
All these details play a significant role in food consumption, and it may be noted that
education, marital status, and age are also vital factors that influence food consumption.
It shows that many of the respondents were well educated and well-informed group in
the society. Income of the respondents varies from 150 to 1000 USD per month. It is
noticed that 68% of the consumers purchased processed and semi-processed food. It is
found that 35% of the respondents consumed processed or semi-processed occasionally
and 6% took processed food daily.

The analysis shows an increase in consumption of processed food in the age groups
of children and working population irrespective of their gender. This suggests that the
dietary pattern has changed due to processed food as cooking methods became easier
to cope up with their busy life. Many respondents perceive processed food to be tasty
and time saving. Also, it is noted that the different age groups people have their own
purchasing frequency. Their choices are mainly guided by taste, convenient to use and
the ease of access. Therefore, awareness can be created among consumers to make right
choices amidst the taste and convenience.
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Questionnaire a Study on Processed and Unprocessed Food
Consumption Pattern of Customers

(Processed Food - Examples: Tinned vegetables “convenience foods” ready to eat meals
Instant meals sausage rolls, pies and pasties, Processed meat products, and soft drinks).
(Unprocessed Food - Examples: Fruits and vegetables, Whole grain, milk, cheese,
unsweetened yogurt, eggs, nuts and seeds).

NAME
1. Gender
a) Male b) Female
2. Age
a) Below 25 b) 25–35 c) 35–45 d) 45–55 e) Above55
3. Marital status
a) Married b) Unmarried
4. Qualification
a) SSLC/HSC b) UG c) PG d) Diploma/ITI e) Others
5. Income in INR per month
a) Below 10000 b) 10000–25000 c) 25000–40000 d) Above40000
6. Occupation
a) Private b) Government c) Self-employed d) Students e) Other
7. Number of visit made in a month
a) 1 Time b) 2 Time c) 3 Time d) 4 Time e) More than 4
8. Type of food purchasing from the market
a) Raw food b) Processed food c) Semi processed food d) Others
9. How do you perceive new processed foods?
a) Time saving b) Tasty c) Unhealthy d) Convenient to use e) Healthy and nutritional
10. How often you purchased the processed food products?
a) Daily b) Weekly c) Monthly d) Occasionally
11. How often you purchased unprocessed food?
a) Daily b) Weekly c) Monthly d) Occasionally
12. What is the main reason for consumption of processed food products?
a) Nutritional quality b) Tasty c) Easy available
13. What are the main factors which influence the purchasing of processed food

products?
a) Easy availability b) Price c) Advertisements d) Others
14. How has your food consumption pattern changed due to the processed foods use?
a) More time available for family b) Cooking has become easier c) Cooking method

has changed d) Children can also cook for themselves
15. How has your food budget changed due to processed food buying?
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a) Increased b) Decreased c) Remains the same
16. What all have been replaced in your regular grocery list due to processed foods?
a) Fresh fruits b) Fresh vegetables c) Raw spices d) Other raw food Material
17. How have the social relations changed due to use of processed foods?
a) More time available for family b) Less time available for family c) Dependency

on other resources has increased
18. Has your dietary pattern changed due to processed food?
a) Yes b) No
19. Does your food consumption pattern have a link with supermarkets?
a) Yes b) No
20. Do you think that the food habits are changing due to modern retailers?
a) Yes b) No
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Abstract. This cross-sectional study addresses Portuguese online shoppers’
behavior toward Chinese online retailers, assessing the impact of financial, prod-
uct, and time-convenience risks and demographic traits on their willingness to
buy from those e-stores. The research relies on a survey of 1,432 participants who
have shopped online at least once. Approximately half of the sample already buys
from Chinese websites; age, financial, and time-convenience risks explain 21.5%
of the variance of their purchase intention. On the other hand, participants who
buy on Chinese websites present significantly lower values of all risks and the
intention to buy from Chinese websites, possibly reflecting a satisfactory transac-
tion experience. Furthermore, a generation gap is evident as younger people feel
more confident in dealing intuitively with and solving online issues, giving them
the confidence necessary to purchase online from Chinese e-stores – perhaps geo-
graphically and ideologically distant – but brought closer by e-expertise (online
dexterity).

Keywords: Internet Consumer · Online Shopping · Perceived risk · Online
purchasing intention

1 Introduction

A recent survey held in Portugal [1] documents that the Portuguese public opinion is
somehow suspicious and critical of [Superpower] China in several aspects, namely,
Chinese foreign policy, technology infrastructure, and other Chinese investments in the
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country, and even China’s somewhat ambiguous role during the Covid-19 pandemic,
leading to a generally negative image. The above may and should be understood as
perhaps part of a greater and very significant growth and evolution path followed by the
Chinese economy,whichhas had side-effects inwhat is a very specific context and inview
of other more lagging economies. Situational involvement influences perceived risk and
consumers’ trust expectation, which predicts the intention to purchase from an e-retailer
[2].We questionwhether the subsequent distrustmay add to consumers’ perceived risk of
buying from Chinese websites, thus deterring their online purchase intentions. As such,
this research addresses Portuguese online shoppers’ behavior toward Chinese online
stores. Specifically, it intends to assess if financial, product, and time-convenience risks
and demographic traits impact Portuguese online consumers’ willingness to buy from
Chinese e-retailers.

Consumers’ perceived risks impact attitudes toward online shopping and purchase
behaviors, as published studies on this theme are still scarce and inconclusive [3]. Among
the most frequent issues affecting online purchase intentions are financial apprehensions
and low understanding or comfort with the technology or Internet resources, such as
vendor rating sites [4, 5] or inability to see or touch the product before purchase [6,
7]. In addition, several authors highlight, among others, three types of risks related
to the frequency of online searches with the intent to purchase: financial risk, product
performance risk [4, 8, 9] and time-convenience-related issues [5, 6, 10]. Those perceived
risks in online shopping negatively influence the intention to buy products online [11].

1.1 Financial Risk

Financial risk conveys the fear of monetary loss from online purchasing [12] and the
consumers’ accounts being hacked by dishonest elements [8]. Perceived financial risk
is the most common risk associated with the online shopping experience [4, 12] and
may prevent consumers from spending money online, fearing online scams, identity
theft, leaking of confidential information, no money-back guarantee, or manipulation of
credit card information by sellers [12]. According to Swinyard and Smith [6], shopper’s
credit card information should be isolated from the online retailer, as online consumers
prefer online stores they associate with financial security; providing an independent
and certified declaration of safety attached to the website can mitigate security risk and
diminish shoppers’ fears. The absence of security in an online shopping environment
leads to lower trust and deters intentions toward online shopping [13]. Therefore, we
hypothesize:

Hypothesis 1: Financial risk will negatively impact online shopping intentions.

1.2 Product Risk

Product risk conveys the risk perceived from product performance, quality, and value
[7], arising from the consumer’s inability to inspect products when buying online [8,
14]. Furthermore, there is the risk that, despite all the consumer’s effort in online search-
ing for information about the product, once delivered, the product will not match the
consumer’s expectations based on what was initially displayed on the website [3, 15].
In addition, consumers may perceive product risk if the product price is higher with
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limited information displayed on the website [3]. A study by Han and Kim on consumer
purchase intentions at a major Chinese online marketplace found that product risk was
negatively associated with consumers’ trust and purchase intention, regardless of their
degree of product involvement [16]. Hence:

Hypothesis 2: Product risk will negatively impact online shopping intentions.

1.3 Time and Convenience Risk

Convenience risk includes issues experienced during online transactions, frequently
resulting from the difficulty of browsing or submitting orders, delays in receiving prod-
ucts, or the lack of adequate product cancellation procedures after ordering [4], resulting
in the perception of wasted time or effort put into the purchasing process [10]. In addi-
tion, consumers can find a vast number of products and services information on a wide
variety of websites; searching and locating the correct information about those products
and services and even learning how to use specific online stores can be time-consuming.
Time risk is also associated with the time and effort needed to return a product that needs
repair and replacement [17]. Therefore:

Hypothesis 3: Time and convenience risk will negatively impact online shopping
intentions.

1.4 Demographic Factors

According to several authors, consumer gender and age influence the intention to buy
online [e.g., 18–20], being that risk attitude is considered a personality’s characteristic
standing on the continuum from risk aversion to risk-taking. Prior research has revealed
gender differences in risk perceptions; women have higher perceived risks in various
domains, including financial, suggesting greater risk aversion and may perceive pur-
chasing online as riskier than men [18]. In addition, Rogers [19] documented women
found online shopping less convenient than men, looking at online shopping as a weak
social activity comparedwith shopping in traditional stores; also, they did not shop online
because they could not find the products thatwere convenient for them [20, 21]. However,
a study by McKay-Nesbit [22] found that men have more online purchase intentions for
hedonic products; still, there were no differences concerning utilitarian products, and
in specific product categories, women seem more active online purchasers than men,
namely, clothing, food, and fashion-oriented brands [12]. Age is another demographic
factor that can be seen as a predictor of online shopping behavior, being that older people
are less likely to take risks and more likely to avoid uncertainty [21]. On the other hand,
young people are active consumers of online products, namely mobile covers, shoes and
clothing, gadgets, music, books, and other articles not available in their local market
[12]. Furthermore, Bhatnagar and Ghose found that more educated consumers should
be aware of financial and security risks and better understand vendors’ efforts to protect
their privacy [8]. Hence, we hypothesize:

Hypothesis 4:Differenceswill be found in thewillingness to purchase online between
men and women.

Hypothesis 5: Age will impact the willingness to purchase online.
Hypothesis 6: The education level will impact the willingness to purchase online.
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2 Methods

2.1 Procedures

All the procedures carried out were based on the principles of the Declaration of Helsinki
and its later amendments. A survey was prepared based on a questionnaire with items
used in published works by Forsythe et al. [4], Lewis [5], Swinyard and Smith [6],
and Chen [7]. All items were translated and back translated into Portuguese by bilingual
experts, and the questionnaire protocol was established, to which a section with sociode-
mographic questions was added. The questionnaire was distributed over the Internet,
using the Survey Monkey software, following a convenience and snowball-sampling
procedure between 18 January and 17 February 2023. The research protocol included
informed consent, and confidentiality and anonymity of the data were guaranteed. The
inclusion criteria consisted of Portuguese online shoppers aged 18 or over.

2.2 Measures

The research protocol included a sociodemographic questionnaire (whose questions
related to gender, age, education, and job status); a questionnaire related to the type
of products purchased online (clothing, shoes, electronics and computers, travel, food
and beverage, books, music, games, furniture, other); and items to assess the risk of
online buying (financial, product, time-convenience purchase risks) and the intention to
buy. Five items that assessed financial risk (α = 0.72) were based on Forsythe et al. [4]
(“can’t trust the online company”; “may not get the product”; “may purchase something
by accident”; “my personal information may not be kept”; “my credit card number
may not be secure”) and one item on Lewis [5] (“I do not purchase online if there
is no money back guarantee”). Three items that assess product risk (α = 0.82) were
adapted from Swinyard and Smith [6] (“I might not get what I ordered through online
shopping”; “I might receivemalfunctioningmerchandise”; “It’s hard to judge the quality
of merchandise on the Internet”) and another two items from Chen et al. [7] (“I am
worried about the quality of the products sold online”; “I am worried about the true
value of the product I bought online is lower than my expectation”). Time convenience
risk (α = 0.56) was assessed by four items from Swinyard and Smith [6] (“finding the
right product online is difficult”; “if I shop online, I cannot wait till the product arrives”;
“I feel that it will be difficult settling disputes when I shop online”; “it’s hard to cancel
orders”) and one from Lewis [5] (“I do not purchase online if there is no free return
shipment service available”). All 18 items were rated on a 7-point Likert scale, where
1 corresponds to “totally disagree” and 7 to “completely agree”, except item 17, which
has a reversed quote. A high score suggests a higher perception of risk. Finally, two
items created by the authors assessed the intention to buy (α = 0.60) (“I will buy from
Chinese online stores”; “the COVID-19 pandemic has reduced my intention to purchase
from Chinese online stores”).

2.3 Data Analysis

Data were analyzed using SPSSVersion 28 andAMOSVersion 28, and included specific
procedures of descriptive statistics (mean, standard deviation, minimum and maximum)
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to characterize the sample and items and dimensions, and inferential statistics (group
comparison tests, chi-squared tests, t-tests for independent proportions, used to exam-
ine sociodemographic characteristics, products bought online, and scores concerning
financial risk, product risk, time convenience risk, and intention to buy constructs). To
assess the constructs’ reliability, Cronbach’s alpha coefficients were determined (α >

0.6) [18]. In addition, multivariate regression models, one without demographic vari-
ables as covariates and another with covariates were conducted to assess the association
between risks independent variables and the intention to buy dependent variable.

3 Results

3.1 Sample

The sample comprises 1,423 Portuguese participants who, at least once, have already
shopped online. This sample was characterized according to sociodemographic charac-
teristics and participants who have already used and who have never used Chinese sites
to make their online purchases (Table 1). More than half of the sample already purchased
goods or services from Chinese e-stores; this group of participants is composed of 50
percent of men and 50 percent of women, with university attendance or degree, profes-
sionally active, and with an average of 37.7 years old. However, proportionally, there
are more women not buying on Chinese sites than buying, as well as more inactive than
active people (Table 1).

Table 1. Sample - sociodemographic characteristics.

Socio-demographic variables N (%) n (%) n (%)

Total Purchased from Chinese
e-stores

No Yes

Sample 1423 (100.0) 691 (48.6) 732 (51.4)

χ2 p F

Gender Female 745 (52.4) 379 (54.8) 366 (50.0) 3.349 0.067 0.049

Male 678 (47.6) 312 (45.2) 366 (50.0)

Education Primary 92 (6.5) 44 (6.4) 48 (6.6) 8.731 0.033 0.078

Secondary 418 (29.4) 194 (28.1) 224 (30.6)

University student 320 (22.5) 139 (20.1) 181 (24.7)

University
graduate

593 (41.7) 314 (45.4) 279 (38.1)

Job status Inactive 242 (17.0) 123 (17.8) 119 (16.3) 0.600 0.439 0.021

(continued)
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Table 1. (continued)

Socio-demographic variables N (%) n (%) n (%)

Total Purchased from Chinese
e-stores

No Yes

Sample 1423 (100.0) 691 (48.6) 732 (51.4)

χ2 p F

Active 1181 (83.0) 568 (82.2) 613 (83.7)

t p d

Age M ± SD; Min-Max 38.98 ± 16.79;
18–85

40.36 ± 16.85;
18–85

37.68 ± 16.64;
18–85

3.021 0.003 0.160

Notes: N = frequencies; % - percentage; χ2 = Chi-squared test; t = t-test; p = p-value; d =
Cohen effect size; � = Phi effect size. In bold: statistically significant values

3.2 Products Purchased Online

Whether in the total sample or the different groups (those who have already purchased
from Chinese e-stores and those who have not), the most purchased product category is
clothing, followed at a distance by computers and electronics; the least bought products
aremusic, furniture, games, and travel (Table 2).Most people that purchase in all product
categories, except for shoes and books, also buy from Chinese online stores (Table 2).

Men significantly purchase more than women in electronics and computers, music,
games, and other product categories; in contrast, women significantly buy more than
men in clothing, food and beverage, books, and furniture categories. In addition, in the
product categories where most respondents have purchased (clothing, electronics and
computers), the percentage of buyers is significantly higher among the more educated
respondents (University attendees or graduates); the same happens in the categories
where most respondents have not purchased online, that is, travel, food and beverage,
books, music, games, furniture, and other products categories. Table 2 also documents
that online consumers are significantly younger concerning clothing, shoes, electronics
and computers, and games categories.

3.3 Scales and Items

Item 8 (“it’s hard to judge the quality of merchandise on the Internet”) has the highest
mean value, followed by item 16 (“I do not purchase online if there is no money back
guarantee”), item 10 (“If I shop online I cannot wait till the product arrives”), and item 11
(“I amworried about the quality of the products sold on line”), while item3 has the lowest
(“May purchase something by accident”) (Table 3). Product risk items’ scale scores the
highest mean, followed by time-convenience risk scale, and financial risk scale. For all
scales, Cronbach’s alpha coefficient is above 0.60, confirming the reliability of these
instruments.

Table 4 documents scales frequencies and comparison between groups. In all groups,
the scale product risk presents the highest mean value, and the subscale intention to buy
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Table 3. Scales and items frequencies.

M SD N
%

1 2 3 4 5 6 7

Financial risk (α = 0.72) (M = 4.25; SD = 1.68)

1 Can’t trust the online company 3.5 1.5 126 295 273 351 243 87 47

8.9 20.7 19.2 24.7 17.1 6.1 3.3

2 May not get the product 4.4 1.5 50 162 184 291 366 278 91

3.5 11.4 12.9 20.4 25.7 19.5 6.4

3 May purchase something by
accident

3.2 1.7 236 368 156 343 150 134 35

16.6 25.9 11.0 24.1 10.5 9.4 2.5

4 My personal information may not
be kept

4.7 1.5 45 109 88 328 394 339 119

3.2 7.7 6.2 23.0 27.7 23.8 8.4

5 My credit card number may not be
secure

4.7 1.6 54 124 105 301 363 322 153

3.8 8.7 7.4 21.2 25.5 22.6 10.8

16 I do not purchase online if there is
no money back guarantee

5.1 1.6 32 88 82 315 225 415 265

2.2 6.2 5.8 22.1 15.8 29.2 18.6

Product risk (α = 0.82) (M = 4.88; SD = 1.47)

6 I might not get what I ordered
through online shopping

4.7 1.6 43 141 116 272 369 344 137

3.0 9.9 8.2 19.1 25.9 24.2 9.6

7 I might receive malfunctioning
merchandise

4.8 1.4 32 104 97 277 413 371 128

2.2 7.3 6.8 19.5 29.0 26.1 9.0

8 It’s hard to judge the quality of
merchandise on the Internet

5.4 1.3 16 48 58 205 309 517 269

1.1 3.4 4.1 14.4 21.7 36.3 18.9

11 I am worried about the quality of
the products sold online

5.0 1.
5

36 94 92 247 286 447 220

2.5 6.6 6.5 17.4 20.1 31.4 15.5

14 I am worried about the true value of
the product I bought online is lower
than my expectation

4.6 1.4 43 158 117 403 221 308 172

3.0 11.1 8.2 28.3 15.5 21.6 12.1

Time-convenience risk (α = 0.61) (M = 4.49; SD = 1.65)

9 Finding right product online is
difficult

3.8 1.6 44 105 68 284 273 379 269

3.1 7.4 4.8 20.0 19.2 26.6 18.9

(continued)
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Table 3. (continued)

M SD N
%

1 2 3 4 5 6 7

10 If I shop online, I cannot wait till
the product arrives

5.0 1.6 27 83 84 282 343 404 199

1.9 5.8 5.9 19.8 24.1 28.4 14.0

12 I feel that it will be difficult settling
disputes when I shop online

5.0 1.5 64 192 156 496 223 213 78

4.5 13.5 11.0 34.9 15.7 15.0 5.5

13 It’s hard to cancel orders 4.1 1.5 29 124 113 410 334 309 103

2.0 8.7 7.9 28.8 23.5 21.7 7.2

15 I do not purchase online if there is
no free return shipment service
available

4.6 1.6 43 158 117 403 221 308 172

3.0 11.1 8.2 28.3 15.5 21.6 12.1

Intention to buy (α = 0.61) (M = 4.58; SD = 1.74)

17 I will buy from Chinese online
stores

4.7 1.6 103 76 57 388 258 384 156

7.2 5.3 4.0 27.3 18.1 27.0 11.0

18 The COVID-19 pandemic has
reduced my intention to purchase
from Chinese online storesa

4.5 1.8 110 132 149 389 116 289 238

7.7 9.3 10.5 27.3 8.2 20.3 16.7

Notes: a Reverse item. M = mean; SD – Standard deviation; N = frequency; % = percentage;
1 - Strongly disagree; 2 - Disagree; 3 - Somewhat disagree; 4 - Neither agree nor disagree; 5 -
Somewhat agree; 6 - Agree; 7 - Strongly agree

stands the lowest. Participants who have bought on Chinese websites present signifi-
cantly lower values in all subscales (financial risk, product risk, time convenience risk,
and intention to buy; Table 4). Participants who buy on Portuguese and Chinese web-
sites present lower values than those who do not buy concerning financial risk, time
convenience risk, and intention to buy.

3.4 Regressions

A hierarchical multiple regression was carried out to analyze the effects of demographic
and risk variables on the intention to buy fromChinese e-stores. Those independent vari-
ables were entered in two blocks; as a consequence, two nested models were generated.
Model 1 estimated the effect of the demographic variables, being that gender, education
level, and job status effects were not statistically significant. Model 2 added risks, being
that Product risk was not statistically significant. Thus, in the final full model for the
total sample, age, financial risk, and time convenience risk contributed significantly to
explaining 21.3% of the intention to buy from Chinese websites (Table 5). The variable
with the most weight to explain the variance of the intention to buy was the financial
risk.
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Table 4. Scales frequencies and comparison between groups.

Scale variables Total Purchased
from Chinese
e-stores

Gender Education

No Yes Female Male Basic Secondary University
attendee

University
graduate

M
(SD)

M
(SD)

M
(SD)

M
(SD)

M
(SD)

M
(SD)

M
(SD)

M
(SD)

M
(SD)

Financial risk 4.25
(1.68)

4.34
(1.03)

4.19
(0.97)

4.26
(1.02)

4.24
(0.99)

4.47
(1.00)

4.35 (0.97) 4.13 (0.94) 4.24 (1.05)

t(1420) =
2.824; p =
0.005; d =
0.150

F(3) = 4.378; p = 0.004; η2 = 0.009

Product risk 4.88
(1.47)

4.95
(1.10)

4.81
(1.10)

5.01
(1.09)

4.74
(1.10)

4.85
(1.13)

4.87 (1.10) 4.92 (1.05) 4.87 (1.13)

t(1420) =
2.299; p =
0.022; d =
0.122

t(1420) =
4.518; p <

0.001; d =
0.240

Time-convenience
risk

4.49
(1.65)

4.59
(0.96)

4.40
(0.97)

4.60
(0.95)

4.37
(0.98)

4.68
(0.95)

4.52 (0.96) 4.48 (0.92) 4.45 (1.00)

t(1420) =
3.678; p <

0.001; d =
0.195

t(1420) =
4.635; p <

0.001; d =
0.246

Intention to buy
from Chinese
e-stores

4.58
(1.74)

4.05
(0.96)

4.17
(0.88)

4.12
(0.95)

4.09
(0.90)

4.20
(1.13)

4.18 (0.97) 4.10 (0.84) 4.05 (0.90)

t(1420) =
-2.504; p =
0.012; d =
-0.133

Notes: M = mean; SD – Standard deviation; t = t-test; d = Cohen effect size; F = ANOVA; η2

= eta squared size; p = p-value. In bold: statistically significant values

Table 5. Variables that contribute to intention to buy from Chinese websites (total sample).

Model 1 Model 2

B EP B β B EP B β

Age 0.017 0.003 0.192 0.011 0.002 0.121

Financial risk –0.490 0.042 –0.333

Time-convenience risk –0.298 0.061 –0.139

R2 (R2 Adj.) 0.038 (0.037) 0.215 (0.213)

F for change in R2 42.514** 126.681**

R2 = R squared; R2 Adj. = R squared adjusted; B = unstandardized regression coefficients; EP
B = unstandardized error of B; β = standardized regression coefficients; **p < 0.001.
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4 Discussion and Conclusions

The results show that, for the total sample, financial and time-convenience risk signif-
icantly predict the intention to buy from Chinese e-stores, thus supporting hypotheses
H1 and H3, in line with Arshad et al. [12], Forsythe et al. [4], Javadi et al. [19], Masoud
[20], and Swinyard and Smith [6]; as such, the higher the financial and time-convenience
risks, the lower inclination people have toward buying from Chinese e-stores. However,
though an association exists between product risk and that intention, it is not statistically
significant, in contrast with Forsythe et al. [4]; accordingly, H2 could not be confirmed,
which also occurred in a study by Javadi et al. [19].

Furthermore, contrary to expectations, neither gender [21–23] nor education level [8]
were significant predictors of the intention to buy from Chinese e-stores; thus, hypothe-
ses H4 and H6 were not supported. These results, however, are in line with Hernández
et al. [24], who claim that the progress of the online environment has created the “ex-
perienced” e-shopper [including of course reactions to fake news and misinformation,
present on the Internet, and which may lead to confusion in some quarters and the avoid-
ance of certain e-commerce websites due to the COO or country-of-origin effect – in
this case of China], whose behavior is similar, independently of their socioeconomic
characteristics; as all respondents had prior experience with buying from e-retailers, to
some extent that experience status could explain why gender, among other sociodemo-
graphic characteristics, did not predict the intention to buy from online Chinese vendors.
Nevertheless, it is interesting to notice significant differences in terms of gender con-
cerning product categories purchased online; men tend to purchase more electronics
and computers, music, and games than women (in consonance with their hobbies and
leisure activities), whereas women buy more clothing, food and beverage, books, and
furniture than men (in consonance with their interests, around social and more homely
activities), in line with Chekima et al. [25]. Also, still possibly because of prior experi-
ence, participants who have purchased from Chinese websites consistently score lower
in financial, product, and time-convenience risks, and higher in the intention to buy from
those vendors.

Yet age was found to be a statistically significant predictor of that intention, in line
with Stafford et al. [26], confirming hypothesis H5. The findings document differences
between those who have bought and have not bought products from Chinese e-stores, in
that, on average, those who have to tend to be younger, more educated, and more active.
Being younger suggests e-consumers have more time – more time to follow up in case of
problems with delivery, for example, vis-a-vis older counterparts who (most often with
children and other such related responsibilities) do not have this time to spare. Such
results are aligned with Swinyard and Smith [6], who concluded in addition to having
higher computer skills, spending more time on the Internet, and finding online shop-
ping more accessible and fun, we could expect online consumers to be younger, better
educated, and be less fearsome about financial loss associated with online transactions
(as they also feel more able to “single-handedly”, and independently, solve their online
problem(s), which may be too complex and time-consuming to be solved by generations
who have not dealt intuitively with the Internet their entire adolescent/adult lives). We
would add another possible interpretation, as in contrast with the pessimism and reser-
vations of the older generations regarding the Chinese (because of the Cold War and the
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ideological confrontation between liberal democracy and communism) [1], Portuguese
younger people may tend to have a better perspective toward China, and thus Chinese
vendors, as a result of the lack of adverse experiences and prior memories about China.

Purchasing perceived risk is of paramount importance for online transactions. This
study intended to provide evidence of how Portuguese online consumers perceived risk
influenced their intention to purchase from Chinese websites. As such, it examined
three dimensions of perceived risk in buying online from those e-retailers: financial risk,
product risk, and time-convenience risk. Two of them, financial and time-convenience
risks, impact Portuguese online consumers’ buying intention negatively; product risk
does not significantly influence that intention. Also, most sample sociodemographic
characteristics (gender, job status, and education) do not impact purchasing intention,
except for age, as younger consumers perceive less risk and aremore inclined to buy from
Chinese e-stores. If Chinese e-retailers want to diminish the consumers’ perception of
risk and increase the likelihood of purchase, they must increase website quality, improve
user interface, and better security and privacy perceptions, as this impacts information
satisfaction and significantly relates to consumers’ purchase behavior [27].

A limitation of this study is that only three risk dimensions were explored. Future
research could include other variables, namely delivery, social, performance, psycholog-
ical and health risks, or trust. Also, our findings only coincide partially with empirical
studies carried out in other countries found in the scientific literature, possibly due to
cultural differences - an aspect that should be investigated. In future works, the influ-
ence of online consumers’ experience on the intention to buy from Chinese websites
should be further explored, as well as their specific hedonic or utilitarian motives, per-
ceived benefits, and differences in their attitude towards buying from other international
e-retailers.

Finally, the increasing number of Chinese tourists in foreign countries is also bene-
ficial as Portugal’s younger generations (also avid of travel) meet and mingle with them
more and more frequently - in popular foreign, as well as in popular domestic, desti-
nations. Suddenly, China and Chinese citizens are not so far away, and this may also
positively influence Chinese e-store purchases and may warrant further research on the
topic.
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Abstract. The study explores the theme of Internet of Things in business and
management by conducting bibliometric analysis of extant literature on the topic.
SPAR-4-SLR protocol methodology of systematic literature review is employed
for bibliometric analysis. Year-wise, Author-wise, Citation-wise, Country-wise,
Source-wise, Affiliation-wise, Sponsoring institutions-wise and keywords-wise
listing are the parameters to identify the trend, opportunities, and future scope of
this theme.We use Scopus database to list the extant literature. The study suggests
that IoT in business and management is going to be explored in relation to digital
transformation, fog computing, soft computing, embedded system, industry 4.0,
circular economy, sustainable development, and smart cities and subsequently
this wide-spread application of IoT in Business &Management also brings certain
challenges like cyber-security, reliability, privacy, and complexity inworking. This
study provides insights on current trends and the future scope of IoT in business
and management which is equally useful for researchers and policy makers.

Keywords: Internet of Things · Literature review · Bibliometric analysis ·
SPAR-4-SLR · IoT

1 Introduction

The term IoT (Internet of Things) is not new to the Information & technology domain.
The need for digitalization of business brings IoT & business operation work closely
to each other. However, the use of this term is not universal in all domains as there
is no unique definition for IoT that is acceptable by the world community of users. In
fact, there are many different groups including academicians, researchers, practitioners,
innovators, developers, and corporate people that have defined the term according to its
applicability [1]. IoT refers to the networked interconnection of objects of diverse nature,
such as electronic devices, sensors, but also physical objects and beings as well as virtual
data and environments [2]. The Internet of Things (IoT) is basically like a system for
connecting computer devices, mechanical and digital machines, objects, or individuals
provided with the unique system (UIDs) and without transfer to transmit data over an
ability human-to-human or computer-to-human relation [3]. The functional aspect of IoT
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is to unite every object of the world under one common infrastructure; in such a manner
that humans not only have the ability to control those objects; but to provide regular and
timely updates on the current status [4]. As the definitions of IoT may defer in different
studies but the basic idea of IoT remains the same, i.e., to ease the work process for
different applications and business and management is one such application where IoT
is used dominantly. Some of the IoT applications include smart homes, smart cities, smart
grids, smart retail, etc. [5]. These applications require blending of business operations
and IoT. Hence, the employment of IoT in business and management is inevitable. Such
inevitability of integration attracts researchers’ attention that results in studies exploring
application of IoT in business andmanagement. These studies are also reviewed based on
existing literature. Qawy et.al 2015 [6] provide an overview study of the IoT paradigm,
its concepts, principles and potential benefits. Their study focuses on the IoT major
technologies, emerging protocols, and widespread applications. The application on IoT
in different domain like healthcare, energy, agriculture, thermoelectricity, blockchain,
healthcare etc. have been also explored by researchers [7–12]. There is plethora of
studies based on literature review of IoT in different domains [6, 13–16]. However,
none of existing studies review the extant literature on IoT in business and management.
Hence, the present study contributes to literature by conducting systematic review with
bibliometric analysis of studies on IoT in business and management. The study frame
following research objectives:

RO1. To identify the publication trend on IoT in Business & Management.

RO2. To find most influential articles, top contributing source title, top contribut-
ing authors, top contributing country, top contributing sponsoring agency and top
contributing affiliation on IoT in Business & Management.

RO3. To draw inferences about future scope of IoT in Business & Management by
keyword occurrence analysis.

2 Research Methodology

Literature review studies have been conducted for developing conceptual understand-
ing, checking methodological viability, and for providing insights regarding under
researched, over researched, and exhaustive researched questions and objective [17,
18]. This present study employs well-known and widely used method of systematic lit-
erature review known as Scientific Procedures and Rationales for Systematic Literature
Reviews (SPAR-4-SLR) developed by Paul et al., 2021 [19] to examine the extant liter-
ature on Internet of Things in Business &Management. As per google scholar database,
the systematic literature review method of SPAR-4-SLR has been used in more than
300 studies ranging from different domains like Medicine, Social-science, Engineer-
ing, Management to Psychology & Environmental sciences [20–24]. Paul et al. (2021)
also suggests looking for four basic characteristics of existing studies on underlying
topic before employing the SPAR-4-SLR method of literature review as unlike empiri-
cal studies, literature review studies need to have certain base. These four basic criteria
are:
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• When a substantial body of work in the domain exists (e.g., at least 40 articles for
review).

• When no systematic literature review in the domain exists in recent years (e.g., within
the last 5 years).

• When no review of the domain exists in high-quality journals
• When existing systematic literature reviews have gaps or short-changes

The underlying topic i.e., Internet of things in business & management fulfill all
four criteria as more than 300 articles exist on topic, no systematic literature review is
conducted on exact same topic for given time-period in highly reputed source title.Hence,
SPAR-4-SLR method for literature review is suitable for fulfilling research objectives
of the present study. Furthermore, the SPAR-4-SLR protocol consists of three stages
named assembling, arranging, and assessing. Each of these three stages has 2 sub-stages
i.e., identification & acquisition under assembling, organization & purification under
arranging, and evaluation & reporting under assessing. All these stages are explained as:

2.1 Assembling

The assembling includes the identification and acquisition of literature on the topic. The
sub-stage identification specifies domain, research questions and source type whereas
sub-stage acquisition specifies search-title, search source, search period, and filters e.g.,
keyword, subject etc. Three research objectives as describe in introduction section of
this study is put under research question head whereas peer-reviewed research articles
are source type of current study. Additionally, as the underlying topic of present paper
is Internet of Thing in business & management, we put subject filter of “Business &
Management” on searched articles. Other specifications of assembling stage are depicted
in Fig. 1. Further, Scopus research database is searched with title Internet of Things,
Internet of things, IoT, and IoTs. These search titles have generated 3098 articles ranging
from 1997 to May 2023. Out of these 3098 articles, we exclude all article which are not
from Business & Management domain. This subject filtering left us with 304 articles in
hand that are scrutinized in further stages of arranging & assessing.

2.2 Arranging

The second stage of arranging includes organization and purification of articles assem-
bled in stage 1. The first sub-stage of organization of articles includes organizing code
and organizing framework. The present study conducts bibliographic analysis of litera-
ture; hence, the organizing code includes year, citation, authors, source-titles, country,
affiliation, and keywords analysis. As the present study is not analyzing literature as per
any framework, this part is not applicable (NA). The second sub-stage of arranging is
the purification of literature. We exclude the article which are non-English language i.e.,
4 articles and of unrelated focus i.e., 5 articles. Hence, 304 articles of assembling stage,
are further curtailed to 295 articles.
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2.3 Assessing

Assessing is the final stage of SPR-4-SLR protocol. It has two sub-stages i.e., Evalua-
tion & Reporting. For evaluation, the present study employs bibliometric analysis and
find best practices, gaps, and areas for future research on topic. The result of evaluation
is presented in form of tables and figure. Figure 1 describes all these six sub-stages in
detail.

Identification

A
ss

em
bl

in
g

Domain: IoT in Business & Management 

Research questions: 1. What is the current trend of research on IoT in 

Business & Management?

2. How to identify most influential source of research on Internet on Things 

in Business & Management?

3. What is future scope of research on of IoT in Business & Management?

Source Type: Peer-reviewed research publications

Acquisition
Search Title: Internet of Things, Internet of Thins, IoT, IoTs

Search source: Scopus

Search period: 1997-May 2023

Documents: 3098

Subject Filter: Business & Management

Documents: 304

Organization

A
rr

an
gi

ng

Organizing codes: Year, Citation, Author, Source, Country, Affiliation & 

Keyword

Organizing framework: NA

Purification
Article type excluded: Articles excluded due to language (2 French, 1 

German, 1 Italian) and unrelated focus (5)

Documents: 295

A
ss

es
sin

g

Evaluation
Analysis method: Bibliometric analysis

Agenda proposal method: Define best practices, gaps, and areas for future 

research

Reporting
Reporting conventions: Tables & Figures

Limitation: Publications listed in other databases are not included

Source of support: No support or funding

Fig. 1. SPAR-4-SLR Protocol
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3 Analysis and Findings

This section elaborates on the findings of bibliometric analysis and review of 295 articles
as per three research objectives as follows:

3.1 RO1. To Quantify the Trends of Publication on IoT in Business &
Management

Table 1 and Fig. 2 summarize the trends of publication on IoT in Business & Manage-
ment. The publication year ranges from 1997–2023 i.e., twenty-seven years. Average
publication per year is 10.93 publications. The highest publication is in the year 2020
with 62 publications followed by the year 2022 with 58 publications. Year 2023 has 31
publications till March i.e., 50% of highest publication year. Hence, there is possibility
that 2023 years publication will have more publication recording year for IoT in Busi-
ness & Management. The lowest number of publications i.e., 0 publication is found in
the three years 1998, 2000 and 2008.

Table 1. Descriptive Statistics of Article on Internet of things

Mean 10.93 Kurtosis 3.42

Standard Error 3.32 Skewness 2.02

Median 2 Range 62

Mode 1 Minimum 0

Standard Deviation 17.25 Maximum 62

Sample Variance 297.69 Sum 295

Fig. 2. Publication trends on IoT in Business & Management
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3.2 RO2. To Find Most Influential Articles, Top Contributing Source, Top
Contributing Authors, Top Contributing Country, Top Contributing
Sponsoring Agency and Top Contributing Affiliation on IoT in Business &
Management

Most cited articles are the most influential study of the subject area. Out of 295 selected
studies, 234 studies are cited. That means 61 studies have 0 citations. Considering the
number of citations, Table 2 highlights all publications which have more than 200 cita-
tions. Eight such studies have been identified. These eight studies accounted for more
than 25% of total publication citation (TPC) i.e., 11,415 for all 295 studies. TC/TPC
is ratio of total citation (TC) of single article to total publication citation. TCY is total
citation per year. With 839 as TC, Stojkoska et al. 2017 tops the table. Although as per
total citation per year, Ben-Daya et al. 2019 study is the most influential article with 188
TCY, followed by Kamble et al. 2020 with 172.50 TCY.

Table 2. Most influential articles on Internet of Things

Author Title Year Source Title TC TCY TC/TPC

Risteska
Stojkoska B.L.,
Trivodaliev K.V

A review of
Internet of Things
for smart home:
Challenges and
solutions

2017 Journal of
Cleaner
Production

839 167.80 7%

Ben-Daya M.,
Hassini E.,
Bahroun Z

Internet of things
and supply chain
management: a
literature review

2019 International
Journal of
Production
Research

564 188.00 5%

Atlam H.F.,
Walters R.J.,
Wills G.B

Fog computing
and the internet of
things: A review

2018 Big Data and
Cognitive
Computing

350 87.50 3%

Kamble S.S.,
Gunasekaran A.,
Gawankar S.A

Achieving
sustainable
performance in a
data-driven
agriculture supply
chain: A review
for research and
applications

2020 International
Journal of
Production
Economics

345 172.50 3%

Winkelhaus S.,
Grosse E.H

Logistics 4.0: a
systematic review
towards a new
logistics system

2020 International
Journal of
Production
Research

285 142.50 2%

(continued)
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Table 2. (continued)

Author Title Year Source Title TC TCY TC/TPC

Feng H., Wang
X., Duan Y.,
Zhang J., Zhang
X

Applying
blockchain
technology to
improve agri-food
traceability: A
review of
development
methods, benefits
and challenges

2020 Journal of
Cleaner
Production

282 141.00 2%

Yaqoob I.,
Hashem I.A.T.,
Gani A.,
Mokhtar S.,
Ahmed E.,
Anuar N.B.,
Vasilakos A.V

Big data: From
beginning to future

2016 International
Journal of
Information
Management

249 41.50 2%

Malhotra A.,
Melville N.P.,
Watson R.T

Spurring impactful
research on
information
systems for
environmental
sustainability

2013 MIS Quarterly:
Management
Information
Systems

202 22.44 2%

Further to finding themost influential articles, the present study also collected data on
the title sources which has published minimum five articles on the topic. Such six source
titles are identified and listed in Table 3. Internet Of Things Netherlands has published
highest TP (Total Publication) i.e., 73 and highest TCP (Total Cited Publication) i.e.,
58. However, Journal of Cleaner Production has the highest TC 2323, and International
Journal of Production Research has highest TC/TP and TC/TCP i.e., 164.7.

Table 4 present data on top contributing authors and Table 5 present top contributing
affiliation on the topic. Authors who have minimum three publications on the topic are
listed in Table 4. Seven such authors are identified. Treiblmaier, H. has the highest 6
publication. However, Ben-Daya, M. with 3 TP has highest TC 606 and Gunasekaran,
A. with 3 TP has highest TC/TP and TC/TCP 198.33. Interestingly, the highest cited
article as per Table 2 is not part of listed author’s study of Table 4.

Table 5 lists the affiliation which has minimum 4 studies on IoT in business and
management. Such six affiliations are identified.MODULUniversity Vienna has highest
6 TP. Although Universiti Malaya with 4 TCP has highest TC, highest TC/TP and
TC/TCP followed by Friedrich-Alexander-Universität Erlangen-Nürnberg.

Table 6 shows the publication trends country-wise and lists all the countries with
more than ten publications. Eleven such countries are identified. United State has highest
number of publications i.e., 58 publications followed by India with 45 publications, has
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Table 3. Most contributing Source Title on Internet of things

SOURCE TITLE TP TCP TC TC/TP TC/TCP Impact Factor

Internet Of Things
Netherlands

73 58 2319 31.77 39.98 8.35

Journal Of Cleaner
Production

20 19 2323 116.15 122.26 11.072

Journal Of Management
Analytics

8 8 722 90.25 90.25 6.554

International Journal of
Production Research

7 7 1152 164.57 164.57 9.018

Strategic Direction 7 3 18 2.57 6 0.14

Big Data And Cognitive
Computing

5 4 426 85.2 106.5 3.901

Table 4. Most contributing Authors on Internet of things

AUTHOR NAME TP TCP TC TC/TP TC/TCP

Treiblmaier, H 6 5 192 32 38.4

Rejeb, A 5 4 148 29.6 37

Rejeb, K 5 4 148 29.6 37

Atlam, H.F 3 3 424 141.33 141.33

Ben-Daya, M 3 3 606 202 202

Gunasekaran, A 3 3 595 198.33 198.33

Lu, Y 3 3 366 122 122

Table 5. Most contributing Affiliation on Internet of things

AFFILIATION TP TCP TC TC/TP TC/TCP

MODUL University Vienna 6 5 192 32 38.4

Friedrich-Alexander-Universität Erlangen-Nürnberg 5 5 210 42 42

Universiti Malaya 5 4 390 78 97.5

CNRS Centre National de la Recherche Scientifique 4 3 20 5 6.67

Universitat Politècnica de València 4 2 13 3.25 6.5

Università degli Studi di Roma Tor Vergata 4 3 123 30.75 41

highest total citation 3443 followed by United Kingdom with 2090 total citation. United
Kingdom also has highest TC/TP i.e., 69.67 and TC/TCP ratio i.e., 77.41.



Internet of Things in Business & Management 183

Table 6. Most contributing countries on Internet of things

COUNTRY TP TCP TC TC/TP TC/TCP

United States 58 49 3443 59.36 70.27

India 45 40 1370 30.44 34.25

United Kingdom 30 27 2090 69.67 77.41

Canada 19 16 1180 62.11 73.75

China 19 17 1154 60.74 67.88

Australia 18 16 505 28.06 31.56

Italy 17 14 675 39.71 48.21

Malaysia 17 14 601 35.35 42.93

Germany 16 15 769 48.06 51.27

France 12 11 563 46.92 51.18

Brazil 11 9 391 35.55 43.44

Table 7 shows the publications which have been sponsored by some Agency or
Institute. It lists all suchAgencieswhich have aminimumof four sponsored publications.
Such five agencies are identified. Natural Sciences and Engineering Research Council
of Canada has maximum sponsored publication i.e., 7, has highest total citations 880,
and highest TC/TP 125.71 and highest TC/TCP 146.67 followed by National Natural
Science Foundation of China.

Table 7. Most contributing Agencies on Internet of things

SPONSORING AGENCY TP TCP TC TC/TP TC/TCP

Natural Sciences and
Engineering Research Council
of Canada

7 6 880 125.71 146.67

European Regional
Development Fund

5 3 5 1 1.67

Coordenação de
Aperfeiçoamento de Pessoal
de Nível Superior

4 4 168 42 42

European Commission 4 3 193 48.25 64.33

National Natural Science
Foundation of China

4 4 338 84.5 84.5
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3.3 RO3. To Draw Inferences About Scope and Opportunities for Studies
on Internet of Things in Business & Management

This study investigates the keywords used in literature year-wise and frequency wise to
draw inference about current trends and future scope of IoT in business & management.
Keywords are analyzed to find under-researched and promising topics, and VOSviewer
tool is used for keyword visualization. There are 1673 keywords used in all 295 articles.
Table 8 shows frequency of keyword used in articles with number of co-occurrences. As
frequency increases, the number of keyword occurrences decreases e.g., 129 keywords
appear minimum three times, 84 keywords appear minimum four times and so on.

Table 8. Frequency of Keyword co-occurrences

Frequency Keyword Co-occurrence Frequency Keyword Co-occurrence

1 1674 6 41

2 274 7 34

3 129 8 25

4 84 9 21

5 51 10 18

Table 9 represents the keywords which have appeared minimum 10 times in studied
literature and their total strength link. Total strength link represents number of documents
which have co-occurrence of two keywords (Guo at. al. 2019). The keyword Internet of
things has the highest total link strength i.e., 168 followed by the keyword Industry 4.0.

Figure 3 shows frequency of keywords used in literature in relation to IoT in busi-
ness & management. For better understanding, the keywords used minimum 5 times
are framed in network visualization. The bigger the circle, the higher the frequency of
co-occurrence. The line represents link of keyword co-occurrence e.g., how many time
keyword Internet of Things and machine learning appear together is represented by the
line connecting these two keywords.

As per VOSviewermanual, each link has a strength, represented by a positive numer-
ical value. The higher link value represents the stronger the link. Red represents the
keyword Internet of Things i.e., that has total strength link 266 and occurrence 120.
Yellow represents keyword Industry 4.0 with total strength link 113 and occurrence 39.
Machine learning, cloud computing, block-chain, sustainable development, embedded
system, circular economy etc. are the other frequently used keywords.

Figure 4 on overlay visualization of keywords used between 2018–2023 shows how
over the years frequency of keywords used have been changed. Keywords like Fog com-
puting, Edge computing, Block-chain, digital transformation, Smart Cities, Embedded
system has been frequented in recent years, especially after 2019 whereas Keywords
like Internet of Things, Machine Learning, 6g, Circular economy, Industry 4.0 have
been used frequently in literature. Based on network and overlay visualization of key-
word co-occurrence, i.e., Tables 8–9 & Figs. 3–4, we suggest following topics which
are going to be explored substantially by researchers in upcoming studies:
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Table 9. Total Link Strength of keywords used minimum 10 times in literature.

Keyword Occurrence Total Link Strength

Internet Of Things 122 168

Industry 4.0 40 68

Big Data 25 60

IoT 34 50

Artificial Intelligence 24 48

Block-Chain 21 43

Internet Of Things (IoT) 42 43

Systematic Literature Review 21 43

Cloud Computing 24 40

Machine Learning 23 39

Security 22 38

Sustainable Development 17 33

Data Analysis 12 32

Supply Chain Management 12 24

Sustainability 13 24

Privacy 12 21

Internet 18 15

Literature Review 10 15

• IoT & Industry 4.0
• Role of IoT in sustainable development
• IoT and Fog Computing & Edge Computing
• IoT & Circular Economy
• IoT & Smart cities
• IoT & Digital Transformation (Big data, Blockchain, cloud computing etc.)
• IoT & ethical dilemma (privacy, confidentiality, and security issues)

4 Limitations and Scope of Study

Though present studies reviews 295 articles for presenting a comprehensive view Internet
ofThings inBusiness andManagement there are few limitations that existswith the study.
We search only one research engine for finding literature i.e., Scopus, that may limit the
view of the present paper. The keyword used for searching the articles of the topic may
also include other non-related keywords as there may be studies on IoT business and
management in different domain/industries. These limitations can be overcome by using
more keyword and exploring other research databases for finding the articles on the topic.
We also strongly suggest doing comprehensive review of all literature with integrated
field like social science and Economics to broaden this study horizon.
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Fig. 3. Network visualization of keyword co-occurrence.

Fig. 4. Overlay visualization keyword co-occurrence.

5 Conclusion

The Internet of Things is now an integral part of the business and management process.
Its applicability does not limit itself to traditional stand but expands to inter-related
business and management domains like sustainability, socially responsible business,
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circular economy, industry 4.0 etc. This study presents a comprehensive view on existing
literature on IoT in business and management. The bibliographic analysis of literature
suggests that IoT is going to be explored in all dimensions of business andmanagement in
one way or another. IoT has also been explored in other areas like healthcare, agriculture,
defense, energy sector etc. Its widespread application also brings certain challenges
like cyber-security, reliability, privacy, and complexity in working [25–27]. Hence, a
standardized and efficient regulatory framework needs to be there to ensure smooth
integration of IoT in business and management.
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Abstract. Social engineering short message service (SMS) Phishing
(smishing) attacks have increased with the rise of smart homes, cities,
and devices. Smishing is a form of phishing that involves stealing the vic-
tims’ private information through the content they send in their SMS,
which has become the most widely used function on mobile devices. This
paper aims to explore the different solutions implemented to detect and
mitigate this type of attack. To that end, we conduct an exhaustive
review using the methodological guide of Barbara Kitchenham. The lit-
erature search located 40 articles that met the exclusion and inclusion
criteria. The results show a variety of implementations of Random For-
est, and Deep Learning techniques (in particular, Long-term memory or
LSTM). A few researchers solved the smishing problem using Uniform
Resource Locator analysis and blacklists. Others used methods such as
Bidirectional Encoder Representations from Transformers embedding,
Elliptic Curve Digital Signature Algorithm encryption and convolutional
neural networks. In addition, we discovered insights, psychological chal-
lenges, and future research directions associated with smishing, such as
persuasion and urgency, confirmation bias, and unfamiliarity, indicating
that solutions for detecting and mitigating smishing attacks must also
consider the study of the human mind and its processes.

Keywords: Smishing · SLR · Deep Learning · Attack · Detection ·
SMS Phishing

1 Introduction

This research comes in response to a critical need in today’s digital environment:
the growing threat of SMS phishing, commonly known as smishing. Social Engi-
neering is the illegitimate manipulation practice cybercriminals use to obtain
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confidential information from users or their organizations [1]. One such attack
is SMS phishing (smishing), which has been a growing threat to the security
of smartphone users over the last decade [3,17]. The term smishing appeared
in 2008; it has increased in recent years, not only through text messages but
also in messaging applications such as WhatsApp. These scams work by sending
messages that manipulate and trick victims into clicking on fraudulent links [4].

To contextualize SMS phishing, COVID-19 increased the use of digital ser-
vices and online applications for daily activities such as buying, paying, accessing
medical services, telework, and online education worldwide. This move to digi-
tization, without knowledge of cybersecurity, has aroused the interest of cyber-
criminals who intend to commit fraudulent appropriation. For instance, this
cybercrime occurred in California in the US, where attackers perpetrated serious
cyber-attacks, including a ransomware attack and a smishing attack known as the
Cloudflare Case. The Smishing attack involved employees receiving text messages
containing a legitimate-looking login page for a newly registered domain. The
attacker used four phone numbers associated with T-Mobile-issued SIM cards to
send messages to at least 76 employees and their family members [6,7]. Likewise,
the employees of a company were the victim of a smishing attack through an
SMS on the company phone from a fake messaging service that asked them to
download an application to manage delivery. Upon downloading the app, work-
ers found it malicious and sent many SMS, resulting in an unusually high phone
bill. [5,10]. According to Proofpoint’s 2022 State of the Phish report, 74 % of
organizations received smishing attacks in 2021, up 13 percent from 2020 [2].

Faced with this scenario, researchers developed detection tools and models
to protect users from these attacks. For example, in the study proposed by [9], a
machine learning-based model was developed to classify smishing text messages
in Swahili. Likewise, a malicious domain detection method that focuses on the
arrival rate of SMS messages with URL links has been proposed, reducing error
rates [8]. However, smishing still needs to be solved.

This paper aims to determine the techniques, methods, and algorithms used
in Deep Learning to control and mitigate an SMS phishing attack. To accomplish
this, we conducted a systematic literature review using the methodological guide
of Barbara Kitchenham [27]. We broadly explore SMS phishing by reviewing the
literature available. We collect and analyze previous studies addressing differ-
ent aspects, including the effects on the victims and the techniques used by the
attackers. Furthermore, this study recognizes the methods and strategies imple-
mented to mitigate the attack. As a main contribution, we identify the current
state of knowledge about SMS phishing, helping to show gaps, challenges, and
future research directions. Likewise, these findings can help inform prevention
policies by critically evaluating the available scientific evidence.

The remainder of this paper is structured as follows: Sect. 2 describes the
theoretical background that supports this investigation. Section 3 explains the
research methodology process. Section 4 presents the results obtained. Section 5
discloses the lessons, challenges, and future addresses. Finally, Sect. 6 clarifies
the conclusions and future work.
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2 Theoretical Background

The origins of neural networks and Deep Learning can be traced back to the early
development of artificial neural networks in the late 1950s and 1960s, with the
first neural network model, the perceptron, developed in 1958 by Frank Rosen-
blatt [32]. However, the limitations of this model led to the development of more
complex neural network architectures, such as the multilayer perceptron in 1965
[32]. These early neural networks had limited capabilities but laid the foundation
for future developments in the field of Deep Learning [35]. The introduction of
the backpropagation algorithm in the 1980s was a significant breakthrough in
the field of neural networks. This algorithm enables more efficient training of
neural networks and supports the development of more deep and more complex
neural network architectures [36]. With the advent of such algorithms, neural
networks became more capable of performing complex tasks such as image and
speech recognition [37]; this ushered in the era of Deep Learning, where multi-
layer neural networks were used for complex tasks [39]. Deep Learning techniques
continued to advance with the development of convolutional neural networks
(CNNs) and recurrent neural networks (RNNs) in the late 1980s [32]. These
Deep Learning techniques have been used in various applications, such as nat-
ural language processing, computer vision, and speech recognition [40]. The use
of neural short-term memory (LSTM) networks has also led to advances in the
field of natural language processing [41]. As Deep Learning grows, it has great
potential to solve complex problems and revolutionize various industries [42].
In this context, it is crucial to address SMS Phishing attacks and their close
relationship with malware. A smishing attack involves the manipulation of users
via text messages or messaging applications to induce them to perform harmful
actions, such as clicking on malicious links or downloading infected files. These
links and files often contain malware, software designed to compromise the secu-
rity of devices, steal information or cause damage. These attacks can impact the
privacy and integrity of users and organizations.

2.1 Deep Learning Algorithms

Deep Learning uses algorithms to analyze data and draw human-like conclusions.
It allows machines to manipulate images, text, or audio like humans. It is based
on multi-layered neural networks and involves extracting complex information
as it goes deeper into the layers. Machines learn to identify features and adapt
to changes through iterative learning methods and exposure to large data sets.
They can then understand the logic and reach reliable conclusions after repeated
exposures [44].

Artificial Neural Networks is a parallel distributed system that attempts
to model the brain’s connectivity and simple biological processing cells (a.k.a.,
neurons). The knowledge network of the ANN is determined by the strength of
the interconnections, known as the synapses of the neurons in the network. This
synapse strength is represented as an accurate number weight connecting the
output of one neuron to the input of another neuron [33].
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Recurrent Neural Networks can learn features and long-term dependen-
cies from sequential and time-series data. The RNNs have a stack of non-linear
units where at least one connection between units forms a directed cycle. A
well-trained RNN can model any dynamical system. However, training RNNs is
plagued mainly by issues in learning long-term dependencies. More information
about RNNs can be found in the survey [34].

Generative Adversarial Networks can learn deep representations with-
out requiring highly annotated training data. This is achieved through a compet-
itive process using backpropagation signals between a pair of networks. GANs
can be applied in various areas, such as image synthesis, semantic image edit-
ing, style transfer, image super-resolution, and classification. The authors in [38]
provide an overview of GANs, using familiar analogies and concepts, and explain
different methods for training and building GANs. They also point out future
challenges in the theory and application of GANs.

Convolutional Neural Networks it is a Deep Learning model that pro-
cesses data with a grid structure, such as images. It is designed to automatically
and adaptively learn spatial hierarchies of features, from low-level to high-level
patterns. The organization of the visual cortex of animals inspires it. CNN mainly
comprises three layers: convolution, clustering, and fully connected. The convo-
lution and clustering layers extract features, while the fully connected layers map
those extracted features into the final output, such as classification [43]. Figure 1
is a visual abstraction of a CNN that learns from a data set and tries to identify
patterns in images to recognize objects, classes, and categories in SMS Phishing
attacks.

Fig. 1. Visual abstraction of a DL Algorithm that learns an SMS Phishing

2.2 Datasets

Deep Learning (DL) is a powerful tool that can be used to develop application
frameworks in the field of SMS phishing. By using artificial systems, such as
neural networks, it is possible to simulate the learning processes of the biologi-
cal brain to identify and mitigate SMS phishing attacks. This approach enables
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the development of solutions to detect and prevent increasingly frequent SMS
phishing attacks in today’s digital world. By leveraging DL, organizations can
develop more effective mitigation solutions to protect their customers from these
attacks. In order to develop mitigation solutions based on DL, it is critical to
have proper methodologies in place for the training, validation, and testing of
such solutions. Machine learning algorithms are used to train DL models, which
require large amounts of data to be effective. This data must be appropriately
labeled and preprocessed to ensure accurate results. The models are then val-
idated using cross-validation techniques to stay within the data. Finally, the
models are tested using real-world data to evaluate their effectiveness in miti-
gating SMS phishing attacks.

The results obtained from testing DL-based mitigation solutions have shown
promise in identifying and preventing SMS phishing attacks. Fraud analytics,
which uses big data analytics techniques to prevent online financial fraud, can
be employed to develop practical tests for SMS phishing attacks. Machine learn-
ing algorithms can be trained on this data to identify patterns and detect SMS
phishing attacks in real time. In addition, machine learning can be used to
develop fraud detection models for banking and financial institutions to prevent
fraudulent activities. By leveraging DL frameworks and methodologies, orga-
nizations can develop practical solutions to combat SMS phishing attacks and
protect their customers from financial loss and other security risks. Specifically,
data collection can be performed on several items. We include a DL framework
for SMS phishing applications and briefly summarize the testbeds that can be
used to train, validate and test Deep Learning-based mitigation solutions. Sev-
eral public datasets contain information about smishing attacks, including mali-
cious messages, attack details, and victim data. These datasets are available for
researchers to train and test smishing detection models. Some of the examples
of such datasets are as follows:

• UCI Machine Learning Repository. (2012). SMS Spam Collection Dataset.
Retrieved from https://www.kaggle.com/datasets/uciml/sms-spam-collec
tion-dataset. The following dataset indicates the collection of text messages
categorized as either spam or legitimate.

• Hugging Face Datasets. (2022). sms spam. Retrieved from https://
huggingface.co/datasets/sms spam. Datasets composed of 5,574 messages in
English, real and unencrypted, labeled according to whether they are legiti-
mate (ham) or spam.

• Sid321axn. (2021). Malicious URLs Dataset. Retrieved from https://www.
kaggle.com/datasets/sid321axn/malicious-urls-dataset. Data collection of
651,191 URLs, of which 428103 are benign or safe URLs, 96457 are deface-
ment URLs, 94111 are phishing URLs and 32520 are malware URLs.

https://www.kaggle.com/datasets/uciml/sms-spam-collection-dataset
https://www.kaggle.com/datasets/uciml/sms-spam-collection-dataset
https://huggingface.co/datasets/sms_spam
https://huggingface.co/datasets/sms_spam
https://www.kaggle.com/datasets/sid321axn/malicious-urls-dataset
https://www.kaggle.com/datasets/sid321axn/malicious-urls-dataset
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3 Research Methodology

3.1 Research Questions

To meet our objectives, we have structured this paper into four research queries
that seek to address and define our purpose. (i) How is the effectiveness of a
socially engineered SMS phishing attack assessed? (ii) What are the techniques
employed by researchers to address this problem? (iii) How is the overall impact
of phishing attacks assessed? (iv) What are the preventive measures explored to
mitigate smishing attacks, and what are the gaps and future lines of research?

3.2 Search the Relevant Documents

We search in the following scientific databases or search engines: IEEExplore,
Web of Science, Springer, ACM Digital Library, Elsevier, and Google Scholar.

3.3 Define Search Terms (Search String)

The paper aimed to obtain relevant information from primary sources on
methodologies, methods, and techniques for detecting and mitigating SMS phish-
ing attacks. For this purpose, the following search strings were entered into each
scientific database, as shown in Table 1.

Table 1. Search Strings in Scientific Databases

Scientific Database Search String

IEEE Xplore

(“Journals & Magazines”: Smishing) AND ((Journals & Maga-
zines”: Attack) AND (“Journals & Magazines”: Detention)), In
addition, the year from 2017 to 2023 was filtered using the graphical
interface.

Web of Science
TS=Smishing Attack and (TI=system or TI=technology and
PY=2017-2023)

SpringerLink
’Smishing Attack Detection AND “Machine Learning” within 2017
- 2023

ACM Digital Library
[All: sms phishing attack detection] AND [All: cnn] AND [All: tech-
nology] AND [All: smishing] AND [E-Publication Date: (01/01/2017
TO 04/30/2023)]

Google Scholar
“SMS phishing” or “smishing” + “attacks” + “Machine Learning”
or “Deep Learning”: > 2017

ScienceDirect
smishing attack AND detection. In addition, the year from 2017 to
2023 was filtered using the graphical interface
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3.4 Inclusion and Exclusion Criteria

The analysis period was from 2017 to 2022, as more studies have been conducted
due to the increased use of electronic devices during the COVID-19 pandemic. All
studies included mathematical calculations and precision measures. In addition,
we included only primary English articles obtained from journals and confer-
ences, as they met the search criteria and offered concrete solutions to detect
and mitigate smishing attacks.

3.5 Result of Review

Considering that the literature review collects and allows critical analysis of
research studies through a systematic process that provides search quality, we
ensure the review only in primary works that applied SMS Phishing analysis on
the web, ruling out other methods, such as URL analysis, since this was not our
object of study. In addition, the review was carried out in scientific databases,
eliminating duplicates. Then we checked abstracts and only considered 40 articles
that met the inclusion and exclusion criteria (see Fig. 2).

Fig. 2. Number of papers by Scientific Database

4 Evaluation of Results and Discussion

Q1: What is the effectiveness of a phishing attack using messages?
Text message scams are on the rise and are difficult to eradicate because

criminals create new forms of deception, exploiting people’s psychological vul-
nerabilities with emotions such as fear, anxiety and excitement [23–25].

Q2: What are the methodologies, methods, and techniques used for
smishing detection and mitigation?

Figure 3 illustrates the methods and techniques used in this review. It shows
that Machine Learning, the Extra Tree classifier, and Random Forest are the
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most frequent. In second place are Deep Learning and LSTM Bayes. Eventually,
the most minor used are URL and Blacklist. Some researchers solved the smish-
ing problem with URL analysis and blacklisting. A few used methods such as
BERT embedding, ECDSA encryption, convolutional neural networks (CNN),
multilayer security perception, and TCP-IP traffic analysis.

Fig. 3. Methods and techniques used for the detection and mitigation of SMS Phishing

Q3: What is the impact generated by Smishing?
During the development of this research, only some studies described the

real impact generated by SMS Phishing attacks. However, in the analysis, it
is determined that there is an impact on productivity, identity theft, personal
image or reputation harm, emotional damage, loss of customer trust, business
income, and loss of money. Some lessons learned are as follows:

Proofpoint.- Proofpoint, a USA security software company that processes
more than 80% of North America’s mobile messages [28], reported that only
23% of users aged 55+ had been able to define smishing correctly. However,
millennials did little better, with only 34% of 23–38-year-olds demonstrating
awareness of the term (see Table 2).

Table 2. Percentage of awareness of Smishing [28]

Age Knowledge

18–22 years 22%

23–38 years 34%

39–54 years 31%

Over 55 years 23%

Wandera.- According to a 2018 report from cloud infrastructure provider
Wandera, 17% of its business users encountered phishing links on their mobile
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devices. Compare this to only 15% of users who received a phishing email and
16% who received phishing links via social media apps [29].

FTC’s Fraud Report.- By the Federal Trade Commission (FTC) report
[30], many have already received smishing text messages on their phones. This
report found that text messages are the most used contact method, with 23%
fraud attempts, surpassing all other techniques. Additionally, smishing attacks
are costly, with total losses exceeding $130 million in 2021.

Loss of Money.- Victims can be tricked into providing financial information,
allowing criminals to make fraudulent transactions with their bank or credit card
accounts [18].

Identity Theft.- Smishing obtains personal information to steal identity
and open credit accounts, causing financial problems [24].

Reputational Damage.- If personal information is disclosed, such as com-
promising photographs or text messages, it can harm the victim’s reputation
[18,31].

Emotional Damage.- Victims of smishing may experience stress and anx-
iety due to deception and financial loss [25,26].

Q4: What are the prevention measures to mitigate smishing attacks?

As a result of this review, we describe in Table 3 some actions that users and
institutions should consider to protect themselves against smishing:

Table 3. Preventive measures to mitigate Smishing

Action Description

Call the bank or merchant
directly

You should call your bank or merchant directly if you are in
doubt. Legitimate institutions do not request account updates
or login information via text message. In addition, users can
verify any urgent notices directly on their online accounts or
through an official telephone helpline [45].

Avoid using links or contact
information in the message

Avoid using links or contact information in messages that make
users feel uncomfortable. Go directly to official contact channels
when users can [45].

Verify the phone number
Scammers may use email-to-text services to mask their real
phone numbers, evidenced by odd-looking phone numbers such
as 4-digit numbers [45].

Use Multi-Factor Authenti-
cation (MFA)

MFA or two-factor authentication can protect your account even
if your password is exposed. 2FA commonly uses text message
verification codes, but stronger variants, like Google Authen-
ticator, are available. Never share your 2FA recovery codes or
password with anyone; only use them on official sites [45].

Never provide a password
or account recovery code by
text message

Passwords and 2FA recovery codes received through text mes-
sages can compromise your account if given to the wrong person.
It is important to never share this information with anyone and
only use it on official sites [45].

Report to the police or the
prosecutor’s office

All SMS phishing attempts should be reported to the designated
authorities; in the case of being a victim of this type of attack,
file a complaint with the special cybercrime unit of the police or
the prosecutor’s office in your country [45].



200 D. Barrera et al.

5 Challenges and Research Directions

SMS phishing presents not only technical challenges but also psychological ones.
By understanding these challenges, redirecting, and adopting more careful and
aware behavior, individuals can protect themselves against SMS phishing and
other online scams. Users should assess the situation and verify the source rather
than assume that a text message is legitimate. Therefore, in this review, research
is redirected to develop solutions for detecting SMS phishing incorporating algo-
rithms that respond to and consider the user’s psychological perception. In other
words, researchers must include the scientific study of the human mind and its
processes. Furthermore, the developed software should focus on automating how
the user processes information based on their perception, acquired knowledge,
and how memory, language, attention, and decision-making work. Below are
several psychological challenges related to smishing:

Persuasion and Urgency. Phishing messages use persuasion and urgency
techniques to get people to make quick, emotional decisions without taking the
time to assess the situation or verify the source [46].

Confirmation Bias.- People often have cognitive biases that lead them to
seek information confirming their existing beliefs or assumptions, making them
more likely to believe phishing messages that appear legitimate or confirm their
expectations [47].

Unfamiliarity.- Many people are unfamiliar with online security practices
ohr do not fully understand the risks associated with SMS phishing, making tem
more vulnerable to online scams [48].

6 Conclusions

This study concludes that SMS Phishing is a growing social engineering attack
due to the widespread use of short messages through WhatsApp. A system-
atic literature analysis was carried out to answer four research questions. The
main machine learning techniques used are Random Forest, Deep Learning, and
LSTM Bayes, shown to be the most effective ways to mitigate Smishing attacks,
according to the analysis of the selected 40 articles. The review also points out
that SMS phishing is not only a technical challenge but also a psychological one,
as phishing messages use persuasion and urgency techniques to get people to
make quick and emotional decisions, taking advantage of confirmation bias and
lack of knowledge about online safety practices. Therefore, this research opens
new challenges and redirects future research to focus on the scientific study of
the human mind and its processes.

We plan to design and implement a CNN-based model to detect and mitigate
Smishing attacks for future work. Since smishing attacks are a growing threat
that can severely impact individuals and organizations, implementing an accu-
rate and effective detection and mitigation model can help prevent or limit the
inflicted damage.

Text classification addresses problems such as predicting sentiments in tweets
and reviews, as well as classifying mails as spam. Deep Learning methods are
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effective in this task and obtain leading results on academic problems. The tech-
nique employs a word embedding to represent terms and a Convolutional Neural
Network (CNN) to learn to distinguish documents in classification. CNNs are
effective in classification, selecting relevant features regardless of their position
in the sequence.

The architecture consists of three key elements:

• Word Embedding: distributed representation of terms, similar for words with
similar meaning.

• Convolutional Model: Extracts salient features from documents with word
embeddings.

• Fully Connected Model: Interprets extracted features to predict results.

Given the growing threat of smishing, an accurate detection and mitiga-
tion model can help prevent damage. The methodology developed by Barbara
Kitchenham for conducting systematic literature reviews and evidence synthesis
offers a structured and organized approach that brings important benefits to
research. This methodology ensures thorough identification of relevant evidence,
objective assessment of the quality of the studies collected, and effective syn-
thesis of findings. In addition, its scientific basis backed by years of experience
in the field guarantees the reliability of the results obtained. The application of
this methodology also improves decision making by providing a solid basis for
the formulation of evidence-backed conclusions.
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Abstract. Currently, user authentication only based on passwords can be inade-
quate due to different types of vulnerabilities and attacks. To solve this problem,
two-factor authentication is commonly used, providing a higher level of security
when the user logs into their accounts, and one popular example of two-factor
authentication is the combination of password and One-Time Passwords (OTP).
Due to the importance and popularity of OTPs, this study analyzed the most
widely used OTP protocols and their applications to understand their state of the
art. The scientific community can use the analysis carried out in this work to
understand why OTP is so popular and to decide on the type of OTP, in case a
custom implementation is needed for an authentication system. To achieve this,
this work analyzed a large number of previous works methodically through a semi
cyclic process based on research action combined with a systematic review pro-
cess. The most important works were analyzed to identify their specific features
and to classify the used technologies. Usage trends in terms of protocols, imple-
mentations, algorithms, and OTP generators were also analyzed. In addi-tion, this
article has determined a complementary feature guide that must be considered
when implementing an OTP authentication system.

Keywords: Authentication process · One-Time Passwords · OTP · OTP
protocols · OTP generators · Two-Factor Authentication · 2FA

1 Introduction

Security in different technological areas, such as the Internet of Things [1], networks [2]
and software development [3], has given great importance to the authentication process.
This process aims to establish trust between users and devices, verifying the identity of
users on a platform [4].Although the use of username and password has been common for
authentication [5], the advancement of the Internet has made identity theft a significant
security problem [6].
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Based on research from the last 30 years, a strong single factor authentication based
on passwords has been found to be difficult to implement due to various threats and
attacks [7], such as compromised devices with spyware, intercepted communications,
brute force attacks, and “Man in the Middle” attacks [8, 9]. As a result, two-factor
authentication (2FA) has gained popularity as a more effective security measure [10].
2FA combines two of the three universal factors: something the user knows, something
the user has, and something the user is or does [11]. The key advantage of 2FA is that
even if one factor is compromised, the security of the system is maintained [11].

Among the various ways to implement 2FA, the use of One-Time Passwords (OTP)
basedon software tokens is one of themost popularmethods [12, 13]. These programsuse
OTP algorithms for their implementation and are fundamental to guarantee the security
of systems in applications of online banking, electronic commerce, medical care, IoT
and other scopes [12, 13]. Lamport [14] proposed the first OTP known as the S/KEY
authentication system [15], to authenticate untrusted computers in public use.

Due to the advances in the use of OTP-based systems, this study focuses on analyzing
different types of OTP and their algorithms, as well as their respective characteristics,
in order to generate a complete document on the state of the art of this technology.

2 Research Methodology

The primary objective of this research is to analyze the current trend regarding OTPs
implemented in different solutions. To achieve this, a semi cyclic process based on
research action [16] and combined with a systematic review process [17, 18] has been
applied. This methodology is the same used in [19]. Each of these phases has specific
tasks executed during the research development process (see Fig. 1).

2.1 Planning Phase

This is a preparatory phase prior to starting the research process. The main objective
is to reduce the scope and produce accurate searches that are suitable for the present
study. To achieve this, the following research questions were proposed: (1) what are the
solutions in the current implementations of OTP?, (2) what kinds of algorithms are used
in the different implementations of OTP?, and (3) in what areas are OTPs used?

With the defined questions, the following keywordswere identified: “One-TimePass-
words”, “solutions”, “implementations”, “2FA”, “areas”. Subsequently, the preliminary
search strings were “One-Time Password solutions”, and “One-Time Password imple-
mentations”. These strings resulted in large amounts of documents, and to reduce the
number of documents, we used logical connectors to combine the previously mentioned
keywords. Additionally, scientific databases were selected to search for articles using
the previously defined strings. The selected databases were ACM Digital Library, IEEE
Xplore, Springer, and ScienceDirect.

2.2 Perform Review Phase

In this stage of the study, searches were carried out in the digital repositories using
specific previously defined strings. Only publications older than 5 years are considered,
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with some exceptions, as mentioned in the definitions of [18] and [19], because certain
algorithms used in the development of solutions based onOTPswere developed in longer
than the specified period of time.

Fig. 1. Detailed research method.

For the collection and management of the articles, the Mendeley tool was used,
which allows sharing and managing research papers through labels and filters. In this
way, a shared library could be created to facilitate the analysis of the bibliography.

To conclude this stage, an article discard protocol was applied manually. The titles
and abstracts of each article are reviewed to identify relevant keywords and details that
might answer the research questions posed above. Those documents that did not comply
with the terms or did not provide relevant information were discarded.

2.3 Report Result Phase

In the last step of the researchmethodology, thefindings and resultswere documented and
used to build the following sections, which are the central part of this work. Furthermore,
new OTP technological solutions and their implementation areas were analyzed and
discussed. The results of this phase are shown in the following sections of this document.

3 One-Time Passwords

OWASPTop 10 indicates that an authentication systemmay be exposed to different types
of threats [20]. This situation shows how important is the implementation of 2FA based
on OTP. When a system implements only the password-based authentication systems, it
can be exposed to different types of attacks. For example, we could mention the attack
executed on the PlayStation Network, where a group of attackers gained access to 77
million customer accounts, including credit card information [21].
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The study of OTPs began with Lamport [14] in the early 1980s, with a protocol in
which both the client and the server agreed to use an algorithm to generate OTPs, which
expired once the authentication process was successfully carried out. Lamport’s solution
used a seed (S) agreed upon by both the client and the server, which passed through a
hash function (h) n number of times. However, this presented a problem, since after a
certain number of repetitions, hash functions tend to repeat the output values [22].

Subsequently, other OTP solutions emerged, such as the work presented in [23]. In
this work, the protocol is based on a counter (C) that increments its value and is applied
to a hash chain with a key for message authentication (HMAC). The counter on the
server increments each time a successful authentication is achieved, while for the user it
increments each time a new OTP value is required. In another work, an improvement of
[23] is proposed by implementing the time factor instead of the counter, which avoids
the desynchronization between the server’s and client’s counter [24]. In [24], timestamp
marks are used to generate the values to be sent to the server to achieve the authentication
process. The synchronization, both for the client and the server, makes use of the Unix
time, as it is universally used by Unix type operating systems.

3.1 Protocols for Generating One-Time Passwords

Today, OTPs are a common authentication mechanism for many companies, institutions,
and even governments looking to upgrade their security strategy. For example, Google
uses the sending of OTP via SMS to authenticate the user after numerous failed login
attempts. On the other hand, telecom companies generate a One-Time Password and
send it directly to the user’s mobile phone as an authentication privilege for using the
free internet service in public places such as shopping centers, maritime terminals, or
airports, which has a validity of 30 min [25].

OTP algorithms can be classified into two groups, i.e., event based and seed value-
based OTPs. Event based OTPs change value whenever an event occurs. Themain event-
based OTPs are HOTP and TOTP. In the case of HOTP, if the counter value changes by
a login attempt event, a new HOTP value is generated. Similar process is done in TOTP,
where a new value is generated when the time value changes, invalidating the previous
value. On the other hand, seed value-based OTPs are based on a shared seed that is used
to generate the OTP value.

3.1.1 HMAC-Based One-Time Password Protocol (HOTP)

HOTP is an event-based OTP algorithm created in 2005 that generates values based
on hash message authentication codes (HMAC) [26–28]. For generating HMACs, the
Secure Hash Algorithm-2 (SHA-2 or SHA2) is used frequently among the different hash
algorithms. However, in 2015, NIST recommended the use of Secure Hash Algorithm-3
(SHA-3 or SHA3) due to known weaknesses that SHA-2 has exhibited over time [27,
28].

HMAC is used to create the HOTP value. The HOTP algorithm works based on an
increasing counter value (C) and a static symmetric key (K) known only to the token and
validation service [23]. The key (K) must be shared between the client and the server,
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and the counter (C) must be synchronized between the HOTP generator (client) and the
HOTP validator (server) [29][30].

HOTP works with two counters, one on the client side (hardware or software token)
and one on the server side. Both counters validate theHOTPvalue. The server increments
its counter after each successful authentication, while the client does so when requesting
a new OTP. If the server receives a value that does not match that of the client, the
resynchronization protocol is started before another attempt [23], this process can be
seen summarized in Fig. 2.

Fig. 2. HOTP algorithm protocol, adapted from [22]

For the user to easily remember the OTP, the most common OTP length is 6 digits,
resulting in ten million possible combinations. HOTPs are vulnerable to brute force
attacks because their value expires only after successful authentication [23]. In [23],
two solutions are proposed to detect and stop brute force attacks on the authentication
server: (1) Define a maximum number of possible attempts for HOTP validation and (2)
Implement a delay scheme to avoid Multiple parallel divination techniques. For each
failed attempt at a login session, the authentication server would wait for: (Number of
failed attempts) * (Definite time).

HOTP has no expiration time and can be used for a long period of time, increasing
the chances of being attacked. This weakness is solved by the TOTP algorithm, which
provides short-lived OTP values to improve security [24].

3.1.2 Time-Based One-Time Password (TOTP)

Time-based One-Time password (TOTP) is an extension of the HOTP algorithm. The
main difference is that the HOTP uses a counter (C) while the TOTP uses time (T).
The time T can be defined as: TOTP = HOTP(K, T), where T represents the number
of time steps between the initial counter time T0 and the current Unix time (i.e., the
number of seconds elapsed since midnight UTC of January 1, 1970) [24]. In general, the
time value tends to be the date (YYYY-MM-DD) followed by the time (HH:MM:SS).
Both are usually measured in Coordinated Universal Time (UTC) or as well-known as
Greenwich Mean Time (GMT) because it can be used depending on the location or the
time zone [27, 28].
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The HOTP method requires a timer. The validation system receives the TOTP value
without knowing the exact OTP generation timestamp, which creates a gap between
generation and reception. To address this, an authentication policy is established with an
acceptable transmission delay window. A time step of 30 s is recommended as a proper
balance between security and usability [24].

TOTP is based on the HOTP algorithm, which is derived from HMAC and uses
defined hash functions. That is, part of the security of the TOTP depends on the hash
functions used in the HMAC algorithm. Consequently, TOTP implementations choose
to use HMAC-SHA-256 or HMAC-SHA-512 instead of the HMAC-SHA-1 functions
[24].

3.1.3 Seed Value-Based One-Time Password

In [31], an exampleof seed-value-basedOne-TimePassword is described.Togenerate the
OTP value, three entities are utilized: user, server, and One-Time Password Generation
System (GS). The GS receives data from both the user and the server to generate the
OTP. The user provides a number (N) and a secret password phrase (PP), while the
server provides a seed (S). The GS uses the user’s secret password phrase along with the
seed received from the server, applying the secure hash function N times to generate a
sequence of OTP values, Eq. 8 describes the formula for generating the OTP.

OTP = Hashfuntion(PP, S)
N

The seed comes from the server in a clear text which is purely alphanumeric of 1
to 16 characters long that must be internally converted to lower case. As with the other
OTP algorithms described before, the security of seed value-based OTP also depends on
the used hash function.

Anotherway to use a seed value-basedOTP is using pseudorandomnumbers.A pseu-
dorandom number generator (PRNG) is commonly used to generate unpredictable OTP
values [31]. The pseudo random numbers are values or elements statistically random,
derived from a seed [31]. A cryptographically strong pseudorandom number generator
is needed by the server to generate the OTP value for each login session [32].

The security of the PRNG depends on the random algorithm used, but also requires
a correct implementation, for example, choosing a constant as the seed for the random
algorithm, the PRNG could be predictable. For that reason, there are critical randomness
rules [3]: (1) do not use a constant or predictable seed to initialize the random function,
(2) do not use a static OTP value, and (3) do not generate OTP values according to
specific patterns.

In the previous description, we get a wider idea of how OTPs are implemented.
Depending on the required complexity and the requirements set by the organization, we
can choose one or the other. Nevertheless, we can see that the trend of these protocols is
divided into: Time-based OTPs, Hash-chain based OTPs, and Challenge-based Authen-
tication algorithms. Table 1 shows a summary of the type of OTP used in the reviewed
articles. The structure of this table is as follows, the first column presents the different
types of OTP protocols analyzed in each article, while the second column lists the cor-
responding articles. In the last row of the table are articles that do not specify the type
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of OTP protocol used. However, these articles provide valuable information about the
operation and applications of OTPs, which allows for a more complete understanding
of the topic.

Table 1. OTP Classification.

Type of OTP References

Time-based OTP [7] [19] [25] [23] [29] [34] [35] [37] [38] [39] [45] [51] [53]

HMAC based OTP [7] [12] [14] [19] [25] [23] [33] [40] [10] [41] [42] [43]

Seed value base OTP [2] [3] [11]

Not specified [1] [5] [36] [44] [46] [47] [48] [49] [50] [52]

3.1.4 Other OTP Generation Protocols

Although they are not very common, some previous works make use of other types of
protocols. The following is a list of some of them:

YSH Protocol: The YSH protocol is an enhancement of the Lamport hash chain
protocol for generating One-Time Passwords (OTP). Although it allows the server to
be verified, it does not protect against spoofing attacks by not storing certain client
parameter values, which compromises authentication. Furthermore, it is vulnerable to
“small number attack” [15].

Bicakci Protocol: The protocol is based on asymmetric cryptography to generate and
verify OTPs, being an evolution of the HOTP protocol to improve security. However, it
has disadvantages such as computational complexity and lack of server authentication,
which could allow for phishing attacks [22].

Chefranov’s Scheme: The protocol features a complex and secure algorithmwithmany
parameters. However, its high complexitymakes it difficult to implement and understand
in comparison with previous protocols. Although it is resistant to browsing attacks, it
lacks protection against check table modification. Furthermore, the Chefranov scheme
allows for server verification, but does not protect against spoofing [22].

3.2 Methods of Receiving One-Time Passwords

The previousworks analyzed in this paper shown different ways of sending and receiving
the OTPs. In the following, there are the explanation of those methods.

Text Messages: The common method to deliver OTP is via SMS [3]. However, stud-
ies such as [31, 33, 34] have shown that SMS is vulnerable to attacks such as SIM
card cloning and shoulder surfing. Despite this, companies like Airbnb, Facebook, and
Google continue to send OTPs over SMS due to user preference [5]. Alternatives using
lightweight cryptography and text steganography have been also proposed [35].
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Quick Response Code (QR): According to [36], scanning QR codes is a relevant
method to receive OTPwhich allows saving time by avoidingmanual input of characters.
Although the average authentication time is 25.8877 s, [37] highlights that QR codes
are vulnerable to replacement, modification, and malicious URL attacks.

Piezo-Gyro Channel: A work proposed by [38] presents a unique way to input an
OTP using a physical device that automatically sends the OTP to a smartphone through
acoustic stimuli on its MEMS gyroscope. The device uses a piezoelectric transducer to
induce movements in the internal mass of the gyro sensor, generating artificial angular
velocity readings that are translated into the OTP value. This process creates a one-
way communication channel between the physical device and the smartphone, allowing
authentication without the user having to manually enter the OTP [38].

Proprietary Tokens: Proprietary tokens are small physical devices, such as hardware
keys. They do not require passwords but may require a physical or wireless connection
to authenticate the user. In addition to cards, there are other tokens such as USB and
wireless devices. Cards are more likely to be lost and cloned [39].

Paper: The OTP paper receipt method is a form of authentication that uses a list of
printed codes to securely transmit information. It is useful in situations where access to
devices is complicated or impossible [10]. For example, Google verification codes work
like this. Ten one-time passcodes are generated when 2 Step Verification is enabled on
a Google account, and new codes are generated when old ones are used up [41].

Email: Email is a popular way to send OTPs due to its ease of use, speed, and cost
effectiveness. According to [25], they propose a virtual OTP keyboard represented as a
4x4 matrix with XY coordinates sent to the user to select on the virtual keyboard. Email
based OTPs are secure and allow user identity to be authenticated during login on any
Internet enabled device. However, [42] warns that they can be intercepted or compromise
the user’s account.

3.3 Classification of the Use of One-Time Passwords

One-time password (OTP) passwords are a security tool used to protect information and
ensure user authentication in different applications and systems [43]. These passwords
are generated randomly and can only be used once, making them an effective security
measure against unauthorized access [8]. OTP passwords are commonly used in the
access of online bank accounts [44], user authentication in email services [39], and
access to private networks and two-factor authentication systems [2, 45]. However, as
of the writing of this document, some works were found that utilize OTPs in different
ways and in different areas as detailed below.

Use of OTPs in Mobile Applications: Currently, mobile applications have had great
success due to their portability and efficiency [5]. One area that has taken advantage of
this is online banking, with the implementation of virtual wallets [5]. A study focused
on Human-Computer Interaction (HCI) and Computer Supported Cooperative Work
(CSCW) of the digital payment apps Paytm and PhonePe was carried out, too [46]; both
apps use OTPs to perform the login or user registration process by sending a unique
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code to the user’s registered mobile number [46]. To make a transaction in the Paytm
app, a unique QR code must be scanned for each store. However, in several countries,
card payments, including those made through digital wallet apps, require a two-factor
authentication (2FA) [46]. Both the CVV (the three-digit code on the back of the card)
and an OTP delivered to the user via the bank’s own app or SMS must be entered [46].
Although methods vary among banks, for the case studied in [46], it indicates that the
user has 180 s or less to complete the authentication process.

Use of OTP in Hospitals and Healthcare Centers: In [5], TreC, a platform developed
in Northeast Italy to manage personal health records (PHR) is described. In addition
to the main web system, TreC offers specific solutions for chronic patients, such as
TreC Diario Diabete, which allows recording health data such as blood glucose level
and physical activity, and TreC FSE, which allows access to personal health data and
medical prescriptions from the phone.

Authentication in TreC is based on a Multi-Factor Authentication (MFA) system
that uses One-Time Passwords (OTP). These codes are displayed on the screen of the
patient’s mobile device and entered into the web system to validate her identity. This
OTP authentication approach has also been used in hospital settings, such as emergency
care and vehicle services, where tablets enabled with insecure passwords are employed
in emergency vehicles to quickly access necessary information.

The use of OTP is essential to protect the patient information payload in the hospital
system and prevent cyber attacks that may reveal private information. Many hospital
systems are outdated and use outdated operating systems, making them vulnerable to
malware attacks. In addition, the lack of personal computers for medical personnel leads
to the sharing of potentially infected computers with keyloggers.

TheCOVID-19pandemic presented additional challenges as hospitals had to perform
tests and deliver resultswith precision and privacy. Itwas proposed to use tokens to assign
results in electronic government systems, but this could increase costs and exclude people
with limited resources or without access to the Internet.

Finally, it is highlighted that people with mental disabilities also use OTP to generate
secure access codes to systems, which allows them to authenticate or validate their access
through specific applications or devices [48].

Usage of OTP in IoT: In an Internet of Things (IoT) system [49], an approach to
improve the security of smart locks using one-time passwords (OTP) is proposed. In this
system, when someone rings the doorbell of an apartment equipped with a smart lock,
the owner, Bob, receives a notification on his phone. In addition, a camera built into the
doorbell takes a photo of the person who has rung the doorbell and sends it to Bob.

To verify the identity of the person, Bob uses the photo to confirm that it is Alice.
Instead of sending him the password that he always uses, Bob generates a temporary
password (OTP) and sends it to Alice. In this way, Bob keeps the original password for
his apartment private, improving the security of the system.
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4 Discussion

As shown in Fig. 3, research related to OTPs experienced constant growth from 2017
to 2020, with 2019 and 2020 being the years of greatest research activity. However,
starting in 2020, there was a decrease in the number of published works, when we were
overcoming the COVID-19 pandemic. It is possible that the priority attention towards
projects related to the pandemic has affected the interest in the OTPs. The need for future
research is raised to better understand the trend in this area, especially in authentication
issues which is of great relevance in computer security.

4.1 One-Time Password Generation Protocol

71% of the relevant research projects focus on the TOTP (Time-Based One-Time Pass-
word) protocol for implementation or highlight its use. According to references [32] and
[3], TOTP is considered superior to the HOTP protocol in terms of robustness for gener-
ating one-time passwords (OTPs). The factors that contribute to this greater robustness
are the following:

• OTP Randomness: TOTP uses time as the key to generate cryptographically strong
pseudo-random values using HMAC, which results in completely random one-time
passwords. This increases the randomness of the one-time passwords generated by
TOTP, as mentioned in article [32].

• OTPExpiration: By default, article [38] specifies that after x, a determined time, a new
OTP value will be generated (e.g., a recommended time of 30 s). This prevents brute
force attacks. However, it is possible that values generated once the time span has
expired may still be valid for a short period due to latency and other communication-
affecting effects, as mentioned in [3].

• OTP Consumption: Although not a TOTP-specific feature, several systems using
two-factor authentication do not limit the number of allowed incorrect OTP entry
attempts, as mentioned in article [32]. This can lead to excessive usage of OTPs.

According to Fig. 4 in the research papers, a trend is observed in the OTP generation
protocols. The TOTP protocol has the highest percentage of implementations at 71%,
followed by HMAC-based One-Time Password (HOTP) at 18%, while value-based OTP
implementations are at 11%.

However, there are concerns about the security of one-time password generation
due to possible poor implementation practices. For example, the use of basic random
number generation functions or predictable initial values could compromise security.
An attacker could obtain a bank of values and predict the next value in the sequence if
he knows the seed, allowing the entire sequence of values to be generated.

The article [32] mentions that many programming languages have predefined ran-
dom number generation functions, but these are usually not cryptographically secure.
Therefore, it is essential to keep this in mind to ensure the security of one-time password
generation.

Figure 5 Shows that the TOTP protocol peaked in publication in 2019, correlating
with the data in Fig. 13. However, in 2020, there was a 16% decrease in TOTP-related
publications. This could be because some articlesmention the use of one-time passwords
without making a clean reference to the TOTP protocol.
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Fig. 3. Trend of number of previous works
related to OTP.

Fig. 4. Usage of OTP Protocols.

Fig. 5. OTP uses over the years.

5 One-Time Password Selection Strategy

In the context of current research, several features of OTP algorithms have been identi-
fied. It is noted that all solutions use hash functions to add an additional layer of security,
ensuring that an attacker cannot obtain the original value even if they manage to obtain
the resulting hash value.

It is mentioned that HOTP may be vulnerable to brute force attacks once the OTP
value is generated and expires on successful validation, potentially allowing an attacker
to determine the value if there is no limit on the number of authentication attempts.
Failed.

In the case of TOTP, it is mentioned that the vulnerability is reduced thanks to the
use of the time value for each OTP value, which disables it after a short period of time
and makes a brute force attack almost impossible.

In addition, it is noted that seed-based one-time passwords can be vulnerable to
network snooping attacks, where an attacker obtains seed values to generate OTPs and
uses them to steal the shared secret or launch attacks.

Despite the aforementioned drawbacks, each OTP generation protocol has ideal sce-
narios for its implementation. HOTP and seed-based OTP are suitable for systems where
the OTP value does not need to be updated quickly and where the level of security is not
critical, or where ease of use is a priority. On the other hand, the TOTP is recommended
for systems where security is a primary concern, as it limits the time to enter a 6-digit
value to just 30 s.
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When selecting a one-time password (OTP) it is important to adhere to its ability to
meet appropriate security standards [32]. This involves choosing an OTP with a strong
cryptographic algorithm and additional security measures. Ease of use and compatibility
with existing systems and devices [35] should also be considered, as a difficult-to-use
or incompatible OTP can result in low adoption and lower security.

Furthermore, the durability of the OTP value is relevant. An OTP that is resistant to
reverse engineering and not easily compromised should be chosen [32], since an OTP
that is susceptible to attacks or short-lived might not be suitable for long-term use.

As for the methods of receiving OTP, each has advantages and disadvantages. Paper
OTP cards are easy to use and do not require electronic devices or internet connection.
However, there is a risk of losing, duplicating, or discarding these cards, which could
allow an attacker to authenticate illegitimately.

QRcodes are used inmessaging applications to authenticate deviceswhen logging in,
improving the experience through the use and communication of One-Time Passwords
(OTP) without the need to enter codes manually, which increases security. However,
some devices without cameras limit accessibility, and security could be compromised
if attackers were to steal images with QR codes that contain OTP. Additionally, it is
important to consider the cost and availability of OTPs before choosing them, as they
may not be feasible for certain organizations. [39].

6 Conclusions

According to the reviewed literature, there are various types of protocols that allow us
to make use of OTPs. A clear trend in the use and implementation of the protocols
established in different RFCs, such as HOTP, TOTP and Seed value-based OTP was
evidenced in the reviewed works.

To achieve a satisfactory authentication process, different OTP protocols can be
used. However, the selection and usage conditions of these protocols depend on the
advantages and communication frequency between the OTP generator server and the
user, as assessed in previous sections.

To effectively implement different types of one-time passwords (OTP), it is impor-
tant to follow certain recommendations. First, it is essential to ensure that the chosen
OTP complies with the appropriate security standards and is compatible with existing
systems and devices. It is important to perform compatibility and security tests before
implementing the OTP to ensure that it meets the organization’s needs.

While the protocols previously discussed the focus on security and increased robust-
ness of different One-Time Password implementations, the user experience of entering
the passwords where required is often neglected.

In conclusion, to effectively implement different types of OTPs, it is important to
ensure that they complywith appropriate security standards, are compatiblewith systems
and devices, and that there is a balance between the cost and benefit of implementing a
two-factor authentication system.

In terms of future work, it is proposed to conduct a study that helps to determine
which type of protocol and delivery method the user feels most comfortable with, as
well as to implement a solution that makes use of the most widely used protocols.
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Abstract. Shoulder Surfing Attacks (SSAs) represent a significant
threat to user authentication (UA) methods, especially to the process
based on the user’s knowledge in which the attacker writes down, mem-
orizes, or records the user’s credential input. This study aims to offer
the scientific community, industry, readers, and users a meta-analysis to
understand this problem and develop software solutions for this threat. In
this study, we systematically reviewed the literature using the method-
ological guide of Barbara Kitchenham. The results show that the UA
method protected against SSA is based on Physiological Biometrics. Fur-
thermore, this study determined that the primary detection and mitiga-
tion tools are the fisheye lens in the front camera for mobile devices,
the Vicon system, which captures the position of each person and the
orientations of the head and torso concerning the screen that visualizes,
using the Kinect 2, computer and laptop cameras to capture images.
Likewise, this research evidenced that some works used Deep Learning
combined with Face Recognition, relying on the characteristics of elec-
tronic devices, such as dimming, device brightness, display of alerts, and
activation of the lock screen, among others, to detect and mitigate these
attacks. The study also showed some software and hardware artifacts
used and studied to solve this problem. Finally, the meta-analysis deter-
mined future challenges and research directions for researchers looking
for solutions to detect and mitigate SSA attacks.
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devices [2,32]. This article will focus on Shoulder Surfing Attacks (SSAs). This
technique takes advantage of the human essence, attacking the weaknesses of
social engineering knowledge and the innocence of the human being.

The attack focuses on subject A, who owns a technological device, being
watched or observed without consent by subject B, without the owner user
realizing it, to acquire confidential information [27]. SSAs have been increasing
since it is notorious how technology has advanced, and human beings have tried
to be at the forefront of it. Today, most of the population has a smartphone or
a portable device such as a laptop or tablet [18], so the user takes the owner
position and needs to protect it through authentication mechanisms.

SSAs have been studied as the most frequent attack model focused on the
user [10]. It is visible how subjects outside our environment try to observe our
information without our consent. Shoulder surfing attacks occur mainly at work,
and university, followed by home and public transport [20]. Faced with this
problem, several researchers have created tools to detect and mitigate Shoulder
Surfing attacks. For example, in the study proposed by [20], authors developed
a tool for smartphones that detect people who are trying to see our information
with the help of a lens adapted to a casing that is attached to the cell phone,
and It’s on the front of it. In the same way, a detection mechanism based on
large screens and sensors has been proposed to detect the attacker’s presence [6].

This study aims to conduct a systematic literature review using Barbara
Kitchenham’s [12] methodological guide for studies focused on Shoulder Surfing.
We focus on the process that this threat entails to conduct in a traditional and
current way, the objectives/benefits to be achieved from the attacker’s perspec-
tive, and forms of authentication in which there is a greater risk. Likewise, we
focus on making known artifacts used to combat this threat, examining parame-
ters, regulations, and rules to consider to develop software focused on this topic.
In addition, it is intended to contrast the possible implementation of new tech-
nologies, such as Face Recognition, to detect and mitigate this attack. The main
contributions of this study are:

– The characterization of shoulder surfing attacks;
– A sustainable approach to be able to solve the challenges that are presented by

corrupting facial detection with face impersonation methods (masks, photos,
videos);

– The identification of future challenges and research directions to create new
tools to solve not only recognition but also impersonation;

– The description of the actual impact caused by these attacks, such as identity
theft, financial fraud, extortion, and reputational damage, among others.

The remainder of this article is structured as follows: Sect. 2 presents the the-
ories and work related to this threat. Section 3 describes the research method-
ological process. Section 4 explains the evaluation of the results, its main findings,
the challenges, and directions for future research. Section 5 offers the conclusions
and forthcoming work lines.
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2 State of the Art

2.1 Shoulder Surfing

Shoulder Surfing at [3,5] is interpreted as an information security threat charac-
terized by an unauthorized observation or spying technique on an authentication
method. They intend to steal private information, especially security passwords.
Due to the growth of mobile devices, electronic services, web services, monetary
movements, studying, working, sending emails, and uploading multimedia con-
tent, among other day-to-day activities, users access their bank, student, and
work accounts [16,25,26]. They use some form of authentication that falls under
this category (e.g., passwords, alphanumeric digit PINs, pattern password lock,
image selection, and so on.); this leads to intelligent Shoulder Surfing attack-
ers applying it to extract monetary or even personal benefits from the victim.
According to [20], SSAs frequently occur where the victim and attacker have a
close relationship. In this way, the possibility of it also happening in the labor
and academic field where this closeness exists can be left open. Additionally,
this technique has been perfected over the years to the point of moving from the
traditional procedure where the attacker stands behind the victim to take notes
or memorize their authentication credentials to the use of recording devices [3].

2.2 Authentication

Authentication is the user’s action to identify that he is the owner of a device or
application and thus be able to protect data and confidential information. Over
the years, authentication mechanisms have been created, such as PINs, pattern
locks, and passwords [15,20]. The use of these methods has lost its degree of
security and confidence. Today there are many mechanisms to counteract this
security and break it, for example, guessing attacks that seek the credential by
trying common passwords or combinations with public user data. On the other
hand, reconstruction attempts focused on attacking the patterns with residues,
marks, or traces displayed on the device. Finally, the observation attack, which
is our purpose of study, involves attempting to observe the access information
when it is being typed without the user noticing [20].

Given these vulnerabilities in common authentication mechanisms, new
authentication schemes with biometric features are being sought [7,14]. Thus,
for example, fingerprint access is based on scanning the fingerprint of one of
the previously registered user’s fingers, iris recognition, which involves access
through sight. This type of authentication is used in high-security systems since
this method is considered one of the most sophisticated and difficult to break.
There is also facial recognition, which has become an efficient mechanism and
can be applied to all devices that have a front camera with an acceptable res-
olution. It is a mechanism that detects the user’s face and gives them access
according to the previous registration of the user’s image [30]. This last method
has shown great advantages in authentication systems, such as unlocking mobile
devices and payments online [31].
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2.3 Face Recognition

Facial recognition is a biometric authentication mechanism; that is, it uses the
face as a verification tool to gain access [30]. The primary authentication tool is
a camera placed on the front of the smartphone or computer, as used by [17,20].
This activity starts the authentication process, captures the image in real time,
and processes it. The image projection must be optimal since factors such as
light, camera clarity, and the device’s position and the user can influence the
authentication process to be incorrect [19]. As in any authentication method,
some mechanisms try to break it, and facial recognition is no exception. Pre-
sentation attacks (PA) are your main enemy, and these are photo impressions,
3D masks, video reproductions, and makeup [31], as well as photo modifications
such as moving, joining, and deleting [18] manage to violate the security of the
owner user. To mitigate these attacks, researchers and the industry used Con-
volutional Neural Networks (CNN), which activate the detection of fake faces
through PA methods and, in turn, do facial recognition, achieving efficiency and
security [29]. However, they are also vulnerable to low pixel attacks [22].

2.4 Deep Learning

According to [23], Deep Learning, as part of machine learning (ML) which in
turn corresponds to a subset of Artificial Intelligence (AI), focuses on giving
machines the functions that humans perform, such as “learning” and “problem-
solving”. Deep Learning works with neural networks (NN), where the initial lay-
ers learn based on the discrimination of simple features. The acquired insights are
then processed by higher layers [23,33]. The inputs go through a process called
stochastic gradient descent (SGD). The SGD calculates outputs and errors using
a sample to calculate the mean gradient of those examples and adjust the weights
accordingly to decrease noise and allow the NN to give consistent responses [13].
Extensive research and experimentation have resulted in new NN architectures.
Thus, for example, recurrent neural networks (RNN) are admirable for recover-
ing a stored pattern, and convolutional neural networks (CNN) are characterized
by convolutional filters, allowing better data processing in the form of multiple
matrices. The CNNs provide an excellent contribution to image processing due
to being composed of three 2D matrices that contain the intensities of the pixels
in the three channels (RGB) [13], clearing up any doubt about which would be
one of the best NNs for apply Face Recognition Technology (FRT) (see Fig. 1).

Fig. 1. Compilation of the state of the art
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3 Methodological Design

To frame the problem posed in this research and to know in a specific way about
shoulder surfing attacks, this systematic literature review addresses the following
questions: (i) Determine the techniques, methods, or tools that help mitigate
these attacks; (ii) Understand what software artifacts have been developed to
combat it; (iii) As to the parameters that must be taken into account to develop
software of this type; (iv). Finally, identify the lessons, challenges, and lines of
future research to detect and mitigate these types of attacks.

3.1 Search the Relevant Documents

We searched the studies in the following scientific databases: IEEE Explore,
ACM Digital Library, ScienceDirect, Springer, and Google Scholar. The study
seeks preliminary information on techniques, methods, or algorithms developed
to detect and mitigate SSAs during user authentication (UA). Depending on the
database, we enter the search strings using boolean operations.

3.2 Inclusion and Exclusion Criteria

We select the primary studies between 2018 to 2023. The main reason for this
range was technological advancement in this period due to the notorious devel-
opment of deep learning, neural networks, and data science. In addition, we
decided to include articles from impact journals that met the search criteria.
All papers presented accuracy scores using mathematical calculations and con-
tributed significantly to detecting and mitigating shoulder surfing attacks.

3.3 Quality Evaluation of Research

To have a good quality search, we focus on analyzing primary articles within the
area of knowledge of Computer Science or related fields. The papers were care-
fully selected because they contribute to the objective of research on the detec-
tion and mitigation of shoulder surfing attacks. We care about the seriousness of
the theoretical design, the investigative process, the actions, and methodological
decisions in all its stages.

3.4 Result of Review

We ensured a review of primary studies that applied analysis of Shoulder Surf-
ing attacks. The evaluation was carried out in scientific databases, eliminating
duplicates. Then we filtered by title, considering its degree of relevance and ambi-
guity. Itself, we read summaries and full texts. Only 34 articles met the required
criteria, of which 29 were published with the established criteria, reflecting an
interest by the community in Shoulder Surfing attacks. The remaining five corre-
spond to secondary studies of literature review methodologies, machine learning
concepts, and the emergence of user authentication techniques/tools (see Fig. 2).
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Fig. 2. Primary sources resulted from the search process and the number of articles on
scientific databases and their years of publication

4 Evaluation of Results and Discussion

RQ1 How effective would applying facial recognition be in detecting and miti-
gating SSAs?

In [25], the difficulty of the human being to remember good passwords of more
than ten characters is evidenced due to the limitations of the human brain in not
remembering complex sequences. While in [26], the human being represents the
weakest link regarding the choice of good passwords. In general, they are short
or significant and easy to memorize, making it easy for them to be easy targets
to suffer an attack by SSAs through three types of attack: i) Type I: Naked eyes,
ii) Type II: The video captures the entire authentication process once or iii)
Type III: The video captures the entire authentication process more than once.
In [3], they indicate only two, by visual observation or by recording the password
entry process. There are essential factors such as the angle of perception of the
attacker [3,26] the object that participates as an observer, be it a person or
an electronic device, which allows stealing the credentials of electronic devices.
For example, [24] comments on installing spy cameras in ATMs to capture user
credentials. However, [4,35] also point out that the PIN form of authentication
may be susceptible to observed and recorded SSAs. In short, the first scenario is
one of the most used because it is simple compared to the other since it requires
more study of the victim, planning, effort, and resources to acquire sufficiently
robust devices.

Implementing the FRT in different solutions resulted in great potential in
the field of people identification [8]. From the point of view of the first scenario,
authors considered the possibility of identifying the possible attacker as shown
in Fig. 3. However, what about the second scenario? With the help of CNNs
and Deep Learning, the FRT has obtained a compact representation and noise
separation in comparing images of faces [21]. The recognition of objects through
computerized vision (CV) as an application of Deep Learning allows the recog-
nition of images [23]. When taking them to the digital world, both faces and
recording devices are associated with an image, so it is possible to train NN to
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detect both objects. This can be confirmed in [28], where its authors present
a study in which CNNs through CV allow the detection/recognition of generic
objects and biometric attributes. All this, plus the different characteristics of
personal devices, allow the generation of SSA mitigation processes. For exam-
ple, the dimming of the device’s brightness, the automatic blocking of the device,
the display of alerts to the victim to take precautionary measures, and so on.

Fig. 3. Representation SSAs Detection By Face Recognition Technology

RQ2 What artifacts or tools have been used for detecting and mitigating SSAs?
Within the process of detecting and mitigating SSAs, there is the software

application’s logical part. There is the part of the user interface design, the
programming code, and the machine learning processing algorithms such as
CNN when working with image recognition [29]. As these logical processes are
improved, so is the code, as mentioned in [31], whose authors use a central dif-
ference convolutional network (CDCN) to extract local texture information and
predict the depth of face. Likewise, there is the physical part, which the partic-
ipant or user uses to enter the data processed in the application. The artifacts
capture and send data efficiently so the process continues and culminates with
the best results. Several tools are used; for example, in the study [20], a mobile
phone case and a personalized model are made for each participant to use their
phone, plus is that it includes a fisheye lens on the front camera that expands
the camera’s field of view from 60 to 90 ◦C to 180 ◦C, giving a better view of
the attacker. In [6], they focus on high-fidelity movement, which consists of a
large screen and a tracking system (Vicon) to identify and capture the position
of each person and the orientations of the head and the torso; this defines the
exact location regarding the screen. In Fig. 4, it can see that the tools described.
Although several mechanisms are expensive, other more accessible and less costly
tools have also been added, such as the Kinect 2 [6] or a simple camera, as can
be evidenced in face anti-spoofing studies that use the cameras of computers and
laptops, to be able to capture images [17,31].
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Fig. 4. Large screen with movement system (left); Smartphone with the fisheye lens
(right)

RQ3 What are the authentication methods that protect users against SSAs?
The study by [30] determined four categories that encompass the authenti-

cation methods, which are described below in the Table 1.

Table 1. Classification of Authentication Methods based on the study of [30]

Category Definition Authentication forms

Knowledge-based Requires the user to provide information

that only the user should know using his

or her memorability

Text-based (e.g., digit PINs and

alphanumerical passwords) or

Graphic-based (e.g., lock pattern and

secret click points on pictures) [20,30]

Based on

Physiological

Biometrics

Uses unique physical characteristics of

the user

Fingerprints, iris patterns, hand

geometry, and face contour [30]

Based on

Behavioral

Biometrics

Analyzes data on how a person interacts

with a system or device (behavioral

characteristics or habits)

Tapping or swiping on the touch screen,

finger movements, walking, and speaking

voice patterns (user’s daily activities) [30]

Based on

Two/multi-factor

Combines two or more authentication

metrics to provide more secure

authentication

Multiple biometrics, secret knowledge and

biometric, pressure and signing speed

with graphic-based secret signature shape,

etcetera [30]

For [1,30] the knowledge-based authentication category is the most popu-
lar, effective, and one of the most used methods throughout history to obtain
positive results through SSAs [11,28,30,34]. The first author mentions that sev-
eral studies show that stealing credential entries through SSAs is possible. The
second comments on how memorable passwords are susceptible to SSAs. Specif-
ically, passwords of the image selection type allow the attacker to be easy to
remember. The third focuses on increasing the risk to SSAs on mobile devices,
considering knowledge-based forms of authentication, here the authors seek to
analyze the interaction, the observation angle, the input error, and the observa-
tion effort. Finally, the fourth states that some forms of authentication that fall
into the knowledge-based category are types of attacks that are easily vulnerable
to SSA attacks. Additionally, it was possible to collect information on the effec-
tiveness with which SSAs and other threats are successful. In the Table 2, we
present a summary of the effectiveness of the SSAs on the authentication meth-
ods to indicate how unprotected users are. We categorized the authentication
methods to fit the [30] classification.
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Table 2. Effectiveness of Shoulder Surfing in categories based on [11]

Category Affected By SSA No Affected By SSA

Knowledge-based • Dictionary-based method • IPAS

• Leakage-resilient password

authentication method

• Graphic-based methods

• Context-sensitive screen locking

application

• TMD

• PIN + touch dynamics • Recognition and recall-based method

• Spinlock • CCP

• Bimodal PIN + audio based • Graphical password, VC, PL

• Drawing a PIN authentication • CD-GPS scheme

• Graphical authentication password

• Powerful sensor + graphics

Based on

Physiological

Biometrics

• LDPC + SHA + IWT

• Facial

• FIRME

• Gait authentication

• Hand geometric based biometric system

+ mobile phone cameras + webcams

• SPN + ESPN

• NIR light source + charge-coupled

device (CCD)+3D vein image

• Eyes, nose, mouth, and full face

Based on

Behavioral

Biometrics

• KDA • Behavior profiling, keystroke flow, and

semantic profiling

• GEAT gesture-based authentication • Behavioral biometrics + conventional

authentication scheme

• New lightweight, touch dynamics and

touch gesture

• Keystroke dynamics and accelerator

biometric

• Signal utilizing weights sensor mounted

on the back of the telephone

• Swipe gesture

• Touch behavior and miniaturized scale

developments of device

• Data acquisition

• Electroencephalography (EEG) +

Patterned based authentication scheme

• FAST

• Touch-based authentication systems • Implicit authentication

• Accelerometer-based authentication • User touch behavior

• Gesture typing behavior

• Artificial intelligence, pattern password,

touching durations, and biometric traits

• CA + IA

• Camera-video recording-based attack

Based on

Two/multi-factor

• Two-factor face authentication • Biometric data (inherence factor) +

passwords (knowledge factor)

• Pattern • Touch-based biometric authentication

• MFA • HATS

• Graphical authentication, pass code and

behavioral biometric

• Implicit authentication

• Keystroke dynamic authentication

• Geographical area + location

• NFC and tattoo

• Mobsecure
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RQ4 What are the parameters, regulations, and rules for developing software
that mitigates SSAs?

To develop a software tool to combat and mitigate SSAs, we must walk that
fine line from being a protector to becoming a victimizer. If the technicians plan
to use facial recognition as an essential support, this technology can infringe on
the privacy of the attacker, even if it sounds illogical [20]. Automatically taking
or capturing photos may be inappropriate, so they only store images locally
and do not upload them anytime. It must be considered that some people may
accidentally participate in this activity during the testing and production period
and can be taken as attackers without being true. That is why users have to abide
by the rules and laws of each region. In the case of Ecuador, the organic law
on identity management and civil data refers to the fact that the State will
guarantee all Ecuadorian and foreign persons, regardless of their immigration
status, the right to identity and data protection of information staff. Starting
from this premise, it can be defined that the main parameter is the privacy of
the human being. Therefore, the attacker can be referenced without exposing
his identity. That is, notify the owner user that they want to attack him so
that he can take preventive measures, but leave aside the fact of presenting
the attacker. Under this precept, the study [9] hypothesizes that intentionally
degrading the quality of egocentric photos (i.e., photographs captured from a
first-person perspective), such as obfuscating them with a blur filter, can increase
the predisposition of people to be captured by portable cameras. In the results,
they obtained that it is possible to increase the number of passers-by willing to
be captured by 17.5% when a blur filter is applied to these photos.

4.1 Challenges and Future Research Directions

Shoulder Surfing presents some technological, environmental, obtaining and
training data, social, security, and privacy policy challenges, especially those
that have slowed progress in the development of detection and mitigation of this
threat, as detailed in Fig. 5 which outlines in summary the entire process from
start to end of what represents the use of FRT for detection and mitigation of
SSAs, while Table 3 details the challenges that have been encountered, as well as
outlining future directions that can be influenced to eliminate these challenges.
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Fig. 5. Illustrative context map of the results of the research questions

Table 3. Challenges and Future Directions

Areas Challenges Future Directions

Technologies

and

Environment

• Influence of other social engineering

based attacks [17,26,31]

• Two/multi-factor mitigation

technologies

• Ambient lighting conditions [8,30] • Infrastructure redesign

• False positive rates [23] • Implementation of new technologies,

devices and sensors

AI and Data • Datasets availability (organization

employees and repeat offenders)

• Organization partnership and

encryption data

• Age variations [8] • Improvement and redesign AI models

• Hide face with face accessories [24] • Novel AI and Deep Learning

algorithms

Society,

Security and

Privacy Policy

• Social refusal to be video-monitored • Policy Development

• FRT is an invasive privacy technology • Privacy Protection Technologies

• FRT increases some types of

corporate and political risks [21]

• International Policy and Partnership

5 Conclusions and Future Work

This study highlights the ongoing presence of a pervasive threat. Despite the
emergence of new forms of technology, the issue remains unresolved. More action
is required to bridge the gap between old and new user authentication methods
to better protect potential victims and detect potential attackers. Additionally,
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we must consider the legal framework and its role in regulating data collection. In
addition, SW and HW artifacts were found to solve the problem and preserve the
main functionality of capturing the user’s physical characteristics in an adequate
and safe way so that no information is exposed.

In summary, we explore the current studies and seek to promote the devel-
opment of applications that use current technologies, such as FRT, that help
combat this problem. We present a meta-analysis in which challenges and future
research directions are found to grant thematic and scientific maturity to this
study. Finally, as future work, it is planned to develop an application for a desk-
top environment with the possibility of scaling to a multiplatform application
and being taken to a web or mobile environment, which allows for detecting and
mitigating SSAs.
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Abstract. With the advent of the concept of smart healthcare emerging out of
the Internet of Things applications, the researchers concentrate on proposing a
possible solution for exchanging and storing the Patient Health Records (PHR).
Current practices over cloud-oriented centralized data centers lead to increased
cost of maintenance, need huge storage space, and cause privacy concerns regard-
ing the sharing of information over an exposed network. This urges to model a
framework that enables the security as well as real-time sharing of big medical
data effectivelywithin a trustless environment. In this context, this article proposes
to generate an adaptive patient-centric key management protocol for healthcare
monitoring system with the help of blockchain technology. The transmission of
PHR from patient to doctor or vice versa is handled through a new key manage-
ment privacy preservation model. The PHR data is stored in blockchain and is
sanitized by the adaptive key agreement protocol with the help of GreyWolf Opti-
mization (GWO) using a valuable objective model. The restoration process also
depends on the adaptive key for retrieving the original information. The proposed
protocol is validated by comparing it with the state-of-the-art models with special
concentration to the security aspects.

Keywords: Adaptive Key Management · Blockchain Technology · Internet of
Things · Privacy Preservation Protocol · Smart healthcare

1 Introduction

The convergence of the communications, information, and the medical industry paves
the way for developing precision medicine technologies, which permits personalized
healthcare [1]. Specifically, the customized healthcare services are improved with the
specialization of personalized medical services since it allows people to have a better
and healthier lifestyle [2]. These kind of services are investigated on the basis of user
data that is dispersed in a continuous manner, and the prediction and analysis services
that are applicable for maintaining the individual behaviour are important [3].
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In the present times, several studies on handling as well as investigating the user data
effectively are being performed in the medical institutions and university hospitals. Yet,
the issues related to the security arise since it is not possible to expose the user data in
a public manner [4]. Presently, the blockchain technology is gaining attention towards
the banking industry, and several enhancements and studies are in progress continuously
in the direction of its commercialization [5]. It can also be subjected to various other
industries, in which transactions happen in a frequent manner [6].

Recent advancements in the blockchain technology have led to improved healthcare
and critical life-supporting domains in several new ways [7, 8]. It is not possible to
falsify this technology by the user. Moreover, effective personalized healthcare services
are also permitted in a mobile environment [9]. This technology permits numerous enti-
ties of the healthcare ecosystem for sharing data [10]. Integrating healthcare sector with
the blockchain offers resilience to various attacks that are linked to “user authentication
problem& keymanagement” vulnerabilities like “replay, man-in the- middle, imperson-
ation, password guessing, illegal session key computation, health data disclosure, Denial
of Service (DoS), privileged insiders”, etc. It also offers better healthcare services in a
real time and secured environment. The contributions of the paper are as follows.

• To develop an adaptive patient-centric key management protocol for healthcare
monitoring system using blockchain technology.

• To handle the transmission of PHR from patient to doctor or vice versa through the
new key management privacy preservation model.

• To store thePHRdata in the blockchain and to sanitize it by the adaptive key agreement
protocol with the help of Grey Wolf Optimization (GWO) by a valuable objective
model.

• To retrieve the original information using the restoration process that is based on the
adaptive key and to validate it by comparing it with similar models with respect to
computational, restoration, and convergence analysis respectively.

Rest of the article is organized as follows: various related works supporting the
blockchain technology for the healthcare sector are discussed in Sect. 2. Section 3
describes the proposed privacy preservation protocol for healthcare sector using optimal
key management with blockchain. The optimal key agreement protocol in healthcare
sector is explained in Sect. 4. Section 5 returns the results and discussions. Section 6
concludes the paper.

2 Literature Survey

2.1 Related Works

Garg et al. [11] modelled a new blockchain enabled authentication key agreement pro-
tocol known as BAKMP-IoMT. The healthcare data can be accessed securely by the
legitimate users from the cloud servers. Data is stored in a blockchain that is handled by
the cloud servers. It furnishes better functionality as well as security and also requires
less computational costs and communication than the remaining schemes. Furthermore,
Wang et al. [12] developed amethod that ensures the user’s trust usingGraphNeural Net-
work (GNN) for detecting the malicious nodes. The outcomes reveal that the proposed
method is better for smart healthcare systems.
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Zhou et al. [13] have addressed a method known as Med-PPPHIS that comprises a
permission-based as well as permission-less blockchain called Med-DLattice. Medical
data is transformed into on-chain tokens, which is an effective and safe channel for
establishing the data circulation, while the data privacy is also ensured. A prototype is
implemented and a blockchain-oriented closed-loop technique is also introduced for the
chronic disease management. It returns high throughput and low latency and proves that
the model is applicable for preventing DDoS attacks, Sybil attacks, etc.

Chung and Jung [14] recommend a knowledge-oriented blockchain network. The
context information, as well as the log data of the user, is subjected to the blockchain
technology. The mechanism enables high security and expandability for securing the
mobile environment. It returns 16.5% superior performance in both the reproducibility
and accuracy. Gordon and Catalini [15] have facilitated the blockchain technology via
five mechanisms such as, “digital access rules, data aggregation, data liquidity, patient
identity, and data immutability”. The barriers were also found to the incentives, patient
engagement, security and privacy.

2.2 Survey

There exists an increasing interest in the healthcare sector because of the latest enhance-
ments in the IoT technologies in view of the 4th industrial revolution. Majority of the ser-
vices are available for the user’s personal health management. Additionally, blockchain
technology enables the knowledge base towards establishment of an effective health data
management, which is considered as the “next generation information security technol-
ogy”. Table 1 shows the salient features and the challenges associated with traditional
blockchain-related healthcare sector methods. BAKMP-IoMT [11] returns minimum
communication as well as the communication costs for the key and authentication man-
agement phase and also accesses the healthcare data by the legitimate users in a secured
format. But various usable models are not found with the identical privacy guarantees.
Graph Convolutional Network [12] provides better efficiency, can fulfil the security
needs and also constructs a trust model for providing security, and the risks are also
minimized. Still, it does not study the privacy issues as well as the effectiveness of
the blockchain on the smart health. Med-PPPHIS [13] has the characteristics of high
throughput, low latency, tamper-resistance, transaction transparency, and decentraliza-
tion and can be applied to legal case management, digital archives management, and
various particular scenarios. Yet, the keyword query is not supported for the medical
data. Knowledge-based blockchain network [14] permits the users to receive the health
care services accurately in the mobile platform. But, the big health-data records are not
managed with the help of user log data. Institution-driven and patient-driven [15] helps
to interact with multiple stakeholders in a secure manner and also facilitates the transac-
tion using immutability, patient identity, liquidity and data availability, data aggregation,
and digital access rules management. Still, the clinical transaction volume is not sup-
ported by the scaling blockchain. Hence, it is required to propose novel methods for
securing the healthcare data by integrating the blockchain technology with the adaptive
key management-oriented privacy preservation protocol.
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Table 1. Features and Challenges of State-of-the-art Blockchain-Related Healthcare Sector
Methods.

Author Methodology Features Challenges

Garg et al. [11] BAKMP-IoMT • The healthcare data
can be accessed by
the legitimate users
in a secured format

• It returns minimum
communication as
well as the
communication costs
for the key and
authentication
management phase

• It does not find
various usable
models with the
identical privacy
guarantees

Wang et al. [12] Graph Convolutional
Network

• A trust model is
constructed for
providing security
and the risks are also
minimized

• It provides better
efficiency and can
also fulfil the
security needs

• The privacy issues
as well as the
effectiveness of the
blockchain on the
smart health are not
studied

Zhou et al. [13] Med-PPPHIS • It can be applied to
legal cases
management, digital
archives
management, and
various particular
scenarios

• It has the
characteristics of
high throughput, low
latency,
tamper-resistance,
transaction
transparency, and
decentralization

• It does not support
the keyword query
for the medical data

(continued)
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Table 1. (continued)

Author Methodology Features Challenges

Chung and Jung [14] Knowledge-based
blockchain network

• It can store a large
amount of
information in the
knowledge base

• It permits the users
to receive the health
care services
accurately in the
mobile platform

• It does not manage
the health big data
records with the
help of several user
log data

Gordon and Catalini
[15]

Institution-driven and
patient-driven

• The transaction can
be facilitated using
immutability, patient
identity, liquidity and
data availability, data
aggregation, and
digital access rules
management

• It helps to interact
with multiple
stakeholders in a
secure manner

• It does not support
the clinical
transaction volume
by the scaling
blockchain

3 Privacy Preservation Protocol

3.1 Proposed Model

Majority of the healthcare systems depend on the outdated technologies for handling the
patient’s records in a safe manner. The security-oriented issues existing in the health-
care sector are not lessened. The major challenge prevailing in the Electronic Health
Records (EHRs) for the healthcare data mining, medicine investigation, market analy-
sis, patient-centred research, etc. is the data privacy. Providing technological solutions
to the preservation of the privacy of patients and maintaining large-scale data seems
to be a challenge for the researchers since long. Consequently, the blockchain tech-
nology eradicated some of the issues by offering a distributed and protected platform.
The traditional EHRmanagement system is limited from trust-less cooperation, delayed
communication, and data manipulation in the distribution, storage, and limited data col-
lection. Hence, it is necessary to develop such a mechanism that ensures privacy in
healthcare data using blockchain technology. The architecture of the proposed privacy
preservation protocol for the healthcare sector is shown in Fig. 1.

The major objective of the proposed protocol is to secure data security in the health-
care sector. The data is stored in blockchain and preserved through proposed key agree-
ment mechanism that ensures the dual security of the health records. This proposed
operation is accomplished in two phases, data hiding and data restoration. Data hiding
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Fig. 1. Proposed architecture of privacy preservation protocol for healthcare sector

is done perfectly through the generation of the optimal key agreement protocol, which is
optimally tuned using the GWO. The preserved data is referred to as the sanitized data
that is sent to the receiver. At this stage, the second phase of the restoration begins. If
the hash function of the receiver is matched with the hash function of the sender, then
the user is considered as authorized and this user can restore the data, and then use the
proposed key for restoring the sanitized data. If the hash function does not match, the
particular user is considered as unauthorized and cannot restore any data. If the opti-
mal key agreement protocol of the authorized user is matched with that of the sender,
sensitive data can also be restored; otherwise, sensitive data cannot be restored. In this
way, privacy is maintained by both blockchain technology as well as the optimal key
agreement protocol.

3.2 Data Storage Under Blockchain Technology

The data regarding blockchain is saved in a group of blocks and the transactions are
assumed as the data storage carriers. These data blocks consist of a group of transactions.
If a custom data related with the healthcare records are to be written to the block, the data
is made only as the extension of the transaction and the blockchain does not understand
its specific structure. But, mostly there arises a requirement to query the data on the
basis of the security of the custom data. If the data exists as just a transaction, then the
query requests cannot be resolved via blockchain. Initially, it is necessary to write the
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related transaction hash every time while the transaction is executed. When it is required
to query the data, the entire transaction hash related to the identity in the database is
queried initially, and this hash is used for retrieving the entire data that is required from
the blockchain. Yet, apart from the applications in the financial as well as other industrial
sectors, healthcare record is more in-line regarding the security of medical records of the
patients in the period of the transaction. They do not pay more attention to the historical
transactions over a long-time gap. The application related to the personal healthcare
records tracking focuses more on the security transactions. It is required to manage and
store a huge count of blockchain transactions in an automatic manner. The data storage
in the blockchain technology is shown in Fig. 2. Assume the doctorsMD1,MD2,MD3,
MD4, andMD5 assess their sub-chain and produces their self-sub-chain for the patients.
The sub-chain of MD1, MD2, MD3, MD4, and MD5 is defined as BD(1)

2 , BD(2)
2 , BD(3)

2 ,

BD(4)
2 , and BD(5)

2 respectively. The sub-chain of BD(1)
2 , BD(2)

2 , BD(3)
2 , BD(4)

2 , and BD(5)
2

is defined as BD(1(nd));nd=1,2
2 , BD(2(nd));nd=1,2

2 , BD(3(nd));nd=1,2
2 , BD(4(nd));nd=1,2,3

2 , and

BD(5(nd));nd=1,2,3
2 , respectively. These together form a single blockchain BD2.

Doctors

Patients

Pharmacist

Secured data via 

block chain

Secured data via 

block chain

Level 1

Level 2

Level 3

Separate 

sub-chains

Separate 

sub-chains

Fig. 2. Data storage mechanism in blockchain

3.3 Objective Function

The primary objective of this paper is to obtain the optimal key, which is satisfied by
employing theGWOalgorithm. For the algorithm, the ‘key’ is given as the input solution.
The chromosome length is defined as SA1

40 ×SA2. The minimum as well as the maximum
bounding limit lies between 1 to 2na − 1, where na denotes the count of bits.

Assume DAia as the original data, the sanitized data is defined as DAtaia, the data to
be preserved is defined as DApaia, and the count of data is defined as NA. The objective
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function is defined in Eq. (1).

FA = min(OAia) (1)

OAia =

NA∑

ia=1
DAtaia

NA∑

ia=1
DAia

−

⎡

⎢
⎢
⎢
⎣

NA∑

ia=1
DAia −

NA∑

ia=1
DApaia

NA∑

ia=1
DAia

⎤

⎥
⎥
⎥
⎦

(2)

4 Optimal Key Agreement Protocol

4.1 Data Hiding Process

The data hiding process is shown in Fig. 3.Which represents a data preservation approach
wherein the preservation of the sensitive medical data is ensured with the use of optimal
key. For hiding the data, the optimal key is transformed into binary value, and themedical
data is multiplied with the generated binary value, which is known as the sanitized data.
Binary data generation represents a specific approach. After generation of the binary
data, sanitized data is attained by multiplying it with the original medical data. The
multiplication of input data to the generated key is in the format of binary values and
results in the considered sanitized data.

Create binary 

value

Medical data

Sanitized data

Multiply 

data with 

binary value

Fig. 3. Data hiding process

4.2 Data Restoration Process

The technique behind the data restoration process is shown in Fig. 4. The inverse of the
optimal key that is generated is composed of two types of information, sensitive data
and index data. In the initial step, a vector of identical length of the sanitized data is
produced for the sensitive data that is multiplied to the index of the key. The multiplied
data is included to the sanitized data and it produces the restored data. The outcome is
included to the sanitized data to attain the original data. If the optimized key produced by
the GWO is appropriate, then the original data is restored in a better manner. Otherwise,
if the produced key is not the optimal key (if there occurs a little variation in the key),
then the original data is not restored in an efficient manner.
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Key

IndexSensitive data

Vector generation

Restored 

data
Sanitized data

Fig. 4. Data restoration process

4.3 Adaptive Key Agreement Protocol Using GWO

GWO is used to perform the optimal key generation during the data sanitization as well
as the data restoration process. GWO [16] technique is based on the hunting behaviour of
the grey wolves. The four kinds of grey wolves are the “alpha, beta, delta, and omega”.
The hunting steps performed are “searching for prey, encircling prey, and attacking
prey”. The encircling characteristics are shown mathematically in Eq. (3) and Eq. (4).

D �W =
∣
∣
∣C �W · X �Wpw(tw) − X �W (tw)

∣
∣
∣ (3)

X �W (tw + 1) = X �Wpw(tw) − A �W · D �W (4)

In the above equation, the position vector of the prey is shown by X �Wpw, the position
vector of a grey wolf is shown by X �W , the current iteration is shown by tw, and the
coefficient vectors are shown byA �W andC �W respectivelywhich are calculated as shown
in Eq. (5) and Eq. (6).

A �W = 2a �w · r �w1 − a �w (5)

C �W = 2 · r �w2 (6)

where a �w is minimized from 2 to 0 and the random vectors in [0, 1] are shown by rw1
and rw2 respectively. The alpha category is considered as the best candidate solution
and delta consists of more knowledge about the potential prey location. The remaining
search agents update their positions based on the best search agent position as in Eq. (7),
Eq. (8), and Eq. (9).

D �Wα =
∣
∣
∣C �W1 · X �Wα − X �W

∣
∣
∣,D �Wβ =

∣
∣
∣C �W2 · X �Wβ − X �W

∣
∣
∣,

D �Wδ =
∣
∣
∣C �W3 · X �Wδ − X �W

∣
∣
∣

(7)

X �W1 = X �Wα − A �W1 ·
(
D �Wα

)
,X �W2 = X �Wβ − A �W2 ·

(
D �Wβ

)
,

X �W3 = X �Wδ − A �W3 ·
(
D �Wδ

) (8)
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X �W (tw + 1) = X �W1 + X �W2 + X �W3

3
(9)

Algorithm 1: GWO
Start 
Grey wolf population initialization
Initialize ag , AG , and CG
Fitness calculation of every search agent

αXG =best search agent

βXG =second best search agent 

δXG =third best search agent
while ( )countiterationMaximumtg <

for every search agent
Current search agent position update of 
GWO using Eq. (9)

end for
Update ag , AG , and CG
Fitness calculation of entire search agents
Update αXG , βXG , and δXG

1+=gt gt
end while
Return αXG
Stop 

5 Results and Discussion

5.1 Experimental Setup

The performance analysis of the proposedmethodology is implemented in Python. Here,
the population size is considered as 10 and the maximum considered iterations are 100.
The dataset is gathered from the standard publicly available dataset. Here test case 1
refers to the heart disease dataset [17] and the test case 2 refers to the hepatitis disease
dataset [18]. The proposed method is compared with other optimization algorithms like
PSO [19], WOA [20] and BSO [21] in terms of computational analysis, convergence
analysis, and restoration analysis to determine the betterment of the proposed model.

5.2 Computational Time Analysis for Encryption and Decryption

The computational time (encryption and decryption) of the proposed method in terms
of GWO and other optimization algorithms is listed in Fig. 5. It is clear that with the
GWO, the data is restored faster than other algorithms. In Fig. 5(a), for test case 1, the
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restoration time of the GWO is 69.70%, 75%, and 56.90% improved than BSO, WOA,
and PSO respectively. Similarly, from Fig. 5(b), for test case 2, the restoration time of the
GWO is 83.33%, 88.89%, and 66.67% better than BSO, WOA, and PSO respectively.
Hence, it is clear that the restoration time of the proposed method is faster than the
remaining algorithms.

Fig. 5. Computational Time Analysis of the encryption and decryption in terms of (a) Test case
1, and (b) Test case 2

5.3 Computational Time Analysis in Terms of Heuristic Algorithms

The computational time of the proposed method with respect to GWO and other opti-
mization algorithms is portrayed in Fig. 6. The outcomes are better with the GWO than
other optimization algorithms. From Fig. 6(a), for test case 1, the computational time of
the GWO is 6.90%, 10%, and 31.82% superior to BSO, WOA, and PSO respectively.
Moreover, in Fig. 6(b), for test case 2, the computation time of the GWO is 14.29%,
16.67%, and 11.76% surpassed than BSO, WOA, and PSO respectively. Therefore,
the computational analysis of the proposed method is better with the GWO than other
algorithms.

5.4 Convergence Analysis

The convergence analysis of the proposed method with the GWO and the remaining
algorithms is displayed in Fig. 7. In Fig. 7(a), for test case 1, at 100th iteration, the cost
function of the GWO is 33.33%, 36%, and 11.11% advanced than BSO,WOA, and PSO
respectively. Further, in Fig. 7(b), for test case 2, the cost function of the GWO at 100th

iteration is .27%, 12.5%, and 9.68% progressed than BSO,WOA, and PSO respectively.
Therefore, the convergence analysis holds superior outcomes with the GWO than the
existing algorithms.
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Fig. 6. Computational Time Analysis of the proposed method in terms of (a) Test case 1, and (b)
Test case 2

Fig. 7. Convergence Analysis of the proposed method in terms of (a) Test case 1, and (b) Test
case 2

5.5 Overall Restoration Analysis

The overall restoration analysis of the proposedmethodwith theGWOand the remaining
algorithms for two test cases is displayed in Table 2. The GWO holds better results than
other algorithms. For test case 1, the restoration time of the GWO is 0.19%, 0.22%,
and 0.40% surpassing BSO, WOA, and PSO respectively. Similarly, in test case 2, the
restoration time of the GWO is 0.03%, 0.05%, and 0.06% higher than BSO, WOA, and
PSO respectively. Therefore, the overall restoration time is faster with the GWO than
the other algorithms.
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Table 2. Overall restoration analysis

Test case 1

PSO [17] WOA [18] BSO [19] GWO [16]

0.93743 0.93907 0.93935 0.94115

Test case 2

PSO [17] WOA [18] BSO [19] GWO [16]

0.99562 0.99571 0.99592 0.99618

6 Conclusion

This paper has developed the adaptive patient-centric key management protocol for
healthcare monitoring system with blockchain technology. It also handled the transmis-
sion of PHR from patient to doctor or vice versa via the novel key management privacy
preservation model with the help of blockchain technology. Here, the PHR data was
stored in blockchain, and it was sanitized by the adaptive key agreement protocol using
GWO by a valuable objective model. The restoration process was based on the adaptive
key for retrieving the original information. From the analysis, the cost function of the
GWO for test case 1 is 33.33%, 36%, and 11.11% advanced than BSO, WOA, and PSO
respectively. Similarly, the overall restoration time of the GWO for test case 2 is 0.03%,
0.05%, and 0.06% higher than BSO, WOA, and PSO respectively. Hence, it was con-
firmed that the proposed method provided better privacy as well as the security for the
healthcare sector than the traditional methods.
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Abstract. Amplified reflection distributed denial-of-service (AR-
DDoS) attacks have been prevalent in the last ten years. AR-DDoS
attacks are volumetric attacks where the stream reaching the victim
comes from an intermediary infrastructure that amplifies and redirects it
to the target, all orchestrated by a skilled attacker. This dynamic moti-
vates the study of the behavior of the intermediate node - the reflector
- since the effectiveness of the attack depends on it. This work aims to
evaluate the saturation behavior of Connection-less Lightweight Direc-
tory Access Protocol (CLDAP) and Memcache reflectors during a DDoS
attack by amplified reflection characterizing such behavior on general-
purpose hardware. The results obtained are compared with previous
works and discussed with the aim of anticipating evolution trends in
AR-DDoS attacks and possible requirements for improvements in their
detection and mitigation.

Keywords: distributed denial of service · amplified reflection · cldap ·
memcache

1 Introduction

Amplified Reflection Distributed Denial of Service (AR-DDoS) attacks have been
growing both in their occurrence as well as their intensity over the last ten years.
Although already occurring, it was only after the 100 Gbps attack on Spamhaus
[1], that such attacks have evolved, not only in the abused protocols but also in
the escalation in volume [2]. Also, there has been the incorporation of new ways
of conducting the attack, such as those indicated in [3,4].
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From the attacker’s point of view, AR-DDoS attacks are attractive because
they leverage the flow generated by the attacker with little attack preparation
effort since the reflectors only need to be identified dispensing any further infec-
tion by some artifact or malware. Furthermore, the execution can take place with
the attacker injecting probes directly into the reflectors or controlling relatively
small-scale botnets that send the probes for amplification.

In general terms, AR-DDoS attacks are volumetric attacks in which the flow
that reaches the victim does not come directly from the attacker but from an
abused intermediate infrastructure that sends to the target and amplified flow.
In this regard, the work [5] has focused on studying the behavior of the reflector
(intermediary node), since not only the efficiency but the effectiveness of the
attack depends on it. Specifically, citech19gondim2020 studied the behavior of
the reflector when subjected to different probe injection rates and running dif-
ferent abused protocols. The methodology adopted generated consistent results
when compared with reports of real attacks, thus being valid.

The objective and contributions of this work are to evaluate the saturation
behavior of CLDAP and Memcache reflectors under DDoS attack by amplified
reflection, following a methodology that takes the point of view of the attacker,
in order to better characterize such behavior in general-purpose hardware. The
obtained results are compared with previous works and discussed with the objec-
tive of anticipating evolution trends in AR-DDoS attacks and identifying possible
implications in terms of detection and mitigation.

This article is organized into sections. Section 2 presents the related work
and the specific attacks tested in this work. In Sect. 3 the test methodology,
configurations and tools used are described, followed by Sect. 4 where the test
results are presented and then discussed in Sect. 5. Section 6 presents conclusions
and future work.

2 Background and Related Work

AR-DDoS attacks, being a denial of service (DoS) attack, seek to prevent legiti-
mate users from accessing the attacked infrastructure and/or the services it pro-
vides [6]. In the specific case of AR-DDoS, the attacker sends a flow of probes to
an intermediate infrastructure, instead of directly to the target. This intermedi-
ate node amplifies the flow and redirects it to the target [7]. There are numerous
works that address AR-DDoS. Some of them, involving the measurement of these
attacks, are described as follows.

[8] analyzed several UDP-based application protocols that can be abused
in amplified attacks, determining their amplification factors in both bytes and
packets. In addition, [9] addressed amplified DDoS attacks using TCP-based
application protocols, which are less prevalent than those that exploit UDP-
based services.

In terms of measuring these attacks, [10] collected and analyzed the result of
1000 d of traffic from DDoS attacks amplified with a honeypots network of UDP
reflectors, between July 2014 and July 2017, focusing on the cycle of life of the
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attacks that used the reflectors, from the initial sweep for lifting the reflectors to
their use in the attacks. [11] presents a methodology to measure the properties
of individual devices participating in DDoS attacks, such as traffic threshold,
amplification factor, and speed, to evaluate the contribution of each device in
the attack.

With respect to defense, [12] presents a distributed defense architecture for
AR-DDoS attacks on the network. The method allows the detection of whether
the unsolicited packets are being sent to a victim within a service provider’s
network. Once the attack is detected, routers at the edge of the network auto-
matically block the undue sources.

From the point of view of attack dynamics, [5,13] present a methodology
for evaluating AR-DDoS attacks in controlled environments. In the first work,
the protocols addressed were SSDP and SNMP while in the second, in addition
to SNMP and SSDP, NTP and DNS protocols were also addressed. The results
in both works indicated that the reflectors saturate with a relatively low probe
injection rate in terms of packets per second. [14] applies the methodology in
[5,13] to scenarios where the reflectors are IoT (Internet of Things) devices
addressing SNMP and SSDP protocols. [15] also applies to IoT scenario using
CoAP protocol over IP v4 and v6.

2.1 AR-DDoS Attack Abusing CLDAP Protocol

Connection-less Lightweight Directory Access Protocol (CLDAP) [16] is a pro-
tocol based on Lightweight Directory Access Protocol (LDAP), which in turn
is an application layer protocol that provides access to directory services using
the model client-server, following the X.500 standard. CLDAP was defined to
improve performance when dealing with small queries without the need to estab-
lish a connection. Thus, it operates over the UDP protocol on port 389. As it
does not require authentication to respond to requests, it is liable to be abused
in an AR-DDoS attack.

Directory data is stored in a tree-like structure, the Directory Information
Tree (DIT), where the path to an object becomes its unique identifier, the Dis-
tinguished Name (DN) [17]. The DN in turn is composed of a comma-separated
sequence of Relative Distinguished Name (RDN), which are the branches of the
tree that lead the element in question to the root of the tree.

To carry out the attack, the generated CLDAP packets use the searchRequest
operation, which performs the request for an object. In the Filter field, the
objectClass=* filter is used, which causes objects that have any class to be
returned in the search, which is the case for all objects in the tree. Finally, the
Attribute field is set to the value *, requesting that all attributes of the objects
found be returned. These characteristics aim to maximize the response size of
the reflectors.

An attack using CLDAP as a reflection protocol follows these steps: 1) assem-
ble a message with the following fields and values Operation = searchRequest,
Filter = < objectClass=∗ > and Attribute = ∗ for greater amplification; 2)
assemble a UDP header with the message generated in the previous step and
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with the destination port 389, protocol default; 3) assemble an IP header with
the UDP datagram from the previous step with the source address being the
victim and the destination address being the reflector address; and 4)send the
generated packet to the reflector, which in turn will respond by directing the
received request to the victim.

2.2 AR-DDoS Attack Abusing Memcache

The Memcached deamon implements a distributed key-value, in-memory,
caching system. It emerged to scale queries into caches, managing the caching of
the results of database calls, APIs or other data, and it is widely used to store
data that is frequently required, thus reducing requests to the database [18]

In the memcache protocol, there are commands that involve unstructured
data (when a client wants to store or retrieve data) such as storage commands
such as SET and retrieval commands such as GET. All other commands (man-
agement and statistics) do not involve unstructured data. A command line always
begins with the name of the command, followed by parameters (if any) delimited
by whitespace. Command names are lowercase and case-sensitive.

Memcached has no access control, since it was not designed to operate
exposed to the Internet. However, some companies have been using Memcached
with their ports open to the Internet without proper basic precautions to avoid
using their servers as reflectors.

So, for a Memcached server to be used as a reflector/amplifier, the Mem-
cached server must have the UDP protocol enabled and exposed to the internet
for any network address. There are two ways to exploit the server as a reflec-
tor/amplifier. The first, and simplest, is to forge a Stat request Memcached
packet with the victim’s address in the source address field of the IP packet.
The server will respond to the victim with a Stat response package. This form
will not be discussed as it is not the most frequent and efficient form of attack.
The second method requires some server preparation before starting the attack.
The attacker must know the maximum allowed value for the stored values. In
order to obtain this data, the attacker must use Stat packets to find a maximum
size that we can store in the value. Alternatively, the attacker can cache (via
SET command) a very large object to control the amplification factor.

After identifying and if necessary preparing the reflector, the attacker must:
1) assemble a message with the GET command with the desired key-value pair;
2) assemble a UDP header with the message generated in the previous step and
with the destination port 11211, protocol default; 3) assemble an IP header with
the UDP datagram from the previous step with the source address being the
victim and the destination address being the reflector address; and 4) send the
generated packet to the reflector, which in turn will respond by directing the
received request to the victim.
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3 Methods and Procedures

The methodology used in this work is based on that used in [5,13]. As already
said, the methodology takes the point of view of the attacker to observe a par-
ticular aspect of reflector behavior. It assumes that the attacker has access only
to externally observable reflector flows, in as much as there are no other forms
of stimuli, and their response, that can be exercised. This assumption, however
limited, is realistic and matches the practical attack conditions.

The tests were aimed at exercising the attack with increasing intensities in
order to show the reflector saturation behavior and tests were implemented in a
controlled environment with devices without internet access. For that matter, the
attacks used a specifically built tool which implements AR-DDoS attacks over
various protocols with control of probe injection rates and attack dynamics. In
the tool, the various attack levels are described by Eq. 1, where L is the attack
level. The levels were chosen because it was observed in the cited works that
saturation of the devices already occurs within this range. These levels were
then incremented every 10 s.

Rate = 10L−1 (1)

Specifically, for each protocol used in the attack, together with the victim
(target) and reflector addresses, the initial attack level was defined as 1, with a
level increment every 10 s For CLDAP, the attack levels were from 1 to 7 while
for Memcached, they were from 1 to 10. The difference was due to the saturation
dynamics observed in each protocol.

Amplification factors for packets and bits per second were calculated using
the Eqs. 2 and 3.

Amppkt =
pktreply
pktrequest

(2)

Ampbits =
bitsreply
bitsrequest

(3)

In calculating the bit amplification, only the IP and UDP headers were con-
sidered, thus ignoring the Ethernet header, as shown in Eq. 4. In the calculation
of packet amplification, fragments generated due to the size of the response
packet sent by the reflector exceeding 1500 bytes of the Maximum Transmission
Unit (MTU) were also considered.

Ampbits =
HDRIP + HDRUDP + Datareply
HDRIP + HDRUDP + Datarequest

(4)

With regard to reflector saturation, it is understood that this occurs when
the amplification rate does not sustain itself and drops.
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3.1 Test Scenarios

Specific scenarios and configurations were used for each of the tested protocols,
in order to generate results for the calculation of amplification factors in bps and
packets (Eqs. 2 and 3).

3.1.1 CLDAP Scenario

In this scenario, four devices were used during the tests - three computers act-
ing as attacker, reflector, and victim, along with a physical switch that inter-
connected them. All of them were connected by CAT 5e cables. The switch
used was the TP-LINK TL-SG1008D model and has 8 10/100/1000Mbps ports,
interconnecting the other devices whose functions and specifications are listed
in Table 1.

Table 1. Device specifications - CLDAP secnario

Resource Attacker Reflector Target

Processor Intel i5 AMD Ryzen Intel i5

8250U @ 1.6 GHz 3700X @ 3.6 GHz 4210U @ 1.7 GHz

Memory 8 GB DDR4 16 GB DDR4 6 GB DDR3L

@ 2400 MHz @ 3000 MHz @ 1600 MHz

Network ASIX AX88179 Realtek RTL8125B Realtek RTL8168/8111

Interface USB 3.0 Gigabit PCI-E 2.5 Gigabit PCI-E Gigabit

Operating Xubuntu Windows Server Xubuntu

System 20.04.1 2012 R2 20.04.1

The packets were captured on all computers with the dumpcap software,
while the count of packets and bytes transmitted every second during the dura-
tion of the attack was carried out with the tshark software on top of the gen-
erated capture files.

The values obtained were then separated into groups of ten seconds, which
represent the duration in each level, and the average was calculated to obtain
the performance of the attack per second in each level. These data are shown
and discussed in Sect. 4.

3.1.2 Memcache Scenario

Identical to the tests with the CLDAP protocol, in this scenario, four devices
were also used during the tests, in a similar topology: three computers and a
switch. Again, a TP-LINK TL-SG1008D model switch with 8 10/100/1000Mbps
ports was used, interconnecting the other devices with CAT 5e cables. The three
computers whose functions and specifications are listed in Table 2.
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Table 2. Device specifications - Memcache scenario

Resource Attacker Reflector Target

Processor AMD Ryzen 7 Intel Core Intel Core

1700 @ 3.0 GHz i7-6700 @ 3.40 GHz i5-6200U @ 2.30 GHz

Memory 16 GB DDR4 16 GB DDR4 12 GB DDR3L

@ 2400 MHz @ 3000 MHz @ 1600 MHz

Network Realtek RTL8168 Realtek RTL8168/8111 Realtek RTL8111

Interface PCI-E Gigabit PCI-E Gigabit PCI Gigabit

Operating Manjaro Manjaro Manjaro

System Linux 18 Linux 18 Linux 18

4 Tests and Results

The results of the tests performed using the CLDAP and Memcached protocols
are presented in the sequel.

4.1 Results for CLDAP

The results of the CLDAP attack are presented in the tables and figures in the
following. Tables 3 and 4 show data related to tests with the number of packets
sent and received every second per attack level (Fig. 1 a) and b) respectively),
while Table 5 shows the amplifications obtained in terms of packets and bits per
second (also represented in Fig. 2) respectively.

Table 3. Packets sent and received per second - CLDAP

Level Attacker Reflector Inbound Reflector Outbound Victim

1 1 1 2 2

2 10 10 20 20

3 100 100 200 200

4 1000 1000 1212 1212

5 10000 10000 10075 10075

6 30633 30632 43949 43949

7 95437 95398 187217 84621
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It can be verified (Table 5) that the peak of the amplification factor referring
to the packets occurs in the initial levels of the attack being 2x, that is, for
each packet sent by the attacker, the victim receives two. In bits per second, the
amplification factor peak also occurred in the first levels with the value of 31.36x
(applying Eq. 3: Ampbit = pktreply

pktrequest
= 22832

728 = 31.36).

Fig. 1. Packets and Bits sent and received per second - CLDAP

Table 4. Bits sent and received per second - CLDAP

Level Attacker Reflector Inbound Reflector Outbound Victim

1 728 728 22832 22832

2 7280 7280 228320 228320

3 72800 72800 2283200 2283200

4 728000 728000 13836192 13836192

5 7280000 7280000 115011634 115011634

6 22300502 22300314 501717405 501717405

7 69478354 69450035 2137264706 966036819
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Table 5. Amplification by level - CLDAP

Level Packages Bits

1 2.00 31.36

2 2.00 31.36

3 2.00 31.36

4 1.21 19.01

5 1.01 15.80

6 1.43 22.50

7 0.89 13.90

Fig. 2. Amplification in packets and bits per second - CLDAP

With regard to reflector saturation, this occurred from level 3 to level 4. This
is manifested both in the amplification factor in bits per second, which drops
from 31.36x to 19.01x, and in packets, which goes from 2x to 1.21x (Table 5,
lines 3 and 4). One can also observe a residual amplification after saturation,
without reaching attenuation, when the amplification factor is less than 1.

In the last line of Table 4 it is noted that the network interfaces of the
attacker, reflector, and victim reached very close to the limit of their capaci-
ties.

4.2 Results for Memcache

Analogously, the results of the attack with Memcache are presented as follows.
Table 6 shows data related to the tests with the number of packets sent and
received every second per attack level. The results of the tests in terms of flows
in bits per second are in Table 7 (Fig. 3, a) and b) respectively) while the ampli-
fication rates obtained in terms of packets and bits are shown in Table 8 (Fig. 4).

Note that the peak of the amplification factor referring to the packets occurs
at the initial levels of the attack, being 468x. In bits per second, the amplification
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Table 6. Packets sent and received per second - Memcache

Level Attacker Reflector Inbound Reflector Outbound Victim

1 1 1 468 453

2 9 9 3763 3756

3 90 94 36861 36889

4 810 806 36946 36939

5 8200 8016 38077 38077

6 43036 40923 47426 47426

7 272475 238060 78986 81970

8 326858 300493 81972 73229

9 324549 298900 82016 69903

10 325879 298126 71997 72987

Table 7. Bits sent and received per second - Memcache

Level Attacker Reflector Inbound Reflector Outbound Victim

1 392 392 5342768 5178256

2 3680 3680 42956440 42878752

3 35280 37080 420747840 421063144

4 317752 315952 421712032 421638912

5 3214400 3142424 434621584 434621584

6 16870112 16042128 541340544 541340544

7 106810200 93319520 901574856 935632472

8 128128336 117793488 935650840 835863400

9 127223440 117168952 936153496 797890368

10 127744800 116865544 821793984 833095688

Fig. 3. Packets and Bits sent and received per second - Memcache
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Table 8. Amplification by level - Memcache

Level Packages Bits

1 468 13629.51

2 418.11 11672.95

3 392.14 11347.03

4 45.84 1334.73

5 4.75 138.31

6 1.16 33.74

7 0.33 9.66

8 0.27 7.94

9 0.27 7.99

10 0.24 7.03

Fig. 4. Amplification in packets and bps - Memcache

factor peak also occurred in the first levels with the value of 13629.51x (applying
Eq. 3: Ampbit = pktreply

pktrequest
= 5342768

392 = 13629.51).
Reflector saturation occurred from level 3 to level 4 (Table 8, lines 3 and 4).

This is manifested both in the amplification factor in bits per second, which
drops from 11347.03x to 1334.73x, and in packets, which went from 392.14x to
45.84x.

From the point of view of the post-saturation behavior, one can observe an
attenuation in the amplification in packets from level 7, Table 8, line 7), with the
factor falling to less than 1. As for the factor of amplification in bits per second,
the maintenance of residual amplification is verified. It can also be seen that
the reflector and the victim came close to the capacity of the network interface
(Table 8, line 10).

5 Discussion and Comparision with Related Work

For both CLDAP and Memcache, the reflector presented a saturation behavior,
from level 3 to level 4. From there, the attack efficiency decreases, since part of



Reflector Saturation in Amplified Reflection Denial of Service Attack 259

the packets sent by the attacker are not converted into received packets by the
victim.

The results obtained are similar to those of previous works, such as [5,13],
which are the basis of the methodology adopted in this work. In those works,
it was found that from level 3, consolidating at level 4, saturation occurs for
different protocols, in scenarios with hardware that are totally different from
each other. The results presented here are consistent with those of these works
and corroborate their findings.

Table 9 lists the results obtained in [13] and aggregates the results presented
here for CLDAP and Memcache. It includes information about amplification
rates (Amp. bits and Amp. pkt), saturation (Sat.), saturation consolidation
(Cons.), residual amplification (Amp. res.) and attenuation (Aten.).

Table 9. Comparison of amplification rates by protocol: values for SNMP, SSDP, NTP,
and DNS are from [13]

Protocol Amp. bits Amp. pkt Sat. Cons. Amp. res. Aten.

SNMP 609.03 33.40 3 4 bps and pkt

SSDP 38.23 10.00 3 4 bit pkt

NTP (600 hosts) 422.81 100.00 2 3 bps and pkt

DNS (Amp-45) 43.81 3.00 3 4 bps and pkt

CLDAP 31.36 2.00 3 4 bps and pkt

Memcache 13629.51 468.00 3 4 bps pkt

As it can be seen, all tested protocols are already saturated or start to satu-
rate from level 3, consolidating at level 4. In the case of NTP, saturation starts at
level 2 and consolidates at level 3. This means that for an attacker, the injection
rate that would minimize the attack effort would be between one hundred and
one thousand probes injected into the reflector per second (Eq. 1). Taking into
account that general-purpose hardware with reasonable computational power
was used for the reflectors, the result suggests that the investigation should
continue in order to explain the coincidence of the results.

Even if the attack effort is smaller for each reflector, this does not always
happen with it generating its maximum flow. Thus, from the point of view of
the flow volume generated, the attacker may have to use more reflectors to
achieve the same attack volume, resulting in a greater need for preparation
(identification of more reflectors), coordination, and conduct of the attack. In
terms of coordination, a layer of bots commanding the reflectors can reduce the
complexity even if it generates the need to build a botnet. Even so, it is estimated
that the option for AR-DDoS would continue to be advantageous from the point
of view of attack effort (preparation and execution) compared to a direct attack.

By its turn, [14,15] investigate the use of IoT devices as reflectors and show
that in the devices tested, saturation occurs at least one level below what occurs
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in general-purpose equipment. Thus, it would be expected that, if used, many
more IoT devices would be required than in the case described above.

It should be noted that the IoT reflector case differs from the reflector on
general-purpose hardware. Such devices generally have limitations in compu-
tational power, connectivity, and power consumption. In addition, the specific
repertoire of protocols implemented in them and subject to abuse by AR-DDoS
is reduced when compared to that available in general-purpose reflectors. Thus,
the role of the reflector, even if possible, would be limited, given the greater effort
in preparing and coordinating the attack. Still, if not as a reflector, IoT devices
could form a layer of bots injecting probes into wide-use servers (running DNS,
NTP, SNMP, etc.) over general-purpose hardware serving as reflectors. This is
completely in line with attackers’ low probe rates (in the order of hundreds to
thousands of probes per second) which avoids reflector saturation. So, from an
attacker’s point of view, it is reasonable to expect attacks with an increased num-
ber of reflectors driven by much smaller botnets, if compared to those deployed
in a direct volumetric attack, with reflectors operating at a low rate of inbound
and outbound flows.

5.1 Implications for Detection, Mitigation, and Security
Management

The previous section compared results and demonstrated a pattern in terms
of saturation. It was then speculated how an attacker could take advantage of
this saturation pattern to improve attack efficiency not only in terms of overall
generated flow volume but also in reducing the coordination and attack execution
complexity. This section discusses how the defensive side could be affected.

The first point to observe is that when reflectors operate most efficiently,
with maximum amplification and output, this is achieved for relatively low probe
rates, of the order of hundreds to thousands, either inbound or outbound. This
alters the flow dynamics and is not the normally expected flow rate characteristic
for a volumetric attack. This will certainly contribute to making detection more
complex since this characteristic is closer to that of layer 7 low-volume and
slow-rate (low & slow) attacks. So, detection based on rate thresholds would
have to operate at lower values which might lead to poorer detection as attack
flows become less distinguishable from normal flows. For detection based on
machine learning, data sets used in training will have to be updated to include
flows with this characteristic, and model retraining will be necessary. On the
other hand, detection using heuristics based on other flows’ characteristics (large
numbers, hundreds to thousands, of unsolicited replies from several different
origins) should be less affected.

Concerning mitigation of DDoS in general, but still applicable for AR-DDoS
in particular, among the various methods used in the Internet, three are more
relevant [19]: Origin Side Ingress Filtering, Destination Side Ingress Filtering,
and Response Rate Limiting. Each of those techniques displays relative efficiency
but presents specific issues. The first is only partially adopted since the benefits
are not for the origin network but rather other networks; the second depends
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on Destination-side Source Address Validation, which normally affects legitimate
users similarly to the DDoS attack it intends to mitigate; and the third is similar
to the second as it might also impact users, although less severely. For the second
and third techniques, it is clear that improved detection with precise source
identification is crucial to their deployment without undesirable side effects.

Regarding flow filtering and blocking, attack tactics like carpet-bombing
[3] and pulse wave [4] take advantage of them to potentialize attack impact.
These tactics demonstrate that conducting DDoS has become security-aware
and sophisticated. It might be argued that the way blocking and filtering are
currently used, focus on tackling the effects of DDoS attacks but not the causes.
Even so, filtering on or close to the target/victim does not fully mitigate volu-
metric attacks as link saturation still occurs.

As a consequence, detection, and blocking have to evolve to take place far
from the target and closer to the origin. However, given the distributed nature of
the attack, that might be impractical. A compromise between improved efficiency
and reduced undesirable side effects is to block flows on converging points along
the path to the target.

Considering a different approach, Software Defined Networks (SDN) seem to
offer the necessary tools for implementing the above improvements, with intense
research effort emphasizing DDoS detection and mitigation with SDN, like [20–
23]. However, proposed solutions fall short of improving existing solutions incur-
ring in similar issues: ineffective or wrong detection, unfeasibility for real-time
deployment, and blocking that does not address link saturation, being placed
either close to the victim or affecting other nodes in the network.

Summarizing, it is expected that detection and mitigation shift to identifying
attack sources and convergence points to improve precision and overall efficiency
in defending against volumetric DDoS.

6 Conclusion and Future Work

As shown, the use of the CLDAP and Memcache protocols in AR-DDoS attacks
(performed in a controlled environment) allowed us to observe a saturation
behavior consistent with previously published works that analyzed other pro-
tocols. The results presented here corroborate the previous effects observed in
previous research.

From the perspective of the attacker, it shows he can control the reflectors and
modulate the attack at his will, causing damage to the users who try to access
legit resources or services under attack. It also can be seen the complexity of
performing such attacks requires no deep knowledge of the abused protocols or
defenses that could be in place.

Implications may vary depending on the capacity of the defender. One can
not assume the defenders are aware of all the steps it takes to mitigate AR-DDoS
attacks. It is not an easy task to deploy all the controls and monitoring capabili-
ties needed to identify probes or to change the environment to react and support
attacks on such scales AR-DDoS brings to the response teams. Mitigation strate-
gies may vary from the complexity of the infrastructure to the number of human
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resources with the knowledge to interfere in the network without compromising
available resources or amplifying the damage.

On the other hand, as observed in this work, for an attacker to generate
a volume of traffic with less attack effort, he would need a greater number of
reflectors. This suggests some directions to investigate, corresponding to possible
options for an attacker.

A possible line would be for the attacker to use reflectors hosted in the cloud,
following the recent trend of DDoS attacks as in [24], which would take the focus
of prevention, detection, and mitigation to the scope of cloud security. Another
direction would be to extend the evaluation of the use of IoT devices as reflectors,
or even as possible injectors, covering a larger base of devices, which, in turn,
brings more capacity to the attackers and more complexity to the defenders.
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Abstract. The Maturity Model for Defense Protocols against Ran-
somware Scenarios in the mining sector is a useful tool to assess an orga-
nization’s level of preparedness against ransomware attacks and design
effective strategies to mitigate their impacts. This model, based on the
NIST methodology and the ISO 27001 AND 27002 Standards, and the
experience of cybersecurity experts, consists of five levels of maturity that
go from initial adoption to defense optimization. The Initial level focuses
on risk awareness and basic preparation. The Managed level focuses
on the protection of critical data and systems, while the Defined level,
focuses on early detection and response to incidents. The Managed level
seeks response automation and collaboration with third parties, while
Optimized level, focuses on continuous improvement and innovation. For
each level, achieve the characteristics and objectives allow organizations
to assess their current position and establish action plans to improve their
readiness. Some recommended best practices include ongoing employee
training, implementing technical security measures, conducting incident
simulations, adopting backup and recovery solutions, and collaborating
with cybersecurity service providers. In summary, the Maturity Model for
Ransomware Defense Protocols is a valuable tool to help organizations
improve their ability to resist and recover from ransomware attacks. Its
focus on best practices and continuous improvement makes it a reference
in the field of cybersecurity.

Keyword: ransomware, maturity model, cybersecurity, protocol,
defense

1 Introduction

Currently, information has become a vitally important asset for companies due
to the growing threat to organizations around the world. Ransomware attacks
are a form of malware that encrypts a company’s files and demands a ran-
som in exchange for the decryption key. The scenarios where these attacks take
place may vary over time and in their behavior, since cybercriminals use dif-
ferent techniques and tools to carry them out. In addition, ransomware attacks
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could spread through the organization’s network and affect multiple devices and
systems, damaging company assets. Consequently, companies seek to take pre-
ventive measures that manage to mitigate damage and reduce attacks, keeping
defense techniques and methods updated.

In this sense, several cybersecurity defense protocols have been developed.
Among them, the NIST Cybersecurity Framework and the international stan-
dards ISO 27001 and 27002. These seek to provide detailed guidelines for risk
management, design and implementation of security measures, continuous mon-
itoring of security improvement of an organization’s information. By implement-
ing the security framework and ISO standards, the aim is to reduce the risks of
cyberattacks, prevent data loss or damage, as well as improve trust and credi-
bility with customers and users. Also, they focus on the prevention of possible
business interruptions and protection of intellectual property. For this reason,
cybersecurity is essential for the continuity of a company’s operations and the
protection of the valuable information it manages.

Within this scope there is literature by different authors that offer informa-
tion to keep companies informed. McDonald et al. (2022), offers in his article a
description of the behavior of ransomware, its characteristics within a scenario
and how it affects the infrastructure and functionality of the service. Emphasiz-
ing that ransomware attacks do not affect the infrastructure, but rather affect
the information and data of the organization. Likewise, Connolly, A. Y. & Bor-
rion, H., (2022), describes the actions to be taken by companies in the face of this
type of attack, mentioning that most companies choose to follow the demands
of the perpetrators, among other decisions they choose to minimize the impact.
On the other hand, Chuquilla, A. et al, (2019), seeks to supply suggestions and
good practices for proper management, to reduce the risks of ransomware attacks
and improve the information security of companies. For this reason, it suggests
the hiring of personnel specialized in cyber security and the implementation of
information systems and good practices to prevent future attacks.

Similarly, Zhang, X. et al, 2021, presents a new encryption unknown ran-
somware attack detection technique using dual generative adversarial networks.
Such a technique proposed in this article could be an important advance in the
fight against ransomware attacks, as it would allow organizations to detect and
prevent unknown encryption attacks before they cause considerable damage.
Related to this, Zammani et al. (2021), proposes a holistic maturity model for
information security management, focusing on people, processes, organizational
documentation, and technology. With this, it is possible to measure the effective-
ness of the implementation of the model to help companies avoid and/or reduce
routine security incidents. Thus, he concluded that it is necessary to specialize
in different areas of the organizations that require it to work on future updates
of the developed maturity model. Although references have been found in other
sectors than the treaty, as well as model proposals aimed at other sectors and
business areas, no information has been found about the maturity model within
the mining sector.
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In response to this problem, a five-level response protocol maturity model
has been proposed for ransomware scenarios in the mining sector, prioritizing a
prevention scenario for mining companies.

The article is organized in seven parts, in the first part it presents the intro-
duction, in the second part the related works are presented in the third part
is the methodology used, in the fourth part is the comparison between relevant
maturity models. To the subject, in the fifth part the maturity model conducted
is described. Finally, in the sixth part, there is the validation and discussion of
results and in the seventh, the conclusion of the project.

2 Related Work

Shemitha P.A. (2020), presents an analysis of conventional network authentica-
tion protocols and their effectiveness in preventing ransomware attacks. Allow-
ing to identify that conventional authentication protocols are vulnerable to ran-
somware attacks due to their limitations in user and device authentication. Yuan,
Y., Zhang, B., et al., (2021), propose a co-learning system that uses multiple
ransomware detection models to improve detection accuracy and better resist
evasion attacks and their outcomes show that the proposed system has a much
higher detection rate than other methods and is effective in detecting both known
and unknown ransomware. Rahman, M. S., Islam, M. R., et al. (2023), develop
a new malware detection technique based on system call dependency sequence
analysis; through tests they demonstrated that their technique is resistant to
common malware evasion techniques, such as system call encryption.

Schmitz, C., Schmid, M., et. al., (2021), evaluated a subset of ISO/IEC 27002
security controls for a what-if scenario using COBIT maturity levels. Its main
result is an analysis of the different maturity models based on COBIT. The
solution proposed by El-Bendary, N., & El-Bahnasawy, M., (2019), elaborates
a proposal for an improved method for malware detection, making use of pro-
cess supervision and control and an approach based on rules, capable of detect-
ing malware threats in real time and providing a rapid response to possible
attacks, while being scalable. Yuryna et al. al., (2019), a common and rigorous
methodology in scientific research and allows obtaining valuable information to
address the ransomware problem using real data from companies that have been
affected by ransomware, concluding that there are several factors that influence
the degree of importance of the attacks. The research by Razikin and Widodo
(2021) proposes a methodology to measure the level of maturity of technology
and information in terms of cybersecurity in change companies. This work allows
to identify strengths and weaknesses in cybersecurity processes. It can be useful
for companies looking to improve their cybersecurity and comply with PCI-DSS
requirements.

So too, Schmid, M., & Pape, S. (2019), focus on developing a solution to
find out if the aggregation of corporate information security maturity levels can
affect the final results. The study concludes that aggregation is an important
tool to optimize information security and define priorities in areas for improve-
ment. The Kandasamy (2022) study analyzes the risks associated with the main



Maturity Model of Response Protocols to Ransomware Scenarios 267

types of cyberattacks in medical centers and proposes a vulnerability priority
scoring system to mitigate attacks. The authors used the National Institute of
Standards and Technology’s risk assessment framework for an in-depth analy-
sis of the attacks and concluded in recommending vulnerability and risk self-
assessment questionnaires. Rabie et. al., (2020), present as the main contribu-
tion of their research the application of the systematic literature review (SLR)
method for the identification of possible research questions and the structuring
of the research process. As a result, it is concluded that most of the studies on
computer security maturity models are specific and focus on a single aspect,
and that the ISO/IEC 27001/27002 standards have a great influence on these
models. Prapenan & Pamuji (2020), presents a methodology to improve the infor-
mation security management system using COBIT 5 and adapting to the ISO
27001 standard in a company. The audit carried out made it possible to identify
security problems in the information system and improve its management. The
contribution of Abazi & Kö (2019), consists in presenting a semi-automatic risk
assessment framework and a security maturity model, based on the ISO 27001
standard, useful for auditors, security officers and managers. The proposed solu-
tion is useful for identifying gaps in the security implementation and provides
the appropriate controls at a lower cost.

Deloitte (2021), focuses on identifying and evaluating the specific cyber risks
facing the mining industry, as well as providing recommendations to improve
cybersecurity. The results show that cyber risks to the mining industry are
increasing and that it is essential that companies implement adequate cyber-
security measures to protect their critical assets and ensure business continuity.
Englishbrecht et. al., (2020), presents a Capability Maturity Model (CMM) that
helps to integrate measures related to digital forensic preparedness (DFR) and
reach an appropriate level of maturity, by facilitating the core elements of the
governance framework of COBIT 5 IT. The model can determine maturity levels
based on use cases relevant to a specific organization, reduce the risk of misin-
vestment and misdirected effort, and is a useful tool for determining the current
state of an ongoing implementation in a given moment. da Silva & de Barros
(2019), presents an information security maturity model based on ISO 27001 for
micro and small software development companies, with the aim of helping com-
panies improve their security posture. The result is a useful guide for software
development companies to implement sound information security practices and
improve their market position.

3 Methodology

For the realization of the maturity model, the NIST SP 80030 cybersecurity
framework was used, considering its four main phases, preparation, evaluation,
response, and review. On the other hand, from the ISO 27001 Standards, the
most important and relevant sections for the elaboration of the model were
selected, these are section four, section five and section six that focus on the
context of the organization, leadership, and planning. Similarly, from ISO 27002
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Standards, section five, section six, and section seven that focus on informa-
tion security policies, information security organization and human resources
security, respectively. Together with the methodologies, a benchmarking was
conducted on the relevant maturity models for our project, within which com-
parison criteria were set up with which the models were evaluated. Likewise,
Likewise, a questionnaire in Spanish consisting of three sections was used(link
to the questionnaire https://n9.cl/xys37p). The questionnaire was validated by
two cybersecurity experts and was sent to the different participants via email
and LinkedIn. In addition, the maturity model was validated in meetings with
a professional from the area who is working within the area of cybersecurity in
the mining sector and an expert in auditing of cybersecurity protocols.

4 Maturity Model Comparison

4.1 Information Security Management Maturity Model

The maturity model seeks to unify the best practices for information security
management in order to improve the identification of security breaches and pro-
pose a road map for their reduction and control, increasing the level of security.

4.2 Cloud Cybersecurity Maturity Model for the Financial Sector

The maturity model seeks to improve these processes in terms of cybersecurity,
cloud security and data privacy, through their evaluation.

4.3 Information Security Maturity Model for Software Developers

The information security maturity model is based on ISO 27001 standards, in
order to reduce security gaps when implementing new technologies in MyPEs
companies in charge of developing software.

4.4 Maturity Model of Defense Protocols Against Ransomware
Scenarios

The maturity model of defense protocols against ransomware scenarios seeks to
improve companies defense protocols to reduce damage and improve companies
response to ransomware attacks. To carry out the analysis, a 5-level rating scale
was taken into account (Poor, Insufficient, Neutral, Acceptable and Satisfactory),
as it is shown in table one.

The conclusion that can be drawn from table two is that the “Information
Security Management Maturity Model” project has great recognition, but the
adaptability and focus are not as efficient. Additionally, it must be considered
that the project has great coverage and a proficient level of detail. Conversely,
the “Cloud Cybersecurity Maturity Model for the Financial Sector” project falls
short in meeting these criteria at an insufficient level.

https://n9.cl/xys37p
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Table 1. Punctuation scale used

On the other hand, the “Information Security Maturity Model for Software
Developers” project correctly meets the aforementioned criteria, although it
presents deficiencies in the adaptability of its model and the required ease of
use. Finally, the “Maturity Model of Defense Protocols Against Ransomware
Scenarios” project satisfactorily meets 85% of the criteria, as it would be at an
acceptable level and only presents a decrease in the Validation and Recogni-
tion criteria due to not being yet recognized by the community of cybersecurity
experts.

What can be concluded from the above table is that the project of “INFOR-
MATION SECURITY MANAGEMENT MATURITY MODEL” has great
recognition, but the adaptability and focus are not so efficient. In addition, it
must be considered that it has a large coverage and a good level of detail, so
it is seen that the project “CLOUD CYBERSECURITY MATURITY MODEL
FOR THE FINANCIAL SECTOR” has these criteria at an insufficient level. On
the other hand, The “INFORMATION SECURITY MODEL FOR SOFTWARE
DEVELOPERS MATURITY” project correctly meets the aforementioned cri-
teria, although it presents deficiencies in the adaptability of its model and the
ease of use required. Finally, the project “MATURITY MODEL OF DEFENSE
PROTOCOLS AGAINST RANSOMWARE SCENARIOS” satisfactorily meets
85% of the criteria, since it would be at an acceptable level and only presents
a drop in the Validation and Recognition criteria due to because it is not yet
recognized by the community of cybersecurity experts.

5 Proposed Maturity Model

The proposed maturity model consists of five maturity levels, as can be seen
in figure one. The Initial Level presents an inefficient organization identifying
internal and external risk factors, presenting gaps in its cyber defense and with-
out having risk management processes or clear attack response policies, allowing
it to identify only basic attacks.

Followed by the Managed Level, it presents minimal efficiency when iden-
tifying internal and external risk factors, its policies are not efficient, its defense
systems can only detect basic attacks and within the evaluations carried out
there is no consider a methodology.

Continuing with the Defined Level, it maintains moderate effectiveness
in identifying internal and external risk factors, its policies remain stable and
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Table 2. Comparison of cybersecurity maturity models based on the criteria

there is a commitment from senior management, there are established and stan-
dardized security policies and processes; In addition, the evaluations carried out
on the company maintain a three-step methodology (identify threats, evaluate
vulnerabilities and determine risks) and the defense protocols are standardized,
managing to detect various attacks such as Ransomware.

At the Administered Level, there is efficiency in the organization for the
identification of internal and external risk factors, taking into account the most
sensitive assets and goods of the company, there is a great commitment on the
part of senior direction to establish policies and responsibilities to support secu-
rity management systems, maintains a high development and stability of the risk
management process, likewise, defense protocols are standardized and optimized,
since they can detect various attacks such as Ransomware, the responses of the
security protocols are highly capable of optimally responding and protecting
against the different types of attacks; In addition, the evaluations are scheduled
for long periods of time, maintaining a history of those already carried out and
their results.

Finishing with the Optimized Level in which a good efficiency is presented
in the identification of internal and external factors, the policies and respon-
sibilities are maintained; In addition, the procedures for hiring employees are
efficient. There is a high development in the risk management processes and the
defense protocols of the company are standardized and optimized, maintaining
a high response capacity and protection against the types of attack. Periodic
evaluations are carried out to establish security measures and reduce the level
of risk, thereby keeping a record of the evaluations carried out.
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Fig. 1. Levels of the Maturity Model of defense protocols against ransomware scenarios

6 Validation and Discussion of Results

A survey was conducted through an online questionnaire in Google Forms in
2023, which was applied to twenty specialists in cybersecurity in the mining sec-
tor with more than two years of experience, this survey was conducted from the
beginning of May to middle June. The purpose of this survey is to determine the
perception that experts have about the area of cybersecurity in the mining sec-
tor regarding the proposed maturity model. The survey was organized in three
sections; the first section mentions the professional trajectory of cybersecurity
executives (five questions), the second section presents the reading of the matu-
rity model and, finally, the third section considers the opinion of experts on the
usefulness of the model of maturity within the item using the Likert scale scoring
format for one of the questions, through which an evaluation of the utility of our
maturity model (seven questions) is carried out. At the end of the survey car-
ried out, fifteen responses were obtained from the specialists, of which ten affirm
that the maturity model allows a correct evaluation of the protocols, allowing a
general and specific evaluation, depending on which one seeks to evaluate at the
moment; On the other hand, five of the experts mentioned that the maturity
model has room for improvement and that, based on other models, they recom-
mended establishing more specific points to evaluate as well as a scale on which
to guide themselves to establish scores.

7 Conclusion

In conclusion, the development project of the maturity model of defense pro-
tocols against ransomware scenarios has achieved a satisfactory level of compli-
ance. Validated by cybersecurity experts, the model has proven to be useful and
widely recognized. Compared to other similar models, it stands out for its exten-
sive coverage and level of detail, comprehensively addressing the key aspects of
cybersecurity related to ransomware.
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2019. IAICT, vol. 562, pp. 223–237. Springer, Cham (2019). https://doi.org/10.1007/
978-3-030-22312-0 16

Schmitz, C., Schmid, M., Harborth, D., Pape, S.: Maturity level assessments of informa-
tion security controls: an empirical analysis of practitioners assessment capabilities.
Comput. Secur. 108, 102306 (2021). https://doi.org/10.1016/j.cose.2021.102306

Shemitha, P.A., Dhas, J.P.M.: Research perceptions on ransomware attack: a com-
plete analysis on conventional authentication protocols in network. Evol. Intell.,
1–16 (2020)

Sulthana, M.A., Kanmani, S.: Research perceptions on ransomware attack: a complete
analysis on conventional authentication protocols in network. J. Ambient. Intell.
Humaniz. Comput. 12(5), 4565–4575 (2021). https://doi.org/10.1007/s12652-021-
03545-5

https://doi.org/10.1109/access.2022.3146158
https://doi.org/10.1109/access.2022.3146158
https://www.assets.kpmg/content/dam/kpmg/us/pdf/2020/10/cybersecurity-in-mining.pdf
https://www.assets.kpmg/content/dam/kpmg/us/pdf/2020/10/cybersecurity-in-mining.pdf
https://doi.org/10.3390/s22030953
https://www.nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf
https://www.nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf
https://winempresas.pe/blog/ataques-informaticos-causas-y-12-tipos-de-ciberataques
https://winempresas.pe/blog/ataques-informaticos-causas-y-12-tipos-de-ciberataques
https://www.repository.unad.edu.co/handle/10596/50093
https://www.repository.unad.edu.co/handle/10596/50093
https://doi.org/10.1088/1742-6596/1469/1/012041
https://www.ibm.com/reports/data-breach
https://www.ibm.com/reports/data-breach
https://doi.org/10.1108/ICS-03-2019-0039
https://doi.org/10.1108/ICS-03-2019-0039
https://doi.org/10.5281/zenodo.4555795
https://www.sans.org/blog/cis-controls-v8/
https://www.sans.org/blog/cis-controls-v8/
https://doi.org/10.1007/978-3-030-22312-0_16
https://doi.org/10.1007/978-3-030-22312-0_16
https://doi.org/10.1016/j.cose.2021.102306
https://doi.org/10.1007/s12652-021-03545-5
https://doi.org/10.1007/s12652-021-03545-5


274 B. Gomez et al.

Yuan, Y., Zhang, B., Liu, J., Zhang, J., Wang, Z.: Mitigating adversarial evasion
attacks of ransomware using ensemble learning. J. Ambient. Intell. Humaniz. Com-
put. (2021). https://doi.org/10.1016/j.compeleceng.2022.107903

Yuryna, O., Turchenko, V., Verkhovska, O.: General cybersecurity maturity assess-
ment model: best practice to achieve payment card industry-data security standard
(PCI-DSS) compliance. J. Cybersecurity Res. 2(1), 17–29 (2019). https://doi.org/
10.28991/jcsr-2019-020103

Zammani, M., Razali, R., Singh, D.: Organisational information security management
maturity model. Int. J. Adv. Comput. Sci. Appl. 12(9) (2021)

https://doi.org/10.1016/j.compeleceng.2022.107903
https://doi.org/10.28991/jcsr-2019-020103
https://doi.org/10.28991/jcsr-2019-020103


Ethical and Legal Challenges of Holographic
Communication Technologies

Natalia Giogiou1 , Niki Chatzipanagiotou2(B) , and Jude Alvin3

1 Linnaeus University, Växjö, Sweden
giogioun@gmail.com

2 Lund University, Lund, Sweden
niki.chatzipanagiotou@ics.lu.se

3 Jaguar Land Rover, Gaydon, England
alvin@dartarrow.net

Abstract. The paper presents ethical and legal challenges of holographic com-
munication technologies and suggests a framework to address them. Holographic
communications enable the capturing of a user’s 3D depiction via special equip-
ment, and its high-quality transmission to another user located elsewhere, intro-
ducing a distinctive data communication experience. Their wrongful use could
compromise basic human rights.Qualitative researchwas conducted through inter-
views with ethics and legal experts in Sweden and Greece, and document analysis.
The collected datawere analyzed thematically and discussedwithin the framework
of Ethical Technology Assessment (eTA). The findings show that the main chal-
lenges are privacy and data protection. The design phase and users’ participation
in the process of the development of holographic communication technologies
were found to have a vital role in the ethical and respectful of the law use of them.
Similar challenges and frameworks of existing technologies can serve as the basis
to develop a new framework. Challenges in formulating a common framework,
though, due to contextual, societal and geographical differences were also found.
Thus, the research contributes to the informatics field by providing insights and
extending the knowledge about the use of holographic communication technolo-
gies. It contributes practically to designers, developers, technology companies,
and other interested stakeholders as it shortens the knowledge gap concerning
the prospective ethical and legal issues posed by this technology and provides
suggestions of an ethical-legal framework to address them.

Keywords: Digital Ethics · Holographic Communication Technologies ·
Qualitative research

1 Introduction

Unconventional Data Communications (UCDC), include, among others, communica-
tions based on the concept of holograms [10]. The ‘hologram’ refers to the conveyance
of the meaning of a complete message [22]. Holographic Communication Technologies
aim to assemble an object’s or a person’s three-dimensional (3D) depiction, captured
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through specific digital technology equipment, reconstructed using artificial intelligence
(AI), and transmitted to another user, creating a realistic and engaging communication
experience for the users. From a technical perspective, Holographic Communication
Technologies need high bandwidth such as those offered by fifth generation (5G) net-
works [6]. The benefits of such technology could be numerous, including interactive
education [28], healthcare [27], marketing and sales [33] and entertainment [19].

Holographic Communication Technologies do not comewithout drawbacks. Besides
technical challenges such as Information Technology (IT) infrastructure upgrades or
training to gain the essential know-how lurks another bunch of challenges relevant to
those complex technologies. The use of this technology could provoke concerns of eth-
ical and/or legal nature. Likewise, the misuse of other technologies in the past caused
challenges, with the most recent being the breach of personal data by Cambridge Ana-
lytica [38], mooting the topic also for the most complex ones, such as Holographic
Communication.

Previous research studies have circulated around relevant topics, such as AI
and augmented or extended reality (AR/XR). Some studies offer useful insights,
although they do not specifically address Holographic Communication Technologies
[8, 13, 20, 36]. Ryan and Stahl [36] examined the ethical challenges in the develop-
ment and use of AI. According to their research, equality, privacy and transparency are
some of the main aspects that need to be safeguarded during the production of such
technologies. Jobin, Ienca and Vayena [20] suggest preserving virtues such as fairness,
justice and responsibility when dealing with AI. Floridi and Cowls [13] researched the
integrated ethical framework for artificial intelligence by combining six previous related
studies of the same topic. Inspired by Floridi and Cowls [13], Borenstein and Howard
[8] concluded to the importance of educating the actors involved in the development or
implementation of digital technologies about ethical design and ethical data acquisition.
There is no known or documented prior research focusing on the ethical and/or legal
issues surrounding holographic communication including how to address them.

Taking also into consideration that an infringement might fall under the field of
ethics and/or law, and that the borders between those fields often blend [34], we sug-
gest that it is of importance to identify ethical and/or legal frameworks to address the
challenges of the use of Holographic Communication Technologies a priori. Hence,
the purpose of this paper is to look into probable ethical and/or legal complications of
Holographic Communication Technologies by considering the opinions, experiences,
perspectives and knowledge of ethical and legal experts with the aim of presenting an
updated ethical-legal framework to govern the application of holographic communica-
tions. The following research question is formulated to achieve the aim of the research:
What are the suggestions of ethical and legal experts concerning the ethical and/or legal
issues that could emerge in relation to the application of Holographic Communica-
tion Technologies? For this, a qualitative study was conducted among legal experts and
experts on ethical issues in Sweden and Greece. The data were analyzed and discussed
on the basis of Ethical Technology Assessment (eTA). The study generated theoretical
and practical findings for the informatics field regarding digital ethics.

Following this introduction, the rest of the paper is structured as follows: Sect. 2
continues, which includes a brief literature review and the conceptual framework used
in the research. The methodological choices of the research are described in Sect. 3.
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In Sect. 4, the findings are presented followed by a discussion in Sect. 5. The paper
concludes with Sect. 6 where the conclusions of this research are presented.

2 Review of Literature and Conceptual Framework

2.1 Digital Ethics

Digital ethics is an interdisciplinary body of research within the information systems
research discipline that studies the moral challenges and repercussions of using Infor-
mation and Communication Technologies (ICT) in public life and people’s lives [35].
The boundaries between the domains of ethics and law are frequently blurred and as a
result, an ethical or legal objection may fall under one or both of the aforementioned
categories [34]. Hence, digital ethics proposes frameworks for establishing boundaries
in the face of ethical and/or legal hurdles arising from the application or misuse of ICT.
[35]. Digital ethics, according to Rogerson [35], is a blend of ICT concepts and prac-
tices with an ensemble of ethical norms and guidelines. Digital ethics has previously
investigated several types of technologies with technological elements akin to, or even
inherent in, Holographic Communication Technologies. When they researched human
objects interacting in some way online (in 2 or 3 dimensions), Schultze and Mason [37]
defined the ethical standards of a renowned researcher of any sort. Floridi and Cowls
[13] explored digital ethics in the context of AI, focusing on the concerns associated with
its use. Ashok [7] explored the implications of digital ethics when AI is incorporated
within various digital technologies.

2.2 Holographic Communication Technologies

Holographic Communication Technologies belong to the forthcoming digital technolo-
gies that will bring together the capabilities of existing multimedia formats (e.g., sound,
videos, images) with some innovations offered by extended reality (XR). XR itself is an
‘umbrella’ term for merged reality, augmented reality, virtual reality, and mixed reality.
Both augmented and virtual reality (AR/VR) technologies are employed in the instance
of Holographic Communication Technologies to capture and produce a realistic three-
dimensional (3D) representation of a particular individual laid in a mixed reality (MR)
context that can telecommunicate with another person over long distances and in real
time [29].When attempting to call attention to the ethical dilemmas involved, it is impor-
tant to remember that it shares some of the previously listed characteristics of existing
digital media. Holographic Communication Technologies, also known as ‘holographic
telepresence’, ‘holographic calling’, ‘holographic-type communications’ among others
[19], aim to capture the image of an object with the use of specialized technology aimed
to create photorealistic depiction. This technology often accomplishes this by capturing
the object from various viewpoints in order to reconstruct, render, and display it as realis-
tically as possible. [19]. A few companies have demonstrated such technologies in their
products, including K-Team, Activemedia, Microsoft, Ericsson, and Cisco [15]. From
these, we identify two roles in holographic communication: the sender and the receiver.
The sender would be the person whose likeness in three dimensions (3D) is captured via
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a 3D camera, reconstructed on a computer, then sent to the receiver. Volumetric displays
such as augmented reality (AR) glasses or Head-Mounted Displays (HMD) can be used
by the receiver to render and display this 3D image of the sender (Fig. 1).

Fig. 1. The data flow between the sender and the receiver.

A particular user could have one or both roles. Different sets of equipment have been
proposed and tested depending on the setup. For example, it could be a single LiDAR
camera connected to the sender’s laptop and augmented reality (AR) glasses on the
receiver’s device. Or it could be the use of multiple cameras capturing the sender from
all directions. The use of a single camera would require AI or interpolation to determine
the parts of the sender that are occluded or that fall between the visible data points [17].
There are two major ways on how the captured 3D image could be delivered from the
sender to the receiver: directly such as how a phone call is made today, or through a
‘cloud’ such as commonly donewith video chat today. Furthermore, AI algorithms could
optimize the network resource involved with the communication [25].

Human behavior and perceptions can be influenced by digital technologies [24, 32].
They can influence what people are capable of doing [16], such as whether they would
engage in unethical or ethical conduct while using it, or whether they will consider
potential negative repercussions prompted by their usage. Latour [23], Akrich [5], and,
later, Verbeek [39, 40] were a few the researchers who supported the view that digital
technologies either directly or indirectly prescribe or moderate activities to their end-
users. Akrich [5] added that the activities ‘prescribed’ by the technologies are originally
‘carved’ by the digital technology architects, who are the ‘brain’ underpinning the new
digital technology and whose decisions influence how end-users interact with it [24].
Similarly, it is suggested that the ethical usage of holographic communication technolo-
gies by the users is contingent on how they were planned and developed; in other words,
if they were ethically designed.

Ethical design is a collection of ethical standards, recommendations, concepts, and
theories aimed at digital technology creators and developers that want to follow ethical
guidelines and legislation when designing and/or building new digital technology. The
goal is to strike a balance between the difficulties of digital technology and its utility to
end users [40]. When discussing a novel sort of digital technology that has never been
utilized or applied before, ethical design requires a degree of prediction. The problem
is that technological tools are frequently developed without previous empirical inves-
tigations into the social context in which they will be utilized, or the demands of the
end-users who will interact with them [1].

2.3 Existing Ethical and Legal Frameworks

Several frameworks connected to ethics andmeta-ethics have been built to protect ethical
design and use. Meta-ethics is a ‘branch’ of the discipline of ethics that focuses on
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researching the nature and origins of ethical judgments rather than ethical behaviors
[2]. The most widely utilized frameworks within meta-ethics are absolutism, relativism,
pluralism, and virtue ethics [26] while the most well-known ethical frameworks are
consequentialism and deontology. However, they have all met with counterarguments.
In respect to the ethical use of digital technology, there are some recognized norms and
core legislation that have been developed and used.Among these are the following: (i) the
General Data Protection Regulation [12]; (ii) The Intellectual Property (IP) law, which,
in conjunction with GDPR, protects copyrighted material from unauthorized sharing,
processing, and duplication [14]; (iii) The ‘Digital Services Act’ [11]; and (iv) Codes of
ethics established by international institutions or associations that establish the ethical
guidelines for the use of digital technologies by involved stakeholders. Codes of ethics,
such as those issued by the Association for ComputingMachinery [3, 4] and the Institute
of Electrical and Electronic Engineers [18], are aimed at a global audience.

2.4 Ethical Technology Assessment (eTA)

When developing a new technology during the 1960s, there was a drive towards improv-
ing the responsibility of actors involved to address societal problems related to the
technologies [30]. This was the milestone in the creation of the concept of Technology
Assessment (TA). The main purpose and expectation of such an approach was the thor-
ough investigation about a new technology to predict future negative ramifications in a
timely way, and to counter them based on early detection [30]. Based on Technology
Assessment and its following versions and alterations, Palm and Hansson [30] intro-
duced the ethical Technology Assessment (eTA), a new approach which focused on the
ethical aspect of new technology’s development. eTA aimed at initiating discussions on
ethical dilemmas before the newly developed technology is released in society [30]. The
authors argued that it would be deceptive to think that the creators of technology are
fully aware of or could accurately predict every single effect of their creation and that,
had they expected certain negative consequences, they would have tried to avoid them
out of social concern or for commercial reasons, or considering both [30]. Moving in
that direction, Palm and Hansson [30] created an outline of the most often arising con-
cerns that may be utilized as a warning system during the early phases of the lifecycle of
an emerging digital technology. eTA promotes interactive and ongoing communication
between designers, developers, operators, and end-users of emerging digital technolo-
gies with the goal of tackling ethical issues in digital technology [30]. When it comes to
adopting a new digital technology, the brainstorming of more individuals becomes more
involved and helpful for stakeholders to move beyond the apparent and expected ethical
challenges [24]. The idea is to avoid adhering to a single ethical system. Instead, the
recommendation is to adopt a viewpoint that will allow for numerous choices depending
on the ethical challenge to be addressed each time [30].

The conceptual framework of this study is formed by the major elements of the
aforementioned literature review, as well as the ethical Technology Assessment (eTA)
approach. This conceptual framework is used to explain and discuss the study findings
and attain the research goal. That is, to present potential ethical and/or legal hurdles
posed by holographic communicationmethods and to propose an innovative ethical-legal
structure to guide their application.
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3 Methodology and Methods

3.1 Empirical Settings and Participants

The research was conducted in the European context and specifically in Sweden and
Greece, as the researchers live andwork in these countries and have contacts that allowed
them to recruit suitable participants.

Six experts in legal and ethical issues constitute the participants in this research, as
shown in Table 1. The sample was purposive [31], as the experts were selected based
on certain criteria in order to offer rich data on the topic: a) their expertise in one of the
two suggested fields, namely law or ethics, b) their professional activity in those fields
within European territory, as the research addressed the European context, and c) their
fluency in the English language.

Table 1. Research Participants Overview.

Participants’ Roles Country

1 University lecturer of Digital Ethics Sweden

1 IS engineer, researcher, and author of Digital Ethics Sweden

4 Lawyers with expertise in Digital Technologies Greece

After an initial analysis of the collected data following the sixth interview, it was
shown that the experts’ answers to the questions were repetitive and that saturation was
reached at an early point, due to the rich insights gained. Therefore, further search for
additional experts was not needed.

3.2 Approach

We followed an interpretive qualitative approach to achieve the aim of the research.
According to Klein and Myers [21], interpretivism is an ideal choice for IS researchers
to understand themeanings people assign to a specific situation and, thus, suitable for our
research. The qualitative methodological approach was chosen because it is appropriate
to address multiple subjective perspectives of the participants [21], who are considered
experts, to gain an understanding of challenges - ethical and/or legal - that could arise
from the use of holographic communication technologies coupled to the researchers’
background and knowledge.

3.3 Data Collection

The interpretive qualitative research approach entailed the following methods for the
data collection: individual semi-structured interviews and documents analysis.

Through interviews, we tried to catch individual experts’ experiences, knowledge,
and perspectives to provide us rich and direct input. For the interviews, an interview
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guide we formulated with semi-structured questions was followed. The interview guide
allowed us to have a basic frame within which the discussion would flow without devi-
ating. It also gave us some space for follow-up questions when needed, to request clari-
fications from the experts. Interviews were conducted in English as all participants were
fluent in that language and to eliminate translation errors that could impair the quality of
the study. Audio of all interviews were recorded with the participants’ informed consent
and were later transcribed verbatim.

A secondarymethod to complement the data collected through the interviewswas the
review of relevant to holographic communication technologies documents. Access was
given to us to confidential documents by a technological company that currently develops
technology for holographic communication, which requested to remain anonymous.
Freely accessible documents were also reviewed. Through reviewing documents, the
data collected aimed at helping us to get thorough insight on the key features of such
technology.

3.4 Data Analysis

Thematic analysis was our analytical method. Thematic analysis is a process based on
coding, which unfolds in several steps to identify patterns and develop themes [9] from
the collected empirical data. The steps of the followed process were: familiarization
with the data, creation of initial codes, creation of categories based on the initial codes,
looking for themes in those categories, cross-examination, alteration, refinement of the
themes, and presentation of the final findings.

In our analysis, the interview transcriptions and the notes from the documents’ review
were printed and were brought together for the final analysis. The material was re-read
several times to get familiar with it and gain a deeper understanding of the participants’
perspectives and points of view regarding holographic communication technologies and
the legal and/or ethical challenges that could emerge from their use. By identifying
similarities, we generated the initial codes, which were transferred to a new document
for further analysis. The initial codingwas carefully examined for repetitions, overlaps or
redundant codes. Those codes were then organized into categories based on the research
aim and research question of the study. The initial list of general categories was modified
after several iterations of additional re-readings. Finally, those categories were examined
once again and were organized into themes. We concluded the analysis by defining each
theme in an explicit way.

4 Empirical Findings

4.1 Theme 1: Design and Users’ Participation

The way holographic communication technologies is being designed today, and the
processes incorporated during the design phase, has a significant impact on how end-
users will use them in the future. The participants explained that during the design
process many smaller decisions must be made. To decide upon each topic that emerges,
many different ethical impacts must be considered, as well as their effect on a smaller or
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larger scale in society. One participant stated that “Digital technologies are not neutral.
As a designer, when you design a digital technology, you put certain norms in that
particular type of digital technology. Each person has their own ethical framework.”The
participants said that the ethical frameworks and values one has, are somehow inscribed
within the digital technology and that means that a subjective ethical perspective on what
is wrong, or right is given to it. The participants also supported that the main reason
why ethical and/or legal challenges might emerge from the use of novel holographic
communication technologies is the difference between the way they were originally
planned by the designers to be used and the way they are actually used by the end-users,
due to their different ethical values. As a result, ethical and/or legal issues may occur
during the use of holographic communication technologies that were not anticipated by
the designers or manufacturers because they did not initially capture end-users’ ideas
on ethics or concerns. The participants concluded that technology designers often are
unable to accurately predict the potential challenges beforehand and that underlines the
importance of the design phase.

The participants also discussed the relationship between the designing phase for
holographic communication technologies and the ethical and/or legal way end-users
will interact with them after their implementation, and highlighted users’ participation
in the design process. The participants agreed that users’ participation in the design of
the technology would be beneficial for both users and designers. The participants said,
“…the developers could create a new digital technology that could definitely reflect
the needs of the target group” while, at the same time, “users would directly reflect
their desires and would also get this sense of unity and belonging”. The participants
said that this would be the ideal strategy to safeguard digital ethics and law compliance
during the use of holographic communication technologies, as the communication and
interaction between designers and users would bring up topics that had not been thought
of previously, from different perspectives. It was emphasized that for new holographic
communication technologies to be used ethically, there should be cooperation among
the company, ethics and law experts, and among the future users of the technology right
from the design phase. Concerns were expressed, however, about the criteria used to
select end-users to engage in the design process in a fair and unbiased manner.

4.2 Theme 2: Privacy and Data Protection

The participants reflected on their concerns about privacy and data protection issues as
being two of themost significant challenges associated with the adoption of Holographic
Communication Technologies. The most repetitive phrase, stated in different words by
all the participants was: “Who guarantees that my 3D image won’t be saved by the
digital technology or by the company that drives it? Who says that it won’t be displayed
elsewhere without my consent?” The participants highlighted that these are already
existing challenges of less complex technologies too. Since holographic communications
combine such innovative technical features, the task of reassuring that the identity of the
user would not be processed unethically or illegally would not be easy to undertake. One
of the participants stated: “…there is no way to completely guarantee data anonymity
and also the usual cyber security vulnerability that any system entails” and continued
that holographic communication technologies are often unclear about the processing of
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personal data. Another participant, emphasized on the legal aspect of this challenge,
stating that, according to the law, the 3D representation is part of a person’s personality,
hence the potential inappropriate or erroneous display thereof would be a violation of
the individual’s personality rights.

4.3 Theme 3: Existing Challenges as Starting Point

The participants considered as an advantage the fact that data protection and privacy
challenges are already met in other existing digital technologies. That is, this knowledge
can be used as a starting point for the holographic communications field. Thus, drawing
on existing knowledge and rules of digital technologies can be a useful place to start in
order to anticipate, mitigate, or address the ethical and/or legal issues that could stem
from the eventual adoption of holographic communication technologies. One of the par-
ticipants said that “…taking into consideration specific legal or ethical situations that
have already occurred, and how these cases have been resolved and adjusting actions,
accordingly, would provide some pointers to the right direction.” According to the par-
ticipants, existing rules on the ethical design and use of AI, GDPR, and the fundamental
principles of equal treatment and good faith can be used and enhanced to “…create new
dimensions depending on the field and the reason where holographic communication
technologies will be used”. Of course, critical thinking, flexibility, adjustability, and the
case-by-case ethical investigation should not be overseen by the stakeholders during this
process. According to the participants, it would be more efficient and effective to adopt
the knowledge from previous mistakes already made in the past and try to decrease or
eliminate them when holographic communication technologies are going to be used in
the future. Hence, the research and tackling strategy towards the potential challenges of
holographic communication technologies would not start from scratch.

4.4 Theme 4: The Quest for a Framework

Prior to the implementation of holographic communication technologies, the participants
proposed developing a new framework to handle ethical and/or legal issues which could
emerge. In the participants’ perspective, creating an ethical and/or legal framework
that is uniform and unvarying would be ideal, but not easily feasible, not even within
European territory“…Everything is contextual and cultural.”The participants explained
that they consider differentiating factors to begeographical, linguistic, or cultural aspects.
Additionally, the participants take into consideration differences in the diverse fields
within which the technology will be used, even within the same territory. For instance, It
is different when individuals use it for entertainment versus when used for educational,
instructional or scientific purposes, such as in medical situations. The participants said
that, in a society, there might be circumstances that “…might differentiate how agent
A will use the new tool from the way agent B will do so, based on their awareness,
critical thinking, education, literacy and so on”. Besides the differences concerning the
level of maturity, the mindset, the education and character of users, other factors also
play an important role, such as differences in legislations, fields of application and so
on. The participants concluded, therefore, that a general “rulebook” could be authored
to demonstrate ground rules on holographic communication technologies, introducing
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a set of principles and general guidelines regardless of who the audience, the users,
the sender(s) or the receiver(s) may be. This could be then filtered, narrowed down, and
specified, addressing the individual needs or risks related to the target groups, depending
on the uses or fields of engagement.

5 Discussion

According to Schultze and Mason [37], the term ‘digital ethics’ changes dynamically
over time, but its primary compound perpetually encompasses the ethical principles
engraved in the lifecycle of a new digital technology, dealing with matters such as
ethical design, ethical assessment of one’s private information, privacy, and technological
surveillance [35]. Those issues are closely connected to Holographic Communication
Technologies, which mix traditional sources of information including sound, image, and
video with more complex extended reality features and can be utilized in education [28],
health [27], marketing [33], sports or entertainment [19], and other domains. Depending
on the domain and the cultural context within holographic communication technologies
are used, the ethical aspects could be interpreted in different ways. The identification of
said interpretations could assist in the prediction of potential challenges, and to support
the formulation of relevant frameworks.

The comparison of holographic communications with other existing digital tech-
nologies in terms of potential challenges was inevitable, given that they share some
similar technical features. Data protection and privacy are expected to be the challenge
most faced by holographic communication technologies, similar with existing digital
technologies [25, 29]. The rationale was that simpler technologies, not combining the
complex technical features of holographic communications, have failed in safeguarding
the users’ privacy, ending up in personal data breaches.

However, it was found that the challenges already confronted in terms of other digital
technologies, as well as the corresponding guidelines formed upon current ethical and/or
legal frameworks introduced and put into practice by the European Commission [7, 13]
can be used as a starting point, upon which new frameworks for emerging technologies
can be deployed. The General Data Protection Regulation [12] was thought of as cru-
cial to begin working upon, as well as IP law, and Digital Services Act or the Ethics
Guidelines for Trustworthy Artificial Intelligence [11, 14]. The aforementioned rules
can be supplemented and reinforced by virtue ethics, which has previously been linked
to topics of end-user interaction with digital technologies by other scholars [24, 26]. The
findings also demonstrated that existing Codes of Ethics, which are designed to direct
stakeholders’ and end-users’ conduct in relation to how they engage with comparable
digital technologies toward ethical behavior [3, 4], can be used for the same purpose.

The research findings revealed that the way newly developed digital technology is
built has an impact on how its end-users would use it. The legal and ethical experts
highlighted ethical design to be a key aspect of how holographic communication tech-
nologies will be used. Further, the sharing by the end-users of their needs, requirements,
and concerns during the design phase can offer a thorough insight on how holographic
communication technologies should be designed and developed to meet those demands.
Among the explanations for the reason why the application of newly developed digital
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technology raises ethical and/or legal concerns is the discrepancy between the designers’
ideas, who may be unaware of the social setting in which it is going to be used, the end-
users’ perspectives, and what is actually the societal reality, which includes pertinent
moral values, routines, and shifts [1].

During the initial steps of the holographic communication technologies’ lifecycle
many decisions should be made by designers, such as what features will be included,
what possibilities the technology will offer to the end-users, etc. For this, predictive
strategies are suggested to be adopted by designers regarding the technical demands,
the ethical and/or legal considerations that could emerge, and even users’ perceptions
or intentions towards the technology. Even then, though, designers tend to inscribe their
own ethical choices, affecting the use of technology by the end-users, [5, 24]. Moreover,
during the actual engagement with an emerging digital technology, new perspectives
might be created by the technology itself to the end-user, ‘leading’ them towards actions
not previously thought of [5, 16, 23, 24, 32].

The research further showed that the ongoing interaction amongholographic commu-
nication technologies’ creators (including designers, developers, and technology compa-
nies), end-users, law and ethics experts during the design phase, could prevent potential
ethical and/or legal challenges. Applying the ethical Technology Assessment (eTA)
framework [30], we also urge the dialogue among the aforementioned stakeholders with
the aim at diving into the features of the new technology from multiple perspectives
to detect early on potential challenges so as to counter them. Such an approach will be
more effective when based on frameworks, experience and actions met in existing digital
technologies.

According to the research findings, the formulation of a common ethical-legal frame-
work about Holographic Communication Technologies would be an ideal scenario, but
not easily plausible. The findings showed that an ethical and respectful of the law use of
this technically complex technology is a matter of maturity and ability to critical think-
ing. Age, education, digital literacy, and awareness are some of the factors that affect
the perception and behavior of the user. Other factors affecting the decisions of a user
on how to behave towards the technology and therefore the needs of a corresponding
framework are the differences in legislations and guidelines, depending on the domain
or the geographical territory within which the technology is used, namely whether used
for entertainment or professional purposes.

Concluding, in line with our findings and the ethical Technology Assessment (eTA)
[30], we also propose an open-minded approach that allows for diverse answers depend-
ing on the ethical dilemma to be addressed each time. Still, there are some legal and
ethical experts’ suggestions to be used as a basis and to be taken into consideration for
a new framework that addresses ethical and legal challenges of holographic commu-
nication technologies. These suggestions can be considered when formulating similar
frameworks for other new and emerging technologies too and they are the following: a)
The new framework is suggested to be formulated by a collaborating team of experts in
legal and ethics, designers, developers, and users. b) A common framework for all digital
technologies cannot be formulated. Instead, a common basis of principles and general
guidelines can be created. This could then be filtered, narrowed down, and specified,
addressing individual needs or risks related to the users’ target groups, and depending
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on the fields of engagement. Parameters that should be taken into consideration include:
the geographical area; its culture; linguistics; its specific legislations; the field of appli-
cation; the context of use; and the end-users. c) The common basis of principles and
guidelines should always cover issues of privacy, data protection, ethical design, and
digital surveillance. d) Continuing, for each new framework, it is required: a detailed
description of the new technology; the tracking down of the involved stakeholders; the
ongoing discussion with the involved stakeholders; the establishment of challenges in
the case concerned and of potential countermeasures; and the continuous monitoring
and re-visiting of the work and its update, if needed, according to outcomes in reality.

6 Conclusion

This research paper aimed to explore the suggestions of legal and ethical experts regard-
ing the potential ethical and/or legal challenges that could arise from the use of holo-
graphic communication technologies by considering their perspectives, experiences, and
prior knowledge. It was based on an interpretive qualitative study, where data were col-
lected through individual semi-structured interviews of six purposely selected experts, as
well as the review of relevant documents, and were analyzed thematically. The findings
were further interpreted and discussed with the help of the conceptual framework.

The research findings showed that existing digital technologies and the ethical and/or
legal challenges that have already beenmetwith regard to them, can be helpful to identify
the relevant challenges in terms of Holographic Communication Technologies, as they
might share similar technical features, hence similar problems. The most prominent
challenges to be expected, accordingly, with the technology in concern, are privacy and
data protection issues, due to the combination of complex features within them, such as
artificial intelligence (AI), algorithms, mixed reality (MR), and extended reality (XR).

The research findings also showed that the design phase of an emerging digital tech-
nology has a significant impact on how end-users eventually engage with it. Therefore,
it was suggested that some factors crucial to achieve an ethical and lawful behavior
when using Holographic Communication Technologies would be the adoption of criti-
cal thinking techniques by the designers, as well as the active participation of end-users
in the design process to share their perspectives and concerns with them. However, it was
identified that finding ethical criteria to select end-users to be included in the process
would still be a challenge for the stakeholders.

Finally, the research demonstrated that formulating codes of ethics or legal frame-
works in relation to holographic communication technologies would be important and
could be founded upon existing frameworks and fundamental rights and principles. These
new frameworks, however, could ideally -but hardly- be unanimous or global at once,
due to contextual, territorial, and societal differences, which require a rather person-
alized approach regarding ethics and laws. In any case, frameworks created should be
monitored and revisited often, so as to be updated and efficiently address new challenges
that could not have been predicted beforehand.

An interesting future research would be to conduct observations of end-users using
the technology in specific contexts to complement our findings. Use cases of holographic
communication technologies’ possible ethical and/or legal problems could lead to more
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concrete outcomes. Considering that our research was predictive, further research to
provide richer input is needed to construct Codes of Ethics, frameworks or even laws
corresponding to the specific needs of holographic communication technologies.

This research contributes to the field of informatics by offering insights and expand-
ing knowledge about the prospective ethical and legal application of emerging holo-
graphic communication technologies. The research also contributes practically to design-
ers, developers, technology companies, and other interested stakeholders as it shortens
the knowledge gap regarding the potential ethical and legal challenges of holographic
communication technologies and provides suggestions of an ethical-legal framework to
prevent them. It also contributes to translating ethical values in design requirements that
can be used by designers, developers, policy makers and regulators.
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Abstract. Big Data has been gaining significant attention globally due to its
potential to drive innovation, guide decision-making, and stimulate economic
growth.As part of this global trend,Ecuador has alsowitnessed a surge inBigData-
related research over the past decade. This study comprehensively analyzes Big
Data research evolution, collaborations, and impacts in Ecuador from 2012 to
2023. By examining the patterns of publication, researcher demographics, pri-
mary languages, significant publishers, most cited research papers, patterns of
author collaboration, and prevalent keywords, we strive to construct a detailed
portrayal of the Big Data research landscape in the country. Our investigation
reveals a noticeable increase in Big Data research activity post-2015, particularly
within major cities like Quito and Guayaquil. Notably, the study also underscores
the predominance of English in research publications, with leading publishers
such as IEEE and Springer playing significant roles. The diverse themes of the
most cited articles illustrate the wide-ranging applications of Big Data research
within the country.

Keywords: Big data · Ecuador · Data Analysis · Research Impact · Scientific
Production

1 Introduction

Since ancient times, data has been recorded and analyzed to support decision-making
across different societal domains, such as politics, economics, and science [1]. The
advent of the Information and Communication Technologies (ICT) during the 20th cen-
tury propelled the evolution from conventional information systems to strategic infor-
mation systems, streamlining information management and processing [2]. This tech-
nological advancement gave rise to Big Data, addressing the analysis, structuring, and
utilization of massive data via specialized software and algorithms [3, 4]. The extensive
interconnection of devices through the Internet and the rise of social networks have pro-
duced vast amounts of data, necessitating efficient management by both corporations
and governments [5].
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In today’s digitized society, the data generated in various sectors, includingmedicine,
engineering, marketing, and business, has surged exponentially. This data boom presents
both opportunities and challenges in information management [4, 6, 7]. Research indi-
cates the importance of structuring, processing, and analyzing data to reduce decision-
making uncertainty and align predictions with reality [8]. The integration of artifi-
cial intelligence, gamification, personalized learning, and simulation in education, for
instance, has amplified learning efficiency and fostered an ecosystem of data and inno-
vative educational tools [9, 10]. Similarly, Big Data analytics have shaped sustainability
in the industrial sector, enhancing operational efficiency and facilitating business growth
[11].

Big Data analytics has also helped address challenges related to population growth
and dwindling resources by enabling companies to become more competent and sus-
tainable [12]. In Latin America, there has been an increase in the number of companies
dedicated to data analysis, withMexico, Brazil, and Argentina being the most prominent
countries. Big data is influencing various sectors in Ecuador, such as disaster predic-
tion, agriculture, the advancement of smart cities, and the analysis of electoral data [13].
Governments have embraced data management to improve decision-making and benefit
citizens, although criticisms and challenges exist, such as the misuse of public resources
and social problems [14].

Although Big Data has become increasingly crucial globally and within the Latin
American region, a clear understandingof its application and trends inEcuador is lacking.
Our bibliographic search revealed a significant gap in bibliometric studies focusing on
Big Data in Ecuador. Given this knowledge gap, the primary objective of this study is to
identify the trends and characteristics of Big Data analysis in Ecuador. This exploration
will provide valuable insights to researchers and policymakers alike, aiding them in
effectively harnessing the power of Big Data.

The need to understand the evolution of Big Data in Ecuador within the larger
Latin American context forms the basis of this study. Big Data analytics can swiftly
pinpoint problems and opportunities, driving competitiveness and growth [15]. In this
light, our research will contribute to a more profound understanding of the Big Data
scenario in Ecuador, thereby fostering improved decision-making and national economic
advancement.

The rest of this paper is structured as follows. Section 2 details the methodology,
Sect. 3 presents the analysis results, while Sect. 4 discusses the conclusions.

2 Methodology

2.1 Extraction of Information

In this bibliometric review, an exhaustive search for relevant articles was performed in
various databases, including SpringerLink, Scopus, IEEE Xplore, Web of Science, and
ACM. The search period spanned from the start of these databases to April 2023. Search
terms related to big data (“big data”, “Hadoop”, “data mining”) were used, as well
as different areas of knowledge. (“sciences”, “engineering”, “services”, “education”,
“health”, “social”). In addition, terms related to governance (“society”, “e-government”)
and education (“education”, “research”, “academia”) were included. The initial search
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gave a total of 2737 results, but they covered a wide array of topics beyond the scope
of big data applications developed in Ecuador. This involved an evaluation of the titles,
abstracts, and keywords of the articles to ascertain their relevance to our study. After
an in-depth screening, we identified 86 documents that met our predefined criteria. All
articles in this review can be viewed at: https://github.com/faviles7/BigData_Trends_
biblio.

2.2 Formulation of Research Questions

Bearing the aim of our study in mind, this bibliometric review’s primary objective is
to examine the scientific knowledge generated on data analysis in Ecuador through a
thorough search and analysis of documents available in the databases. To achieve this,
we formulated the following research questions:

RQ1: How has the scientific production of big data and its use in Ecuador evolved over
the years?
This research question explores the growth and development of scientific publications
related to big data in Ecuador. It seeks to understand how the production of research in
this field has evolved over time and identify the trends and advancements in utilizing
big data within the country.
RQ2: What are the geographical distribution and the language of publication of the
articles?
This question analyzes the geographical distribution of research publications on big
data in Ecuador. It aims to identify the regions or cities where these articles are predom-
inantly published. Additionally, it investigates the languages in which these articles are
published, providing insights into the linguistic diversity of the scientific output on big
data in Ecuador.
RQ3: Which publishers have the highest number of publications about big data in
Ecuador?
This research question aims to identify the publishers that have contributed significantly
to disseminating knowledge on big data in Ecuador. Determining the publishers with the
most significant number of publications provides an understanding of the key platforms
for sharing research on this topic in the country.
RQ4:What are the most productive higher education institutions in Ecuador in the field
of big data?
This question focuses on identifying the higher education institutions in Ecuador that
have demonstrated significant productivity in big data.
RQ5: What are the most cited articles about this topic?
This research question aims to identify the most influential and widely cited articles on
big data within the Ecuadorian context. Examining citation patterns provides insights
into the key contributions and influential works in Ecuador’s big data research field.
RQ6: Who are the main authors and their collaboration networks?
This question seeks to identify key authors and outline their collaborative networks,
shedding light on primary contributors.
RQ7: What are the main keywords that can be identified in this topic?
This research question aims to identify the main keywords or terms frequently used in
the context of big data research in Ecuador.

https://github.com/faviles7/BigData_Trends_biblio
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3 Results

In this section, the results obtained in the research on big data in Ecuador will be pre-
sented. Various aspects were examined, including scientific production, disciplinary
involvement, prominent authors, relevant journals, national and international collabora-
tion, research topics and funding sources. These results will provide a comprehensive
view of the current state of research on big data in Ecuador and its impact on the scientific
community.

RQ1: How has the scientific production of big data and its use in Ecuador evolved over
the years?

The temporal evolution of scientific production on big data in Ecuador can be
observed in Fig. 1. From2012 to 2015, therewasminimal research activity, with only one
publication in 2012 and another in 2015. However, starting in 2016, there was a steady
increase in publications, reaching 19 in 2018. The following years, from 2019 to 2021,
showed relatively stable levels of research output, ranging from 11 to 17 publications
per year. However, the most recent data available for 2023 indicates a decline with only
four publications. These findings suggest a fluctuating trend in the scientific production
of big data in Ecuador, highlighting the need for further investigation to understand the
underlying factors contributing to these variations.

Fig. 1. Evolution of scientific production over the years.

RQ2: What are the geographical distribution and the language of publication of the
articles?

We identified the participation of 269 authors and co-authors. Of the authors, 89.06%
had at least one affiliation with Ecuador. Figure 2 exhibits the cities from which the
researchers originated, with Quito standing out at 26.77%,Guayaquil at 22.75%, Cuenca
andLoja at 9.37%, andAmbato at 6.69%.This signifies thatBigData research inEcuador
mainly concentrates on these cities. As for the language of publication, all articles were
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written in English. It is essential to highlight that the choice of publication language can
impact the dissemination and reach of research findings, particularly in the international
scientific community where English is considered the lingua franca.

Fig. 2. Geographical distribution of authors in Ecuador

RQ3: Which publishers have the highest number of publications about big data in
Ecuador?

Figure 3 reveals that the publisher with the most documents on Big Data in Ecuador
is IEEE (n = 53), followed by other leading publishers like Springer (n = 16), ACM (n
= 5) and MDPI (n = 4). The remaining publications come from various international
universities. Notably, most publications (61.63%) are conference proceedings, which
may suggest a less rigorous review process than articles published in indexed journals
(34.88%). However, the existence of indexed publications points to quality research on
this topic in Ecuador, albeit modest in quantity compared to other published sources.

Fig. 3. Major publishers of articles on the topic.
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RQ4:What are the most productive higher education institutions in Ecuador in the field
of big data?

In the context of Ecuador, data analysis has become a growing area of interest in
higher education institutions. According to Fig. 4, it can be observed that the Escuela
Superior Politécnica del Litoral-ESPOL is the most productive institution in this field. It
is closely followed by the Escuela Politécnica Nacional and the Universidad Politécnica
Salesiana. These institutions have demonstrated a notable commitment to generating
knowledge and applying data analysis in various research areas. In addition, there are
collaborations with other foreign institutions in the United States, Brazil, Spain, the
Netherlands, among others. These findings reflect the importance and momentum given
to data analysis in Ecuador’s academic and scientific realm.

Fig. 4. Leading Higher Education Institutions in Big Data research in Ecuador.

RQ5: What are the most cited articles about this topic?

The top ten most cited articles on Big Data in Ecuador are outlined in Table 1. These
articles showcase Big Data research’s diverse applications and significant impact on the
country. Themost influential article, “A smart system for sleepmonitoring by integrating
IoT with big data analytics” by Yacchirema et al. [16], has garnered 92 citations since
its publication in IEEE Access in 2018, with an average of 17.52 citations per year. This
study explores the integration of IoT and big data analytics to monitor sleep patterns,
highlighting the potential of technology-driven approaches in the field.

Another highly cited article, “Application of a smart city model to a traditional uni-
versity campus with a big data architecture: A sustainable smart campus” byVillegas-Ch
et al. [17], has received 83 citations since its publication in Sustainability (Switzerland)
in 2019, with an average of 19.53 citations per year. This research demonstrates the
application of big data architecture in creating sustainable smart campuses. The remain-
ing articles cover a wide range of topics, including machine learning for predicting
student performance, convolutional neural networks for precise weed and maize clas-
sification, symmetrical compression distance for arrhythmia discrimination, and more.
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These highly cited articles illustrate the breadth and impact of Big Data research in
Ecuador across various disciplines and highlight the country’s contributions to the field.

Table 1. The most cited articles in Big Data research in Ecuador

N° Authors Title Source Year Citations Average

1 Yacchirema, Diana
C., et al. [16]

A smart system
for sleep
monitoring by
integrating IoT
with big data
analytics

IEEE Access 2018 92 17.52
(#2)

2 Villegas-Ch,
William, et al. [17]

Application of a
smart city model
to a traditional
university
campus with a
big data
architecture: A
sustainable smart
campus

Sustainability
(Switzerland)

2019 83 19.53
(#1)

3 Buenaño-Fernández,
Diego, et al. [18]

Application of
machine learning
in predicting
performance for
computer
engineering
students: A case
study

Sustainability
(Switzerland)

2019 63 14.82
(#3)

4 Cordova Cruzatty,
Andrea, et al. [19]

Precise weed and
maize
classification
through
convolutional
neuronal
networks

Ecuador
Technical
Chapters
Meeting,
ETCM

2017 36 5.76 (#6)

5 Lillo-Castellano, J.
M., et al. [20]

Symmetrical
Compression
Distance for
Arrhythmia
Discrimination in
Cloud-Based
Big-Data
Services

IEEE Journal
of Biomedical
and Health
Informatics

2015 30 3.64 (#8)

(continued)
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Table 1. (continued)

N° Authors Title Source Year Citations Average

6 Moscoso-Zea,
Oswaldo, et al. [21]

A Hybrid
Infrastructure of
Enterprise
Architecture and
Business
Intelligence
Analytics for
Knowledge
Management in
Education

IEEE Access 2019 27 6.35 (#5)

7 Moscoso-Zea,
Oswaldo, et al. [22]

Datawarehouse
design for
educational data
mining

International
Conference on
Information
Technology
Based Higher
Education and
Training,
ITHET 2016

2016 23 3.17 (#9)

8 Villegas-Ch,
William, et al. [23]

Big data, the next
step in the
evolution of
educational data
analysis

Advances in
Intelligent
Systems and
Computing

2018 22 4.19 (#7)

9 Abad, Cristina L.,
et al. [24]

Metadata traces
and workload
models for
evaluating big
storage systems

IEEE/ACM 5th
International
Conference on
Utility and
Cloud
Computing,
UCC 2012

2012 16 1.42
(#10)

10 Estupiñán, Jesús
Ricardo, et al. [25]

Neutrosophic
K-means for the
analysis of
earthquake data
in Ecuador

Neutrosophic
Sets and
Systems

2021 15 6.67 (#4)

RQ6: Who are the main authors and their collaboration networks?

In Fig. 5, a noticeable shift towards increased cooperation can be observed within
the country in the realm of Big Data. The establishment of 7 clusters in the Big Data
domain suggests a conducive setting for the generation of knowledge and innovation in
Ecuador. Thedata implies that authors “Abad,CristinaL.” and “Vaca,Carmen” emerge as
prominent figures in the Ecuadorian Big Data landscape, both maintaining a substantial
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number of connections with other researchers, signifying extensive collaborative efforts.
Moreover, “Vaca, Carmen” has authored 7 documents, a figure exceeding that of other
writers. The interplay among these authors within the clusters fosters the sharing of
ideas, the facilitation of collaborative research, and the reinforcement of the academic
community focused on comprehensive data analysis.

Fig. 5. Collaboration network among authors publishing on Big Data in Ecuador.

RQ7: What are the main keywords that can be identified in this topic?

The Big Data trend in Ecuador shows growing interest and relevance in the field.
The keyword “Big Data” stands out in Fig. 6. In addition, other keywords such as
“data analytics,” “data analytics,” “data mining,” “data science,” “machine learning,”
and “network artificial neural system” indicate a wide range of topics related to data
analysis and processing.

The presence in various sectors is revealed regarding the existing applications of Big
Data inEcuador.Applications are observed in education, precision agriculture, sentiment
analysis, smart cities, social network analysis, and e-commerce. In addition, keywords
related to specific industries, such as “academic performance,” “business,” “healthcare,”
and “traffic,” indicate that these industries are using Big Data to improve their processes
and make informed decisions.

Regarding the future direction ofBigData inEcuador, growth in artificial intelligence
and machine learning techniques is expected. This is reflected in the keywords “artificial
neural network,” “machine learning,” and “data science.” Also, Internet of Things (IoT)
related keywords such as “Internet of things” and “smart cities” suggest an increase in
the use of sensors and connected devices to collect and analyze data in real time.

Furthermore, social media analytics, sentiment analysis, and data mining are also
growing areas, indicating an interest in understanding, and leveraging the data gener-
ated by social media platforms. Emphasis is expected on optimizing data analysis and
applying advanced techniques, such as predictive analytics and artificial intelligence, to
gain valuable insights and make strategic decisions.
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Fig. 6. Relationship between the main keywords of the included studies.

4 Conclusions

This study analyzed the trend of big data in Ecuador through scientific research. The
results revealed a temporal evolution in the country’s scientific production of big data.
A steady increase in publications was demonstrated starting in 2016, reaching a peak
in 2018. However, the subsequent years displayed output levels that remained relatively
stable, with a decline noted in 2023 up to April. This indicates a fluctuating trend in big
data scientific output. In Ecuador, which highlights the need to investigate further the
factors contributing to these variations.

Regarding the geographical distribution and the language of publication, it was
found that research on big data in Ecuador is mainly concentrated in the cities of Quito,
Guayaquil, Cuenca, Loja, and Ambato. In addition, all the analyzed articles were shown
to be written in English, which may have an impact on the mainstreaming and reach of
the research findings, especially in the international scientific community where English
is considered the language.

Regarding the main publishers, it was identified that IEEE has the largest publi-
cations on big data in Ecuador, followed by Springer, ACM, and MDPI. Most of the
publications were conference proceedings, which may suggest a less rigorous review
process compared to articles published in indexed journals. However, indexed publica-
tions indicate the presence of quality research on this topic in Ecuador, albeit in a modest
amount compared to other published sources.

It is important to highlight some limitations of this study. First, it was based solely
on published scientific research, which cannot fully reflect all the activities related to big
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data in Ecuador, such as projects and practical applications that have not been published.
Regarding future work, it is suggested to investigate further the results and practical
applications of big data research in different sectors, such as health, education, and
industry, to understand better its impact and potential on the development of the country.
In addition, it would be valuable to conduct a comparative analysis with other countries
in the region to obtain a broader vision of Ecuador’s position in big data research and
promote growth and innovation in this field.
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Abstract. As cyber threats evolve and grow progressively more sophis-
ticated, cyber security is becoming a more significant concern in today’s
digital era. Traditional security measures tend to be insufficient to defend
against these persistent and dynamic threats because they are mainly
intuitional. One of the most promising ways to handle this ongoing
problem is utilizing the potential of data-driven intelligence, by lever-
aging AI and machine learning techniques. It can improve operational
efficiency and saves response times by automating repetitive operations,
enabling real-time threat detection, and facilitating incident response.
In addition, it augments human expertise with insightful information,
predictive analytics, and enhanced decision-making, enabling them to
better understand and address evolving problems. Thus, data-driven
intelligence could significantly improve real-world cybersecurity solutions
in a wide range of application areas like critical infrastructure, smart
cities, digital twin, industrial control systems and so on. In this position
paper, we argue that data-driven intelligence can revolutionize the realm
of cybersecurity, offering not only large-scale task automation but also
assist human experts for better situation awareness and decision-making
in real-world scenarios.
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1 Introduction

Cybersecurity has emerged as a major problem in today’s hyperconnected world
due to the growing cyber threat landscape and the increasing number of sophis-
ticated malicious actors. According to the Telecommunication Standardization
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Sector of International Telecommunication Union [1] “Cybersecurity is the col-
lection of tools, policies, security concepts, safeguards, guidelines, risk manage-
ment approaches, actions, training, best practices, assurance and technologies
that can be used to protect the cyber environment and organization and user’s
assets.” In the real-world scenario, protecting sensitive data and digital assets
from continuously evolving threats is a challenging task for businesses in a vari-
ety of application areas such as critical infrastructures, smart city applications,
information and operational technology networks, etc. Traditional security solu-
tions might not be sufficient to provide defense against today’s persistent and
constantly evolving threats in these areas. There is an urgent need for innovative
approaches that can effectively counteract the dynamic nature of cyber threats.
Therefore, in this paper, we focus on data-driven intelligence, which offers a
powerful combination of automation and human assistance and could be one of
the most promising strategies for solving this ongoing problem.

Data-driven intelligence typically can be defined as the process of using data
analysis and interpretation to derive insights or useful knowledge, and even-
tually make intelligent decisions. It thus involves identifying trends, patterns,
correlations, and other pertinent information primarily through the use of data,
which could then be applied to regulate corporate operations and strategic deci-
sions. The development of data-driven intelligence, powered by machine learning
and artificial intelligence [2], has tremendous potential for revolutionizing cyber-
security in various application areas, discussed briefly in Sect. 4. Data-driven
intelligence has the capability to reveal hidden patterns, detect anomalies and
predict potential cyberattacks by utilizing the enormous amounts of data gen-
erated from numerous sources, such as network logs, system events, and user
behavior. This enables the development of proactive and adaptive defense sys-
tems rather than simply relying on predefined rules and signatures, enhancing
an organization’s capacity to recognize, respond to, and mitigate cyber threats.
In addition to automating tasks, cyber analysts can gain deeper insights into the
tactics, techniques, and procedures employed by cyber adversaries through the
extracted insights from data, discussed briefly in Sect. 3.

In order to better understand the main focus of this position paper and
overall contributions, we formulate three major questions below:

– Can data-driven intelligence automate the large-scale complex tasks in the
context of cybersecurity?

– Does data-driven intelligence have the potential to augment human expertise
or knowledge through in-depth understanding as well as to assist them in
their decision-making process in real-world scenarios?

– Is it worthwhile to rethink the present cyberspace across a variety of applica-
tion areas while taking into account the power of data-driven intelligence, par-
ticularly in terms of automation and assisting human experts in the domain?

Answering these questions, we believe that data-driven intelligence can rev-
olutionize today’s cybersecurity world. Towards this, we provide a clear under-
standing of the potential of data-driven intelligence as well as their applicability
and impact from the perspective of next-generation cybersecurity solutions in
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the following sections. Thus this paper contributes to the ongoing discussion
about the role of data-driven modeling and the importance of ensuring that
innovative methods are developed and deployed in a manner that maximizes its
benefits while minimizing its risks. The ultimate purpose of this paper is not
only to highlight data-driven intelligence but also to use the extracted insights
or useful knowledge gained from data to make intelligent decisions that improve
the current cybersecurity landscape.

The rest of the paper is organized as follows: Sect. 2 highlights the signifi-
cance of data intelligence considering both automating tasks and human experts’
decision-making. We discuss data-driven modeling in Sect. 3. We also explore the
potentiality of data-driven intelligence in various real-world application domains
in Sect. 4. The key challenges and issues are highlighted in Sect. 5 and finally,
Sect. 6 concludes this paper.

2 Why Data-Driven Intelligence for Next-Generation
Cybersecurity?

In the area of cybersecurity, data-driven intelligence offers a substantial contri-
bution to automation as well as assisting human expert decision-making to solve
real-world problems. Human experts may not have the scalability and speed of
automated systems, but they do have the capability for critical thought, intu-
ition, and the ability to realize bigger organizational goals as well as ethical
concerns when making decisions. The symbiotic relationship between automa-
tion and human expertise enables businesses to develop strong cyber defense
capabilities, react to threats promptly, and maintain a competitive advantage in
the continually evolving landscape of cybersecurity concerns. In this section, we
discuss how data-driven intelligence can serve as a strength factor in cybersecu-
rity by automating repetitive processes, anticipating threats, as well as augments
human expertise providing useful information.

Fig. 1. An illustration highlighting the potential of data-driven intelligence for both
automation and assisting human experts in the context of cybersecurity.
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(i) Automation of Large-Scale Cyber Tasks: Cybersecurity tasks like log analysis,
anomaly detection, and routine security checks can be automated using data-
driven intelligence [3]. Data-driven automated systems use insights from raw
data to drive decision-making. These tasks can be completed more quickly
and accurately by utilizing machine learning and AI algorithms [2], allevi-
ating stress on human experts for complicated tasks. By continuously mon-
itoring and analyzing enormous volumes of data from many sources, data-
driven intelligence automates the process of threat detection. It instantly
detects anomalies, suspicious activity, and potential threats in real time using
machine learning techniques. The incident response process is sped up by
automation, which also minimizes the risk of human error and ensures that
the cybersecurity teams are acting systematically. Through the extraction
of insights from raw data, data-driven automated systems are able to con-
tinually learn, adapt, and make decisions in real-time, and eventually boost
operational effectiveness.

(ii) Augmenting Human Understanding and Expertise for Improved Cyber Solu-
tions: The capabilities of human cybersecurity experts are strengthened by
data-driven intelligence in various ways, discussed below. These are -

– Assisting Human Experts Decision-Making with Evidence-based Recommen-
dations: Instead of depending exclusively on intuition or prior experiences,
cybersecurity professionals could establish complete cybersecurity plans based
on empirical evidence and data-informed recommendations with the advance-
ment of data-driven insights. This data-driven approach allows them to con-
duct comprehensive risk assessments, understand the impact of different
attack vectors, and identify critical areas for policy improvement. By pro-
viding context-sensitive information about particular incidents and attack
tactics, data-driven intelligence improves human experts’ knowledge of cyber
risks. This deeper understanding aids analysts in determining the serious-
ness of a threat and developing appropriate countermeasures specific to the
organization’s particular security posture. Ultimately, data-driven intelligence
empowers cybersecurity analysts to support evidence-based, dynamic, and
robust policy recommendations that strengthen an organization’s resilience
against cyber threats.

– Enhancing Human Experts’ Domain Knowledge for Advanced Thinking:
Data-driven intelligence plays a pivotal role in enhancing cyber experts’
domain knowledge, specifically for further modeling and analysis. By pro-
cessing large volumes of cybersecurity data, data-driven tools can uncover
valuable insights, patterns, and correlations that experts can use to build
more accurate and sophisticated models. For instance, data insights can help
determine which entities are essential for building an effective cybersecurity
knowledge graph [4] or cybersecurity taxonomy building [5] through identi-
fying common properties and characteristics of entities as well as their inter-
nal relationships. These data-driven models can capture the complexities of
the cyber landscape, simulate various attack scenarios, and predict poten-
tial outcomes with higher precision. As cyber experts integrate data-driven
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intelligence into their domain knowledge, they can continuously refine their
models, improve their understanding of cyber threats, and develop more effec-
tive strategies to defend against evolving challenges. Ultimately, the fusion
of data-driven intelligence with the expertise of cyber experts enables them
to create advanced models that are both robust and adaptable, empowering
organizations to stay ahead in the ever-changing cybersecurity landscape.

– Knowledge Retention and Transfer: Developing and maintaining efficient
cybersecurity capabilities is a complex and continuing process that requires
significant investment in terms of time, resources, and expertise. Professionals
in the field of cybersecurity require not only technical skills but also a thor-
ough awareness of the infrastructure, processes, and potential vulnerabilities
within the organization. This knowledge is essential for quickly recognizing
risks and taking appropriate action. In the real-world scenario, the expense
of bringing cyber professionals is not only limited to salary and overheads
but also the economic loss due to incidents which could have been better
handled with experienced staff. Experience and such investments are lost
momentarily when an experienced staff member leaves an organization. Con-
sequently, this may result in a knowledge and expertise gap that is difficult to
recover instantly. Numerous negative effects, such as increased vulnerability
to cyberthreats, decreased efficacy of incident response, and potential project
disruptions, may result from this loss. The hiring of a new professional with
matching capabilities may not be sufficient because understanding the orga-
nizational context usually takes time and may result in further incidents. The
data-driven approach creates new opportunities to retain this knowledge and
experience and transfer them to new professionals within an organization as
needed.

In summary, data-driven intelligence derived from raw data are crucial for
both automating large-scale complex tasks and assisting human experts while
making their decisions in the context of cybersecurity, illustrated in Fig. 1. It
combines the strengths of data insights as well as AI and machine learning
techniques for advanced modeling, highlighted in Sect. 3 to improve overall cyber
defense capabilities and maximize teamwork between automated systems and
human analysts. While each strategy has merits, a well-balanced approach that
leverages both human expertise and data-driven automation to improve overall
security posture and incident response capabilities could be the most effective
way in cybersecurity. It enables human analysts to focus their attention on tasks
that need critical thinking, creativity, and strategic planning by providing a
wealth of data and insights.

3 Data Insights and Modeling

This section mainly consists of two parts. We initially focus on different types
of insights that are associated with data-driven intelligence, and then we con-
centrate on a general data-driven modeling workflow for further exploration to
address a specific issue.
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3.1 Cyber Data Insights

For a better understanding of the insights involved in the data-driven intelli-
gence process, we have highlighted three key questions in the section below. The
answers to these queries can aid human analysts in deeper understanding and
solving a specific problem in the context of cybersecurity as well as in automating
the necessary tasks. These are:

– What happened in the past?: This typically explores the happenings and inci-
dents in the world of cybersecurity. It includes analyzing historical data,
logs, and incident reports to determine the type of cyberattacks, the meth-
ods employed by threat actors, the affected systems or data, and the overall
impact on the organization. Experts in cybersecurity can react quickly, mit-
igate loss, and initiate the proper incident response procedures when they
are aware of what happened. Building a strong defense strategy also involves
identifying patterns and trends in cyber incidents.

– Why did it happen?: Here, the emphasis is on underlying the root causes and
associated factors for cybersecurity events. Understanding the “why” requires
an in-depth investigation of the security infrastructure’s shortcomings, con-
figuration issues, human errors, and vulnerabilities that led to the attack’s
success. Analysts can find systemic issues and weaknesses in their security
procedures, work processes, and employee awareness using this investigative
process. Organizations may improve their defenses, reduce potential risks, and
build a more resilient cybersecurity framework by tackling these core causes.

– What will happen in the future?: This element involves predicting and fore-
casting probable future cybersecurity threats and trends. Cyber threats are
always changing, and threat actors are constantly coming up with new strate-
gies to exploit vulnerabilities. Forecasting potential threats can be aided by
data-driven intelligence, exchanging threat intelligence, and investigation of
emerging technologies. Organizations can prepare for these challenges and be
better able to protect themselves against new and emerging cyber threats by
understanding what can happen in the future.

Thus extracting these insights could be the key to building the foundation
of a data-driven intelligence model, where various techniques within the broad
area of data science can be used discussed in the following.

3.2 Data-Driven Modeling with Explanation

An effective modeling technique is essential to extract insights or useful knowl-
edge, where various data-preprocessing and visualization techniques as well as
AI and machine learning algorithms for advanced modeling can be used. The
key components of this process are as follows:

– Data Collection and Preparation: Gathering broad and comprehensive
datasets related to cybersecurity is the first step. These datasets may con-
tain information from various sources such as logs, network traffic, system
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events, security alerts, and historical attack data. To ensure consistency and
quality, the collected data should be preprocessed, cleansed, and transformed
towards the target solutions. Synthetic data generation as well as handling
imbalanced issues using techniques like oversampling, and undersampling [6]
might be helpful depending on the nature of the data.

– Feature Selection and Engineering: This involves selecting or extracting mean-
ingful features from the preprocessed data that can be used to build the
model. It is essential to choose features carefully since traditional machine-
learning methods, such as neural networks, SVMs, etc. are sensitive to the
features used as inputs [7]. The most pertinent features can be found through
statistical analysis or machine learning algorithms [3]. In some cases, feature
extraction may require human expertise based on contextual information and
awareness of cyber risks and vulnerabilities [8]. To identify relevant features
and reduce the dimensionality of the data both algorithmic approach and
domain experts may guide towards optimal feature engineering process.

– Exploratory Analysis and Visualization: Before moving on to advanced mod-
eling or decision-making, this exploratory analysis helps in understanding
in-depth data structure and patterns, and eventually to gain insights into
normal behavior and identify patterns associated with cyber threats. Various
statistical and visual techniques and tools such as Histograms, Scatter Plots,
Bar charts, Heatmaps, etc. [9] can be employed to analyze the distributions,
correlations, and structure of the data.

– Model Development and Training: Models may vary depending on the char-
acteristics of the data and fitting the problem domain. This includes applying
AI and machine learning techniques like decision trees, random forests, neu-
ral network learning, as well as rule-based modeling and explanation [10,11].
To improve performance and generalization, optimizing model parameters is
important. In several cases, innovative methods might need to develop based
on what insights are needed to explore as discussed earlier. Developing hybrid
or ensemble models that aggregate outcomes from multiple base models might
need to take into account to improve model robustness and generalizability
as well as overall accuracy.

– Model Evaluation: A comprehensive evaluation is necessary after building and
training the model with the relevant cyber data. The efficiency of the model
can be assessed using evaluation criteria like accuracy, precision, recall, or F1
score [3]. Validation methods like k-fold cross-validation aid in estimating the
performance of the model on unseen data and evaluating its generalizability,
which is important to take into account diverse real-world issues.

– Human-in-the-Loop Integration: While automated models are capable of
detecting a wide range of threats involved, they may not be flawless and could
sometimes generate false positives or false negatives. Experts in cybersecurity
may contribute their knowledge and expertise to the process by analyzing and
verifying the outcomes of automated models. Thus, this module incorporates
incident response teams and cybersecurity analysts in the process to provide
domain expertise, interpret model outputs, and make critical decisions.
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– Deployment and Continuous Improvement: The models can be deployed in a
real-world cybersecurity context if they have been established to be satisfac-
tory. To ensure the model’s efficacy over time, it is essential to continuously
assess its performance, detection rates, false positives, and false negatives.
To keep the model realistic and up to date, regular updates, retraining, and
adaptation to changing threats are required.

Overall, a comprehensive data-driven intelligence framework for cybersecu-
rity modeling needs to be adaptable, resilient, and able to handle the constantly
changing and evolving nature of cyber threats. To develop reliable and effec-
tive cybersecurity solutions, it thus needs to incorporate in-depth data analysis,
machine learning, and domain expertise.

4 Real-World Cybersecurity Application Areas

Data-driven intelligence can be employed in various application areas for effec-
tive cybersecurity solutions. In the following, we summarize and discuss some
important fields where data-driven intelligence could play a key role in both
automation and assisting human experts in their decision-making process in
various real-world applications.

4.1 Critical Infrastructure

Critical infrastructure (CI) typically refers to the systems, assets, and networks
that are essential for the functioning of a society and economy, for example -
energy, water, transportation, communications, healthcare, and finance are some
of the potential sectors [12,13]. Thus, CI cybersecurity and resilience is one of the
topmost important sectors nowadays, where data-driven intelligence could play
a crucial role in practical solutions through data insights and sophisticated ana-
lytical modeling. The basis of intelligence could involve analyzing and visualizing
CI data gathered from various sources including network logs, system activity,
and threat intelligence feeds. The extracted insights from data could provide a
comprehensive picture of the security landscape, providing human professionals
with a better understanding of potential threats and vulnerabilities. Data-driven
intelligence is also capable of predicting possible future cyber threats and attack
trends using data patterns and AI algorithms [2]. These predictive insights could
be beneficial to human experts to further analyze the potential attacks and make
countermeasures for them, enabling them to proactively strengthen CI defenses.
In many cases, automaton is necessary because of speeding up the investigation
and management of incidents as well as minimizing the possibility of human
error. For example, routine incident response tasks, such as anomaly detection,
malware analysis, and containment processes, could be automated through a
data-driven modeling process. Overall, the potential of data-driven intelligence
could be the key to next-generation CI security offering automating large-scale
tasks as well as assisting CI professionals to make well-informed decisions in
various real-world scenarios.
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4.2 Digital Twin

Nowadays, more and more businesses are using digital twins, which are vir-
tual replicas of physical assets or systems [14]. As physical, digital as well as
communication space is associated with digital twin systems [15], an effective
security measure is necessary. Data-driven intelligence may keep track of the
network traffic, user interactions, and behavior of the digital twin [16]. Thus
it enables real-time monitoring of digital twin systems, continuously collecting
data to detect any deviations from normal behavior. Cyber professionals may
gain deeper insights into the behavior of the physical and virtual components
through this extensive data analysis. For instance, when any suspicious activity
or possible security issues are identified, they may receive prompt notifications,
enabling quick response and mitigation. It can also forecast potential cybersecu-
rity risks and vulnerabilities based on the insights extracted from data. Overall,
this could be a useful tool for automatically solving security issues as well as
enhancing human expertise and aiding in their decision-making process in real-
world applications.

4.3 Smart Cities

Smart cities could be another potential area, which typically rely on intercon-
nected digital systems and devices to enhance efficiency and improve the quality
of life for residents. Massive amounts of data are produced by smart cities from
a variety of sources, including IoT devices, sensors, infrastructure, and human
interactions [17]. This data can be analyzed by data-driven intelligence to find
trends and abnormalities that could point to possible cyber threats. It can iden-
tify suspicious activity in real-time and inform cybersecurity professionals, allow-
ing them to take prompt action to stop cyberattacks. Data-driven intelligence
may establish baseline behaviors for various parts of the smart city infrastructure
by using AI and machine learning techniques [2]. This involves being aware of
the typical data exchange patterns, user behavior with regard to smart devices,
and network traffic flow. Automated incident response systems may be triggered
when cyber threats are identified. This can forecast potential future cyber threats
through analysis of historical data and cyberattack trends. Decision-makers can
comprehend how cybersecurity resources are used by conducting data analysis.
Human experts could learn about emerging threats, observe trends, and make
wise decisions about security practices and procedures according to this com-
prehensive picture.

4.4 IoT

The Internet of Things (IoT) enables communication and interaction with
numerous devices, generates an enormous amount of data, which can then be
utilized to identify trends, behaviors, make predictions, and conduct assess-
ments [18]. Thus decision-making in IoT cybersecurity is facilitated by data-
driven intelligence, which substantially enhances human expert knowledge as
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well. Data-driven systems have the ability to rapidly detect abnormalities, recog-
nize potential threats, and anticipate emerging issues by analyzing the enormous
volumes of data produced by IoT devices and networks. This proactive strategy
and real-time monitoring enable human professionals to react to cyber incidents
quickly and strategically, reducing their effects. A thorough understanding of
the complex IoT ecosystem is made possible by data-driven insights, which give
important context and correlation from many data sources. This collaborative
synergy enables cybersecurity experts to take well-informed decisions, allocate
resources efficiently, and put into place efficient measures to protect IoT envi-
ronments from emerging threats.

4.5 ICS/OT

ICS stands for “Industrial Control Systems”, and is typically used to monitor
and control physical processes and operations, which typically connect IT com-
ponents with sensors, actuators, and other operational technology (OT) devices
[19]. Supervisory control and data acquisition (SCADA) systems, distributed
control systems (DCS), PLCs, and other ICS components are frequently tar-
gets of cyberattacks [20]. Potential threats to the ICS include advanced persis-
tent threats, supply chain compromise, distributed denial of services, etc., where
data-driven intelligence can contribute to detect and mitigate through an exten-
sive analysis. Utilizing real-time and historical data collected from numerous
interconnected devices and networks within industrial infrastructure also enables
human experts to gain an in-depth understanding of the evolving threat land-
scape. By analyzing patterns, anomalies, and potential vulnerabilities, experts
may deal with cyber threats proactively before they escalate. Additionally, data-
driven solutions enable routine and large-scale complex operations to be auto-
mated, allowing human experts stress-less. Overall, the security and reliability
of crucial industrial systems could be ensured by developing effective defense
modeling with the fusion of data insights and human expertise.

4.6 Metaverse

Metaverse could be another potential area that can create secure, scalable, and
realistic virtual worlds on a reliable and always-on platform. Users can interact
with each other and digital objects in real-time using technologies like virtual
reality (VR) or augmented reality (AR) [21]. Due to the massive volume of data
moving around in the Metaverse, users are constantly running a higher risk
of misuse [22]. Businesses are investing heavily in building an artificially intelli-
gent Metaverse, which has increased the need for cybersecurity [23]. Data-driven
cybersecurity solutions can track user behavior, interactions, and network traf-
fic throughout the metaverse. These systems are capable of quickly identifying
possible risks or unusual activities, such as unauthorized access attempts or mal-
ware activity, by analyzing patterns and anomalies. Automated incident response
systems that can react to known threats and attacks without requiring human
involvement could be provided by data-driven intelligence. Real-time monitoring
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and visualization of cybersecurity metrics and events within the metaverse can
be provided through data-driven intelligence. These visualizations enable human
professionals to promptly comprehend the security posture and pinpoint areas of
concern. While human experts contribute critical thinking, domain knowledge,
and decision-making, data-driven intelligence enhances these capabilities with
rapid analysis, real-time insights, and automation of large-scale tasks. This can
secure the metaverse environment in a comprehensive and proactive manner.

4.7 Advanced Networking and Communications

Nowadays, data-driven technology is also popular in the area of advanced com-
munications and networking [24]. Based on current demand and traffic patterns,
this can optimize the allocation of resources like bandwidth, computing power,
and spectrum. In terms of security, data-driven technologies are capable of ana-
lyzing user behavior and network traffic patterns to detect anomalies and possible
security breaches [25]. Machine learning models can identify suspicious activity
and trigger prompt countermeasures to stop intrusions. Predictive maintenance
powered by data-driven intelligence enables proactive defense against evolving
attack vectors, which can help prevent network downtime and improves over-
all reliability. Thus, this can ensure a balanced trade-off between security and
usability, which dynamically adjusts security configurations based on network
conditions, user behavior, and threat levels [26]. An effective access control sys-
tem can be implemented by investigating user behavior and contextual data
to ensure secure and reliable authentication. Overall, advanced communications
and network security have been significantly impacted by data-driven intelli-
gence as it provides insights, automation, and adaptation to address complex
problems in real time.

In summary, organizations could enhance their threat detection and preven-
tion, improve incident response capabilities, and strengthen their cybersecurity
posture overall by utilizing data-driven intelligence in various real-world appli-
cation domains. Data-driven intelligence augments human expertise rather than
substituting it. In order to make informed decisions during security issues, it
gives security analysts and operators more information and context. Data-driven
intelligence helps human professionals to respond quickly and effectively by pro-
viding pertinent information and potential directions of action. Organizations
can remain resilient in the face of emerging cyber threats when they have the
capability to analyze massive datasets, uncover patterns, and make decisions
based on data insights.

5 Challenges and Research Direction

While the concept of data-driven intelligence revolutionizing the cybersecurity
world holds promise, there are several challenges that researchers and practi-
tioners need to address to fully realize its potential. These challenges discussed
below encompass various aspects of research and development in the field:
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– Data Quality and Availability: One of the major challenges in incorporating
data-driven intelligence for cybersecurity research and applications is ensur-
ing the quality and availability of relevant data. Obtaining comprehensive,
accurate, and diverse datasets could be challenging, especially when dealing
with sensitive information. Researchers need to overcome data limitations and
address biases, as well as meaningful synthetic data generation to ensure the
reliability and effectiveness of their research and ultimate outcome. Methods
that enable cybersecurity models to transfer knowledge from one domain or
task to another could be useful.

– Algorithmic Transparency and Interpretability: The use of AI and complex
machine learning algorithms, such as deep neural network learning [2], in data-
driven intelligence may raise challenges in algorithmic transparency and inter-
pretability. Understanding how algorithms make decisions and being able to
interpret their outputs is crucial in the context of cybersecurity. Researchers
need to focus on developing explainable AI techniques, e.g., rule-based mod-
eling [11] or others that can provide insights into the reasoning behind algo-
rithmic decisions, allowing cybersecurity professionals to trust and validate
the results generated by data-driven intelligence systems.

– Privacy Concerns: Data-driven intelligence might raise important privacy and
ethical concerns. The collection and analysis of large amounts of personal and
sensitive data need to be conducted responsibly and in compliance with pri-
vacy regulations. Researchers thus need to explore privacy-preserving tech-
niques such as differential privacy, federated learning, data anonymization,
etc. [27] to ensure that individuals’ privacy is protected while still extract-
ing meaningful insights from data. For instance, federated learning enables
training models across numerous devices or organizations without sharing raw
data, hence protecting data privacy.

– Adversarial Attacks and Defenses: Adversaries can manipulate or poison
datasets to mislead machine learning algorithms, leading to erroneous deci-
sions or bypassing detection mechanisms. Research is necessary for develop-
ing robust models that are resilient to adversarial attacks and maintain high
reliability and accuracy in practical settings. Developing advanced anomaly
detection techniques identifying unusual behavior that can detect and respond
to previously unknown and unseen threats and zero-day attacks is crucial.
Hybrid models combining data-driven approaches such as machine learning,
and rule-based approaches with expert knowledge can enhance the overall
effectiveness of cybersecurity models.

– Generalizability and Scalability: The effectiveness of data-driven intelligence
models in cybersecurity may vary across different contexts, environments,
and evolving cyber threats. Thus, ensuring the generalizability and adaptabil-
ity of research findings and models is crucial. Investigating transfer learning
techniques can assist models in maintaining high detection accuracy while
adapting rapidly to new attack patterns. To manage huge datasets in real
time, it is also necessary to develop scalable algorithms, distributed comput-
ing frameworks, and optimized processing strategies. This is crucial to assure
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scalability and efficiency due to the exponential growth of cybersecurity data
volume.

– Human-in-the-Loop and Accountability: While data-driven intelligence can
provide valuable insights, the ‘human’ element in real-world applications
might not be overlooked. Researchers need to take into account how human
operators interact with data-driven systems, understand their decision-
making processes, and design effective user interfaces and visualizations to
aid decision-making. Combining AI and human expertise can also increase
accountability. For instance, cybersecurity professionals can validate model
outcomes, intervene when necessary, and provide explanations for actions
made by the AI system. Thus, a regulatory guiding framework comprised of
data science researchers, cybersecurity experts, legal professionals, and pol-
icymakers is crucial to bridge the gap between technological breakthroughs
and actual application.

In summary, data-driven intelligence for cybersecurity modeling is an area
of study that involves resolving issues with data quality, processing techniques,
model robustness, privacy, human expertise, and more. Addressing these chal-
lenges is crucial to fully realize the potential of data-driven intelligence in revo-
lutionizing the cybersecurity landscape, which should be the key focus for future
research and improvement.

6 Conclusion

This position paper has made a convincing argument for the revolutionary effects
of data-driven intelligence in the cybersecurity area. For this, we have explored
and discussed in-depth potential of data-driven intelligence, particularly, in terms
of automating large-scale complex tasks as well as assisting human experts to
make their decisions in real-world scenarios. Organizations can improve their
capability to recognize and address emerging threats by utilizing the power of
data intelligence. The proactive and adaptable nature of data-driven intelligence
also allows security professionals to stay one step ahead of malicious actors,
significantly reducing risks. However, this paradigm shift also includes several
challenges such as data availability, algorithm bias, incorporating human exper-
tise in the loop that are needed to be resolved, discussed in this paper. Build-
ing a well-balanced framework leveraging both human expertise and data-driven
intelligence which can improve overall security posture, is also highlighted. Over-
all, we believe that data-driven intelligence could be the key to next-generation
cybersecurity if it is deployed wisely and ongoing research is undertaken.
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Abstract. Our society is pervaded by the influence of the new technologies,
present in every sphere, and used for a plurality of objectives, from simple infor-
mation on events, news characterising the world around us, to education, which
therefore envisages the use of the new technological means as a tool for per-
sonal and cultural growth. This preponderance of multimedia leads to a necessary
updating of teachers’ skills and their progressive adaptation to the new ways of
communicating with children, through direct work on the design of activities that
meet the needs of everyone. This implies a new way of constructing learning paths
for their learners. In this contribution, two models will be presented and com-
pared using inclusion as a key, namely Mayer’s multimedia theory and Berthoz’s
simplexity theory. An attempt will be made to identify the points of connection
between the two paradigms and their founding principles/properties, to rethink
inclusive processes through multimedia, through a new perspective of interven-
tion by the teacher and responding to the different cognitive and learning styles
of the learners, according to a non-linear didactic approach that can be flexibly
adapted to the change also characterising the field of special education.

Keywords: Inclusive Education ·Multimedia Theory · Simplexity

1 Introduction

The current school context, reflection of an ever-changing society, threatens teachers
with new challenges from an educational point of view, especially when dealing with
students with Special Educational Needs. The need for access to information, analysis,
validation and reflection of knowledge to be didactically transposed [1] also through the
use of technologies, as effective devices to respond to the plurality of learners’ cognitive
styles is increasingly preponderant in the age of complexity, which requires, those who
live and experience it every day, to find strategies to adapt to change in every aspect,
from the individual to the social one [2]. Technologies, which represent the extension of
the human arm [3], appear to be increasingly preeminent as means of communication as
well as of education of the individual and, over time, have increasingly appeared in the
educational field as well. In educational contexts, the computer gives the user the oppor-
tunity to interact with information by continuously constructing and de-constructing it.
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It makes it possible to store, organise, transmit, receive, search, and transform an enor-
mous amount of information of all kinds in all perceptive and communicative modes [4].
The computer also makes it possible to relate with great ease and versatility with those
who are sitting in front of the screen [5]; it is amultifunctional tool that makes it possible
to perform a wide variety of tasks, to develop creative paths, and to get involved. The
structure assumed, in recent years, by teacher preparation has created the prerequisites
for a rethinking of the practices and tools of didactic mediation and, therefore, of the
“activation of conditions capable of promoting a favourable impact between the student
and the study disciplines” [6], doing the conditions for a didactic flexibility, necessary
to respond to the heterogeneity of educational needs. The universe of technologies that
are also useful for disability includes, in fact, not only the equipment “designed to pre-
vent, compensate, control, alleviate or eliminate impairments, limitations in activities,
or obstacles to participation” [7], but also that “system of artefacts that can enhance
didactic communication and as such intervene in teaching/learning processes” [8]. In
addition, there is a progressive increase in global connectivity [9], which therefore pro-
gressively enables everyone, regardless of where in the world they are, to have access
to digital. This change of perspective, therefore, requires teacher adaptation, education
about the new technologies, and the experimentation of educational practices focused on
the learner’s needs and the possible ways in which they can be met through personalised
and individualised didactic interventions [10]. In this contribution, two theories will be
considered, trying to draw a comparison between them from an inclusive perspective,
namely Mayer’s [11] multimedia theory, which defines twelve rules for good didactic
design in the digital domain, and Berthoz’s [12] theory of simplexity, which studies how
organisms can progressively adapt to their environment through the use of properties
and rules of operation with which they can do so, transposed to different fields of study,
including education [13, 14]. The first part of the paper will present, specifically,Mayer’s
multimedia theory; in the second part of the paper, on the other hand, wewill focus on the
analysis of the theory of simplexity in relation to multimedia and the new technologies;
in the third part of the paper we will attempt to create a parallelism between the two
theories, through an inclusive view, with the aim of understanding how the use of these
two paradigms can produce a change of perspective in the way of working with students
with Special Educational Needs.

2 Mayer’s Multimedia Theory

A good cognitive and learning process presupposes at its basis that the learner can
identify, reflect, and operate metacognitively on the processes implemented during the
learning process [15, 16], which therefore presupposes an operant consciousness that
guides the learning processes. In the technological declination of this idea, an innova-
tive form of interaction is realised, much broader than the simple interaction between
biological systems, as the idea of a human-machine interaction matures. The cognitive
theory of multimedia learning proposed by the psychologist Mayer, assumes that stu-
dents actively construct their own understanding from the material presented to them.
This theory is based on research in deciding how best to support students through design
choices related to the selection of what to include in the teaching-learning process and
how to organise it.
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Mayer ascertains that our workingmemory is always limited. One’s individual work-
ing memory capacity might be a little larger or a little smaller than that of others, but
it will never be unlimited. Learning anything will always put a strain on one’s work-
ing memory. Everything a person can learn has a germane load - i.e., the load on the
working memory - that is inherent and necessary. But the way this input is presented can
increase the total cognitive load. By implementing good learning projects, we can keep
the germane load low. In fact, a good educational project is effective when it adapts to
the needs of the subjects for whom it is intended, to their limits and potential, in a flexible
mode [17]. The non-verbal channel deals with everything else, with elements that are
not expressed directly through the voice and all that may be subject to verbal language
[18]. Thus, if there is a video using sign language and written text, e.g., subtitles, both
should be processed by the verbal channel. However, if there is an audio text and a
drawing, only the audio text will be processed by the verbal channel and the drawing by
the non-verbal channel. This means that instead of sending all your metaphorical boats
[19] down a single river, clogging it up, you are sending some boats down one river,
some boats down another river, and everything can travel smoothly.

The other system that is used is the distinction between visual and auditory channels.
If you have written text and animation, both will put a strain on the visual channel. If you
have text and animation, it will draw on both systems and may avoid overloading one
of these channels. Therefore, teachers may also turn to the corresponding channels to
enable students to follow instructions or content. They might use meaningful hand signs
while explaining a problem, they might show pictures while telling a story or develop
sketch notes while referring to grammatical phenomena [20].

Based on these assumptions, several theories have been developed that can guide
the design of teaching materials. One of which is the principle of consistency, which
encourages us to include only what is necessary - and to leave out what is not necessary.
Extra details that seem interesting but not necessary: what does not contribute to the
essence of the material can be left out to reduce the cognitive load. Another important
principle here is the principle of temporal continuity. If you have an image and a nar-
rative explaining the image, present them at the same time. For example, if you have
designed a PowerPoint presentation: present the image and the corresponding illustrative
commentary on one slide (see Table 1).

Table 1. Summary of Mayer’s ideas about temporal continuity
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Mayer’s cognitive theory of multimedia learning, therefore, supports us in designing
material that works for students with different working memory capacities. But there
are some caveats here. Firstly, the idea of using multiple channels may fail if some
students simply cannot use one of these channels. It is often better to give more space
to one channel than to depend on a channel that is not needed by one’s students. A deaf
student may benefit much more from written text or a sign language video, although
this text or video, in combination with a graphic or animation, may risk overloading the
visual channel. One can think, again, of supporting them by presenting the information
in appropriately sized blocks, allowing them to pause the input or review parts of it.

Also, when looking at language learning. When learners are still acquiring a lan-
guage, whether in the foreign language classroom or in other contexts, being able to
hear and read the same words at the same time can be an important support. Listening
comprehension tends to be much higher when students can read while listening. This is
very clear, for example, when watching videos in the target language with subtitles. Sev-
eral studies [21–23] have studied language learners with dyslexia. They found that these
students benefited even more from the combination of spoken and written language.

From this perspective, following Mayer’s cognitive theory of multimedia learning is
useful as a starting point, especially since these rules can be a guide in designingmaterial
with appropriate cognitive load and avoiding unnecessary and potentially harmful bells
and whistles. On the other hand, for accessibility reasons, one can and should add
alternatives for perceiving information for those students who require it. Ideally, these
can be hidden from people who do not need them. Subtitles that can be switched on or
off are a good example of this.

In this, Mayer’s theory offers the opportunity by minimising extraneous processing.
To offer a summary of further rules, the following summary is presented (see Table 2).

Table 2. Mayer’s rules
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These principles originate with the idea of respecting the learner’s cognitive styles,
attempting to avoid cognitive overload when there are multiple cognitive styles that may
create learning difficulties in the learner, guiding themwhen they need didactic support to
learn more successfully andmeaningfully [24]. It also envisages breaking down learning
channels and not associating them when they generate greater learning difficulties, or
presenting neighbouring stimuli when other learners need cohesion between channels to
learn better. It also envisages the segmentation of the lesson into modules, when a single
presentation of a plurality of topics could create a learning trouble, as well as the choice
of specific channels when these are more pertinent to the student’s modus operandi and
closer to his way of expressing himself, of communicating with others, thus intervening
with the use of image, voice, graphic text. These principles are respectful of pivotal
objectives such as personalisation, didactic individualisation for students with Special
Educational Needs [8], outlining scenarios of action that are highly inclusive and tailored
to each and every one [25].

3 Between Complexity and Simplicity: Simplexity

The society inwhichweare, the livingbeings that govern it, are characterisedbyanunder-
lying complexity [26]. Complexity derives its etymology from ‘cum’ (with), ‘plexum (to
hold). The complex structure, therefore, is configured as a plurality of elements inter-
sected and balanced by a system that governs and regulates its parts, i.e. man, insofar as
he is capable, through internal functions and rules to enable it to function correctly, of
finding adaptive strategies through which he can decipher the plurality of stimuli and
problems associated with them, finding from time to time the right way, the least used
way, to deal with the problem. Complexity, therefore, does not presuppose its elimina-
tion, but rather the objective ofmaking those who navigate in it, to seek out, from time to
time, operational trajectories, flexible and adaptive modes of resolution. The belonging
of a system to a given class of systems (e.g., linear, non-linear, static, dynamic, autopoi-
etic, heteropoietic systems, etc.) is determined by its organisation, by the way in which
an observer encodes the structure of the relationships between its parts [27].

In this sense, complexity cannot be regarded as an intrinsic property of a given type
of systems or phenomena, a property objectively present in a system and independent of
the observer and external conditions, but rather a condition intrinsic to each constituent
element of the system itself, from those who compose it to those who must analyse it.

Complexity is given as systems are prefigured as an association, a set of biologi-
cal, social, cultural constituent elements, in turn interconnected with other systems with
similar traits. In addition to this, there is an interconnection with the surrounding envi-
ronment, composed of material and immaterial elements with which to interface during
one’s life, and which require organisational as well as interpretative capacities of reality
[28]. The plurality, diversity, protean manifestation of structural elements necessitates
an explanatory and de-constructive ability to analyze reality, hence the ability to high-
light the constituents implicit in each system to be able to provide solutions of emerging
problems. It is obvious that, according to this view, complexity is not a stable property
of a system, but reflects the type of relationship and possible evolutions that characterise
the connection between observer and system [29]. This indefinite, uncertain perspective
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of complexity is characterised by the mutability associated with time and the changes
inherent in it, the passing of events that bringwith them natural variations, whichmust be
considered. These changes can occur at an individual level, with growth, personal devel-
opment, as well as at an environmental, structural level, linked to conditions, calamities
that affect reality from time to time. The ability of those who approach complexity is to
become a complex system; that is, one that thrives on complexity and interprets com-
plexity, but also adaptive, that is, consisting “of components, or agents, that interact
with each other according to sets of rules that require them to examine and respond to
each other’s behaviour in order to improve their behaviour and thus the behaviour of the
system they comprise. In other words, such system operates in a manner that constitutes
learning” [30]. In order to be defined as belonging to systems of a complex and adaptive
type, it is necessary to be made up of several parts that are in turn more or less complex:
in general, the more numerous and complex the parts that make up the system, the more
complex the system as a whole is; to be determined in their identity and wholeness by
the non-linear interactions of their constituent parts [31].

Indeed, the emerging characteristics of the system and its very development depend
on these interactions. This aspect makes the evolution and development of the system
non-predeterminable. At the same time, the non-linearity of the parts produces the impos-
sibility of defining the functioning in detail and understanding its details, highlighting
the difference between systems that can be defined as complicated and complex systems
[32].

One can therefore envisage how man is himself a complex and at the same time
adaptive system, constantly living on non-linear interactions, which make it impossible
to predetermine the outcomes of one’s own action precisely because of the internal and
external mutability that he is constantly faced with and to which he constantly attempts
to adapt. The keystone that, however, can provide support in this process, and thus help
man to seek out whichmodes of intervention canmanifest his own flexibility to variation,
is given by the search for internal characteristics that drive every living being, in a natural
way, to adapt to change, also through the application of these characteristics following
application schemes, well-defined rules. Berthoz, a neuroscientist at the Collége du
France, defines these as properties and rules. The neurophysiologist, in his theory of
simplexity, points out how organisms, and thus also humans, find solutions from time
to time to adapt to change, through personal characterising forms and application rules
that, in their relationship with the other than themselves, enable them to cope with
the complex, without, however, denying its presence. The scholar proposes a simplistic
vision of reality, that is, a reality that does not shy away from complexity, nor does it
attempt to simplify it. To act in a simplexity manner means to seek, from time to time,
ways of adapting to the surrounding complexity of reality, ways in which to search for
ways of re-coding as a function of the action exercised to adapt to the problems present
in the various systems with which one interfaces every day. This simple complexity,
reduced and recoded as a function of action, in a form compatible with one’s needs,
is, properly speaking, simplexity [33]. The way in which man can intervene in this
process of deciphering and coping with reality can be summarised in action. In fact, to
render Berthoz’s proposal succinctly, one could say that “if the foundation of meaning
is in the act” and if “elaborating a theory of simplexity means elaborating a theory of
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meaning”, then simplexity constitutes a theory of the act, i.e., a theory aimed at providing
a conceptual tool to decipher complexity by resolving it in the act and not only in action.

It is only through direct action, the active manipulation of the elements, of the
complexity inherent in them, that it is possible to intervene directly in order tomanipulate
the variables innate in reality, to unhinge the totality intowhat are its constituent elements,
to attempt to consider them individually in order to be able to understand to what extent
they can be useful as problem-solving modalities, as elements that, even in complexity,
allow for de-complexification.

It is necessary to clarify that in these terms, simplexity should not be considered as
a theoretical matrix of procedures and methods, but rather as a guideline capable of ori-
enting action strategies and providing operational suggestions through the identification
of functioning patterns.

In this perspective, the simplexity properties and rules identified by Berthoz have the
function of deciphering a complexity, which can be faced in terms of data processing
and decision-making between alternative opportunities [27].

Such an approach, contextualised to a systemic, complex, and adaptive vision, has
clear implications on the concept of knowledge, which is configured as an adaptive
process that develops in the Umwelt of the subjects engaged in the learning experience
[34]. To know means precisely to explore the opportunities that are provided to us from
time to time, to evaluate what the best actions to use may be to intervene directly to be
able to interpret not only one’s own system, but all the systems that surround us [35].

The focal point, therefore, of the simplexity system, is precisely the interaction
between components, the inter-systemic dialogue that allows each individual system to
recognise itself as its own, unique, unrepeatable characteristics, but at the same time
inserted in a fabric made up of other systems, other characterising traits, other systems
that in turn interact and share elements of experience, previous experiences, different
backgrounds and find their own harmonisation in the link with others.

To cope with complexity, however, Berthoz identifies six properties and six rules,
which are useful for interpret the system in which we are embedded in a simplexity
way. Properties can be defined as enabling different patterns of interaction between
the constituent portions of a system and provide the basis for an interpretation of the
behaviour of living systems “The reoccurrence, in different living organisms, of identical
or similar patterns, which perform precise and important functions, is a good example of
what I call the simplexity of living matter”. Regarding rules, on the other hand, they can
be defined as simple rules on which adaptive models of educational action are based in
the presence of different types and degrees of educational complexity. Suchmodels offer
solutions that allow formative complexity to be processed through a rich combination of
simple rules “Simplexity is intentional, respects energy but, at times, consumes energy.
It considers lived time, starts from the subject, allows for a change of point of view,
creation, authorises tolerance that is mastered opinion”.

Wanting to analyse properties and rules in the aspect of multimedia, it is useful to
precisely describe the characteristics, the operational patterns, defined as properties:

• Specialisation and modularity: in nature, living organisms manifest the need for a
coexistence of different functions guaranteed by the possibility of using modular
functioning that allows for a simultaneous usability of profoundly different adaptive
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patterns. This property allows organisms to separate different specialised functions,
acting at different times, to ensure proper adaptation to the surrounding reality. These
functions operate in well-defined temporal modules, so that the flow of actions of
each different channel, of each individual function, is harmonised in time. In the field
of multimedia, this property can be interpreted as an attempt to separate, even within
a single medium such as a Power Point or a support tool, the different channels that
can co-exist. It means giving space at a time to one type of channel, such as verbal,
graphic, sound, separating them from each other by establishing precise times to do
so, to be effective and achieve one’s objectives.

• Speed: in nature, organisms react quickly to danger, implementing effective inter-
vention strategies to provide immediate solutions to problems that arise from time to
time. This is possible through the perception of immediate feedback from the exter-
nal environment. Wanting to transpose this property to the field of multimedia, speed
is transposed into the sudden change of tools, digital intervention tools, immediate
change of study support media, based on the feedback received at the time following
the application of a given software or tool. Thus, it provides for an immediate change
of mediator if the previous one does not produce the desired results.

• Reliability: to reduce the error rate in the detection of information and consequently
increase the probability of success in solving problem situations, especially regarding
multilevel systems, it is required to increase reliability through “original solutions,
such as redundancy, the paradoxical use of noise, the cooperation between inhibition
and excitation, the use of coupled oscillators, with properties such as contractance”.
Reliability, therefore, requires that there is a full correspondence between stated goals
and practical action.Wanting to transpose this property into amultimedia perspective,
trustworthiness involves the wise choice of one medium over another, appropriate to
a certain cognitive style over another. Therefore, the choice of a good medium that
adapts well to the cognitive style of the learner can be useful when, to achieve a certain
learning objective, it is necessary to choose one medium that is more congenial and
useful than another.

• Flexibility, vicariance and adaptation to change: Adaptation of living systems
requires flexibility and a disposition to change, i.e. the use of solutions that, depend-
ing on the context, make it possible to deal with new situations by drawing on a rich
repertoire of diversified actions “An organism, in order to solve a problem, must be
able to perceive, capture, decide or act in many ways (vicariousness) depending on
the context, compensate for deficits, deal with new situations”. Flexibility translates
into the ability to use the same tool also in situations of change in an original way, to
achieve the resolution of an emerging problem. YouTube, for example, can be used
at a moment’s notice to listen to music, songs that can support a certain activity, but
it can also be used to highlight subtitles in a presentation, it can be used to search for
summary materials to explain certain topics. The medium remains useful; however,
it can be adapted to the changing situation.

• Memory: memory represents the tool that organisms use to be able to reproduce
operational and action patterns, reproposing them as needed in different contexts.
Memory represents the toolbox inwhich past actions can be collected, tools preserved,
andwhich canbe re-proposedwhenneeded.Multimedia precisely gives the possibility
of preserving material, collecting elements that can be reproposed, if necessary, in
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various situations, both didactic and otherwise. It is possible, therefore, to draw from
one’s toolbox, from time to time, the most useful tool, or the most useful function, to
be able to apply them when needed, to face and cope with new situations-problems.

• Generalisation: generalisation represents a property that enables the coping with sim-
ilar complexities, the possibility of transposing functions in different contexts, even if
not perfectly corresponding. This implies drawing frommemory through the retrieval
of old operational schemes, perhaps already consolidated, and being able to reapply
them in new contexts without changing their operational structures, the way they are
applied, or doing so partially. As previously emphasised, multimedia favours this
process, allowing memory to retain newly applicable schemes, documents, software,
tools that can be used again in entirely new situations.

Properties, i.e., implicit characteristics, cannot exist unless they are concretely
enforceable through rules of use. This is where rules come into play:

• Inhibition and the principle of refusal: in facing particularly complex situations, it
is useful to establish which actions, operational trajectories to put in place, leaving
others aside, not because they are less useful than those applied, but rather because
they are unsuitable for the situation at hand and practical in other circumstances.
Multimedia allows precisely such a trajectory, in that it provides the user with a
plurality of operational coordinates, a multiplicity of resources that can be exploited
not necessarily all at the same time, but at different times and choosing those that are
suitable for the situation at hand, discarding others for other circumstances. Not all
programmes can have the same effect on a child or adolescent; therefore, the onemost
suited to his or her cognitive and learning style, to his or her prevailing intelligence,
will be chosen from time to time, while others will be allocated to other children and
adolescents with a more appropriate cognitive style.

• Principle of specialisation and selection- Umwelt: Specialisation and selection are
configured as regulatory rules that allow the adaptive functions tomaintain the identity
of each system through a specific selection process conditioned by its own Umwelt.
The instruments of information selection closely linked to the functions of attention
do not depend exclusively on cognitive factors, they are linked to memory as well as
context and have a very close connection to the idea of Umwelt whereby “We create
worlds according to our needs”. Working with multimedia means attributing to each
individual constituent element of the operating system, of applications, a specific
function to be used for that individual case. It means allowing targeted intervention
with programmes, tools targeted so that one can operate with similar modalities to
obtain positive results with the specificity of the action.

• Probabilistic Anticipation: this rule makes it possible to anticipate actions, based on
experience, to favour the achievement of certain objectives more quickly. It means
playing in advance, using strategies to anticipate certain results. Multimedia, in this
sense, is a good means of intervening to achieve certain results because of actions
already used in the past. If, for example, a YouTube video has had a beneficial effect
on pupils before, the same programme can be assumed to be used in a subsequent
lesson, thus avoiding new research, planning new actions, if the goal is to achieve a
given objective.
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• Detour: Callimachus [36], in outlining the trajectories to be followed to reach a goal,
invites the reader to explore new paths, roads that are still unexplored, and which
nevertheless content to reach the set goal, using new modes of action, innovative
tools with which to act. Detour consists precisely in tracing operational trajectories
using the new, the exploration of new operational frontiers, of new tools to be used
through experimentation, to understand which one can be the one through which to
achieve positive outcomes. Detour, according to an application scheme using multi-
media, represents a rule of simplification of the adaptation process, which utilizes an
accessory complexity to make the control of the system more effective. The rule of
detour corresponds to the rules of using a non-linear solution path, given by experi-
menting with multiple operational channels, different technical trajectories, through
which to move away from schematically established paths, to use combinations of
simple variables (software, programmes) that evolve into compound variables, which
are more effective for solving complex problem situations.

• CooperationandRedundancy: it can often be the case that to achieve certain objectives
it is necessary to intervene by using their synergic and harmonic cooperation rather
than the separation of channels. A Power Point can be set up either by using writing
only, or by associating images, sounds, even subtitles during a presentation, to enable
the user to fully understand its meaning. A video extrapolated from YouTube can be
used either with subtitles in case it is difficult to convey a given content by means of
image and voice alone, or through the merging of channels, should the recipient have
more flexibility in learning through the merging of several channels. This is useful to
understand how, in certain cases, intervening by implementing this principle, which
is based precisely on the combined use of channels in an even original and varied
manner, can support the reduction of the probability of error by providing several
evaluations of the same variable. In particular, “A solution is defined as cooperative
when it examines variables that are important for perception or action”.

• Sense: the sense rule represents the synthesis of all other principles and properties, as it
corresponds to a rule that establishes the link and functioning betweenmeans and act,
redefining their relationship, and re-framing their meaning. Elaborating a theory on
the adaptation mechanisms of living systems, in which the act is acknowledged to be
fully central, means affirming the principle of meaning whose foundation is in the act
itself “Given that the simplest solutions are guided by an intention, an end, a function”.
A multimedia tool allows for an effective didactic mediation, it allows the teaching-
learning process to be meaningful, as it is close to the child’s way of communicating
and expressing himself, to his way of relating to and informing himself about what
surrounds him, growing culturally aswell as personally.Multimedia becomes ameans
of expressing oneself, narrating, confronting, deepening. In this sense, it encompasses
a sense that is already implicit and emerging whenever the user wishes to make use
of it.

4 Multimedia Theory and Simplexity: Inclusive Connecting Points

Wanting to draw a possible connection between Mayer’s multimedia theory and
Berthoz’s theory of simplexity, it is useful to compare the different rules set out by
the author, highlighting the points of similarity with the properties and rules outlined
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by the French neurophysiologist. Mayer describes as the first rule that of coherence,
i.e., using words, sounds, taking care to exclude others if these may cause a cognitive
overload on the learner. This principle could relate to that of inhibition and refuse. Often,
especially when working with pupils with Special Educational Needs, it is necessary to
choose the medium that is most congenial to them to mediate the lesson, rather than
proposing a plurality that would have a negative effect on cognitive input. From this
perspective, acting, even in multimedia, following such trajectories is useful to flexibly
adapt to the peculiarities of individual learners, as well as to prevent them from being
over-stimulated by a variety of stimuli, adapting teaching so that it is for everyone [37].
The principle of signalling, which describes how people learn better when they high-
light the most relevant topics on the screen in order to be able to better commit them
to memory, is linked to the property of memory, which defines precisely the possibility
of being able to act better when it is possible to mechanise patterns of action through
recourse to memory itself, in order to be able to reuse them when necessary. In an
inclusive perspective, these rules and properties are useful when the learner needs to
encompass a range of content and acquire a range of skills through direct exercise of the
mind to flexibly channel knowledge and skills. The principle of redundancy as defined
by Mayer, on the other hand, contrasts with that outlined by Berthoz, in that the former
argues that an excessive load of stimuli can invalidate learning, while the latter by redun-
dancy precisely means the ability to experiment with multiple and innovative actions,
channels and methods of intervention to make the didactic intervention more learner
friendly. However, Mayer’s principle of redundancy can be connected to the property of
specialisation and modularity, as it envisages that teaching intervention with students
with Special Educational Needs is implemented through a separation of channels at a
time in well-defined time modules, to avoid cognitive overload. Mayer’s rules of spatial
and temporal contiguity can also be linked to Berthoz’s rules of cooperation and redun-
dancy, in that they both envisage that the association between channels and the original
use of them can become a tool not only for improving learning, but also for motivating
the student, useful for increasing the desire to learn and learn. One of the fundamental
goals of special pedagogy and special education is to find all possible means through
which to fostermotivation to participate [38], increasing students’ sense of self-efficacy
[39].

Mayer’s rule of segmentation, on the other hand, which envisages how the segmen-
tation of the lesson into specialised sub-actions, producing improvements in students’
learning, can be connected to the rule of specialisation and selection, which focuses
precisely on the subdivision of actions and channels, assigning specific tasks to each to
improve students’ learning, especially where they have educational needs. Mayer’s pre-
training rule finds points of similarity with the rule of probabilistic anticipation, in that
it predicts that the anticipation of tasks, as well as the description of what the learning
activities will be, will improve the learner’s performance as well as further encourage
him or her to study and desire for education. Playing in advance, using different modal-
ities depending on the person, can certainly allow for an improvement in the sphere of
interest in the topic or what is about to be presented, arousing attention even before
a didactic intervention. The rule of modality, on the other hand, outlines how during
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a teaching intervention the choice of channel must vary according to the needs of the
learner, his or her personal needs in each space and time.

One cannot expect to use the same media medium or different media focused on the
same stimulus. The medium, the channel, must be changed flexibly, to truly respond to
what the needs of the student are, especially when they have Special Educational Needs
[40]. This principle is linked to Berthoz’s property of flexibility, in that it advocates a
similar idea, namely that while using a single medium, perhaps centred on the same
channel, the skill must be to adapt it to the external perturbations of the learner; hence,
to be able to adapt it to the circumstances that arise from time to time, according to a
strongly inclusive perspective.

The principle of multimedia, which provides not only that the student learns best
through the use of multimedia, but that associated words and images can often be adapt-
able to new situations, since they have a good effect on the students’ learning in any case,
is linked to Berthoz’s property of generalisation, which argues that the use of a channel
or a certain didactic action can be repeated over time in similar or new situations, where
it has previously led to positive results. In working with students, especially those with
Special Educational Needs, it is necessary to know what actions may have had positive
results in a previous action, especially if applied to the same case of difficulty or dis-
ability for which the original intervention, the initial action, was intended. Attempting,
moreover, to adapt the same action even for completely different cases by remodelling
parts of the action itself can be useful in extending the range of possible interventions
to improve learning and make it more meaningful [41].

Mayer’s rule of personalisation, which emphasises that the use of a conversational
and informal style is more useful than a formal style to interact with the students, to
communicate with them to achieve those learning objectives that one had set oneself
to achieve. In this sense, this rule relates to the property of reliability, which precisely
envisages the choice of shrewd actions aimed at matching the declared with the acted,
i.e., a full coincidence between the objectives to be achieved and those achieved in the
end. Operating in a didactic sense by applying these rules and properties is useful when
working with students with Special Educational Needs and wanting to accomplish a
given objective, a given level of competence, preparing materials, actions, which allow
the effective attainment of what has been set. The rules of voice and image, which
emphasise how these two channels can be used to speed up learning processes and
achieve the desired results immediately. From this perspective, these rules are linked to
the simple principle of detour, in that it envisages the success of a given objective through
alternative operational trajectories that enable the various objectives to be reached in
different ways, especially when the action is aimed at students with Special Educational
Needs, who require the implementation of different operational paths to enable full and
effective training.

5 Conclusions

The digital age represents an educational challenge, especially when students with Spe-
cial Educational Needs are involved in this process. The necessary adaptation of didactic
processes to the child’s way of expressing himself, communicating, imposes a change
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of perspective in didactic intervention on the part of teachers. Teachers not only have to
become reflective practioners (i.e. reasoning in itinere on their modus operandi and on
the strategies and methodologies they choose from time to time in order to implement
their students’ learning, but also require constant and continuous training, in line with
the dictates of the Profile of the Inclusive Teacher [42], which proposes constant train-
ing on the issues and skills currently widespread among children, in order to assume a
way of interacting, a way of communicating that is equal. This, therefore, presupposes
a move away from methodological practices that are too traditional, embracing the idea
that didactics can also be characterised by a non-linearity [43] of teaching-learning
processes, leaving room for experimentation, for methodological innovation.

This does not presuppose the refuse of traditional practices, but rather their flexible
adaptation to the changing, liquid modernity [44], which is constantly evolving and
needs to adapt to change. Mayer’s theory of multimedia and the paradigm of simplexity
proposed by Berthoz would seem to accurately propose a change of perspective on how
to work with the pupil, especially when in need of individualised and personalised
interventions. First of all, they propose a change of perspective with respect to the actors
of the action, that is, the teachers, who should carefully reflect on the materials to be
chosen to conduct a lesson, on how to order them and structure them in order to achieve
the fundamental objective of teaching for all and for each one [45], respect for the
cognitive style of each individual learner and the choice of the systems most likely to
favour their development. They also propose the choice of didactic actions that can be
applicable in different contexts, in different situations, actions that can also adapt abruptly
to the change and feedback received during the teaching and learning process. Despite
their being born separately in two such apparently separate fields, i.e., psychology and
neuroscience, a possible dialogic vision of them and their possible didactic application in
an inclusive key, could be an interesting starting point formore rational use ofmultimedia
resources, methodological strategies based on the use of interactive resources, adaptable
to the student and his peculiarities.
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Abstract. Tricks used in websites and apps to make you do things that you do not
intend to do are often referred to as dark pattern. This paper presents the board-
game Dark Pattern about installing apps. The players draw cards, make choice
about data that the app would like to collect and use. To win the player must avoid
sharing personal data. The game was played with 102 students. After playing the
game the players answered a survey with questions about their knowledge about
the dark patterns types featured in the game. In addition, 50 students answered
the same survey without playing the game. In the paper we present key findings
about the dark patterns knowledge generated by playing the game and present an
exploratory analysis using Partial Least Square – Structural Equation modelling
(PLS-SEM). We analysed whether dark patterns knowledge and risk perception,
the likelihood of negative incidents due to data sharing, could predict the players
behavioural intention to take proactive privacy steps. The PLS-SEM models have
a variance explained (R2) of 0.17 indicating that 17% of the variance could be
accounted for by the two variables included in the model. Taken together, the
analyses indicated that playing the Dark Pattern game had weak positive effect on
behavioural intention to proactive privacy steps.

Keywords: Serious games · Learning · User-test · Exploratory study · Dark
patterns · Sharing of personal data · Partial least square modelling

In the digital economy you pay with your data, for instance by filling in information
about yourself and letting service providers or third parties use that data. There are laws
and regulations that should secure citizens greater control of their data. Although most
citizens have smartphones full of apps and subscriptions to a number of digital services,
privacy and data-protection are not important topics [1, 2].

There are several ways to learn about the digital economy, particularly why and
how data are used by service providers and their partners. In this paper we present
a board-game that builds upon data-sharing techniques and tricks companies use to
gain consent from users [3]. The purpose of the game is to learn about why data are
collected, which deceptive techniques are used to gain consent from users and inform
about potential negative consequences for users in sharing of data. The remainder of the
paper is organized as follows: Sect. 2 outlines a description of the game, followed by
Sects. 3 and 4 where we present the key findings from the data-collection, the research
questions and data analysis. In the final section, we conclude with a discussion of the
results and their implications for future research on serious games.
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1 Learning About the Deceptive Design Patterns

Hartzog [4] defines design as the “processes that create consumer technologies and the
results of their creative processes instantiated in hardware and software.” A dark pattern
is a term used to explain how designers use their knowledge of human behaviour and
psychology, along with the desires of end users, to implement deceptive functionality
that is not in the user’s best interest [3]. Often, it is the recurrent configuration of elements
in digital interfaces that leads the user to make choices against their best interests and
towards those of the designer. The design induces false beliefs either through affirmative
misstatements, misleading statements, or omissions. Mathur et al. [5] evaluated 1983
websites with dark patterns. They found that many dark patterns exploited cognitive
biases, such as the default and framing effects. The website www.deceptive design
(darkpatterns.org) lists 12 common types of dark patterns. Some are very conventional
and easy to identify while others are less familiar and more subtly deceptive. For further
information about dark patterns, see Luguri & Strahilevitz [6] who present a table of
existing dark patterns taxonomies.

The Dark Pattern game was developed by Serious Games Interactive, a Danish com-
pany and the Norwegian Computing Center. It drew inspiration from the master thesis
written by K. M. Nyvoll, Serious Interactive Board Games: Increasing Awareness of
Dark Patterns in Teenagers [7]. To our current knowledge, we are not aware of a similar
dark patterns games tailored for this age group.

Dark Pattern is a board-game for 3–5 players. The game is targeted at students aged
16–18, but any adult that have downloaded apps on a smart phone can play the game. In
the game, each round lasts 20–30 min. The players, 3–5 individuals, have to choose one
of the following roles: the Gamer, the Shopper, the Influencer, the Healthy and the Lover.
The format is a board-game with cards, but the focus of play is upon apps and installing

Fig. 1. Two of the roles in the game and the 4 datatypes

http://www.deceptive


334 I. Tjostheim

apps. The first information players receive is: “You just got a brand-new phone. You all
want your type of apps on the phone (dating, SoMe, games, health, shopping) without
giving away too much data about yourself .” The players choose apps according to their
role; the Gaamer chooses and installs gaming apps on the game-board, the Shopper
installs shopper apps on the game-board, and so on. For further information about the
game, we refer to Tjostheim et al. 2022 [19].

Figure 1 shows the role the Gamer, three Dark Patterns card, the instruction on how
to calculate points and the 4 types of data-cubes. Figure 2 shows two apps and the text
on two Dark Patterns card. The names can be associated with genuine apps, but no real
app names are used. A player must install several apps while attempting to have as few
data-cubes as possible, either by discarding or avoiding them to win the game [19].

Fig. 2. The apps TukTuk and MeTube, and two Dark Pattern cards

When players read the Dark Pattern cards and decide which apps to use, they learn
about the digital economy and what might go wrong when sharing their information. In
Norway, students in higher secondary schools are taught about the digital economy and
how to make choices online. It is a subject included in the national curriculum.
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2 Data Collected, Research Questions and Data-Analysis

The aim of the research project was to help teenagers to reflect on data-sharing and
increase their knowledge about data security. The survey that the players had to fill in
was designed to find out they learned about sharing of personal data and what matters
to them. We formulation these two research questions for the students who played the
game.

RQ1 To what extent did the game convey the meaning of the types of dark patterns
presented in the game to the players?

RQ2 To what extent did dark pattern knowledge and perceived risk, the two variables
in our model predict intention to protect personal data?

To test the game and collect data that we could analyse, we contacted five upper
secondary schools: four in Oslo, Norway and one in Copenhagen, Denmark. Students at
this educational level are in their 11th - 13th years of schooling. Class teachers divided
the students into groups of 3, 4 or 5. After a short introduction to the game and the
students watched a 90-s video published on Vimeo. Then a rehearsal-session that lasted
approximately 15 min started [19].

For a comparison we asked the schools in Oslo for students that should not play
the game. We visited three classes and explained the students that the questionnaire
was about deceptive techniques used to gain consent from users, and whether they had
taken steps to protect their personal data. Then the students, 50 in total, filled in the
questionnaire. We have named this group the non-players, see Table 1 (Fig. 3).

Once the practice session was completed, the students began playing the game.
When the game was over, the students calculated the scores for each player and used
those scores to determine the winner. After they were done playing, the students were
given a questionnaire to fill in on their own phones.

Of the 102 players 56 students took part in a 60-min play-session. The second group
with 46 students took part in a 75-min session. Based on observing the way players
asked questions about the game in group 1 we decided to increase the time from 60 min
to 75 min for group 2. Subsequently, the players in the second group had more time for
a rehearsal and playing the game for at least two times before answering questions.

The questionnaire presents 7 actual dark patterns types plus 3 fake types. In the game
the players get information of the 7 types, but not the 3 fake types. The questionnaire
is designed to find out whether the respondents have a basic understanding of these 7
types, or can explainwhat theymean, followed by questions about intention to reinstall or
replace apps. In the second half of the questionnaire, we asked whether the respondents
felt there to be any detriment if negative consequences occurred, and whether they
expected these negative incidents to happen.
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Fig. 3. The video about the Dark Pattern Set-Up

Table 1 presents three types of dark patterns in bold: disguised ads, trick questions
and friend spam. These are the only three where a relatively high percentage the non-
player respondents’ (44%, 48% and 70%) report that understand the expression. We
hypothesized that knowledge of the 7 types included in the game would be higher than
the fake types which was the case. A comment about the fake types may be warranted.
In a survey some respondents might guess that they have seen an expression, a certain
dark pattern type. It is therefore an expected result that a low percentage answered that
they know or know about a fake type.

The Table 2 presents some of the types of dark patterns in bold. These are disguised
ads, trick questions and friend spam. These are the types which a high percentage of
respondents’ report that they understand the expression, at least 50%.

The Table 3 includes the result of the comparison between the players and the non-
players by using aMann-Whitney U test, a nonparametric statistical test that can be used
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Table 1. Questions about dark patterns – Non-players (N = 50)

Dark patterns are activities to trick internet users into doing
things they might not otherwise do. How much do you know
about the following types of dark patterns?

Don’t know what it means vs
I have a basic understanding, or
I can explain the expression

Uninstall Shaming (mean: 1.40)
Malware Message (mean: 1.66)

86% - 14%
78% - 22%

Roach Motel (mean: 1.14)
Disguised Ads (mean: 2.46)
Trick Questions (mean: 2.86)
Friend Spam (mean: 2.30)
Privacy Zuckering (mean: 1.62)
Baking Story* (mean: 1.30)
Intuitive Jobs* (mean: 1.44)
Data Scaling* (mean: 1.60), * fake types

98% - 2%
52% - 48%
30% - 70%
56% - 44%
78% - 22%
92% - 8%
90% - 10%
96% - 4%

Table 2. Questions about dark patterns – The players of the game (N = 102)

Dark patterns are activities to trick internet users into doing
things they might not otherwise do. How much do you know
about the following types of dark patterns?

Don’t know what it means vs
I have a basic understanding, or
I can explain the expression

Uninstall Shaming (mean: 2.20)
Malware Message (mean: 2.21)

57% - 43%
59% - 41%

Roach Motel (mean: 1.42)
Disguised Ads (mean: 2.86)
Trick Questions (mean: 2.96)
Friend Spam (mean: 2.49)
Privacy Zuckering (mean: 2.13)
Baking Story* (mean: 1.52)
Intuitive Jobs* (mean: 1.68)
Data Scaling* (mean: 1.97), (* fake types)

88% - 12%
28% - 72%
28% - 72%
48% - 52%
61% - 39%
85% - 15%
82% - 18%
71% - 29%

to assess differences between two groups. For 5 of the 7 real types, the self-reported
knowledge is significantly higher for players.

We also included three fake types. We hypothesized that knowledge of the 7 real
types would be higher than the fake types, but in a survey some respondents might guess
that they have seen an expression, a certain dark patterns type. It is additionally important
to note that not all cards are used when playing the game. It is therefore unlikely that
90% or more will report that they know an expression. However, it is also possible that a
type named in the game will receive a low percentage. For example, Roach Motel has a
very low percentage, where only 12% answered that they understood or could recognize
the term. It is unlikely that the card has not been used in the game at least one time, but it
seems that the meaning of the term was not communicated to the players. Table 3 shows
no differences between the non-players and the players for the fake types.
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Table 3. Questions about dark patterns – The players (N = 102) and the non-players (N = 50)
of the game

I have a basic understanding, or I can explain the expression

Non-players - Players Independent Samples
Mann Whitney U test
Z-score – Sig.

Uninstall Shaming
Malware Message
Roach Motel
Disguised Ads
Trick Questions
Friend Spam
Privacy Zuckering

24% - 43%
22% - 41%
2% - 12%
48% - 72%
70% - 72%
44% - 52%
22% - 39%

−3.563 < .001
−2.323 < .020
−2.016 < .044
−2.832. < .005
−.200 < .842
−.919 < .358
−2.105. < .035

Baking Story*
Intuitive Jobs*
Data Scaling*, (* fake types)

8% - 15%
10% - 18%
20% - 29%

−1.171 < .242
−1.232 < .218
−1.234 < .217

According to some researchers [9] there is no general theories in psychology dealing
explicitly with the issue of risk perception, but it can be regarded as an subjective
assessment of the perceived probability of an incident and the perceived probability of
the results, most often—negative consequences of the incident. To operationalize friends
spamming we asked questions about selling contacts data, as shown in Table 4.

Table 4 shows a Likert-scale with 7 answering options. When multiplying the two,
potential harm with how likely, the range is 1 to 49. If a respondent answers no harm at
all and not at all likely, the sum is 1. If a respondent answers very harmful and extremely
likely, the sum is 49 (7 × 7). We then made a scale from 1 to 5 that we used in the
analysis; 1–5 = 1, 6–11 = 2, 12–19 = 3, 20–29 = 4, 30–49 = 5.

For the first research question we conclude that the game conveyed the meaning of
the dark patterns types with one exception, roach motel. For roach motel, the knowledge
is on the level with the fake types, and even lower than data scaling. We learned that
data scaling is a term in machine learning and statistics after we had used the term in
the survey.

For the second research question that included a risk variable named risk perception.
For this variable we developed a set of questions about harm due to data-sharing and
to what extent expect respondents felt that an incident related to how data were used
or mis-used would ensue. For risk perception we multiplied harm due to data-sharing
with likeliness of a specific incident related to the data-sharing. What happens with our
data, how they are used in marketing, in algorithms, and in building profiles of users
are often not communicated. There are many reasons for this. Some companies see this
information as a trade secret; information that competitors should not have access to.

We were interested in whether the players plan to take proactive steps to protect
their data and how likely it is that the expected that misuse will happen. One might
problematise how it is possible to answer the question, how likely is it that something
will happen? This is a question with many possible answers, but it in the context of
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Table 4. Risk perception as a combination of perceived harm of an incident and probabilities for
the incident to occur.

dark patterns, the answers by the players might indicate concerns or awareness about
data-sharing, rather than actual knowledge of what companies do. For the answer we
used a Likert scale: from never (1) to always (5), from no harm (1) to extreme harm
(6), and from never (1) to always (7). Table 5 shows the plan to take proactive steps, the
behavioural intentions variable for the two groups. The table shows that majority did not
plan to take proactive steps. Disabling GPS has the highest percentage with 48% - see
Table 5.

In social science research, PLS-SEM has become a standard tool for studying rela-
tionships between observed and latent variables [8, 10]. This method, called structural
equation modeling, analyses relationships between constructs. It helps us understand
what we directly observe and the hidden factors that affect them. PLS path-modeling
allows us to maximize explained variance of the dependent variables [11]. It’s useful
even if the research isn’t based on a complete theory [12, 13]. This is why it is quite
common to use PLS-SEM in exploratory research or in the early stages of a research
project.
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Table 5. Proactive steps - behavioural intentions

How often do you intend to perform the following actions in the next 30 days?
(N = 102)

Never or rarely vs

Disabling the GPS making it impossible for apps to track your
location

sometimes or always

Deleting and reinstalling an app to get rid of accumulated data the
app had access to

52%–48%

Getting a VPN connection which encrypts your data traffic and
establishes a more secure internet connection

81%–19%

Putting a sticker on your camera making it impossible for apps to
access your camera

80%–20%

Replacing apps for similar ones that require access to fewer data to
function

76%–24%

Revising your app’s permission settings so that the app is unable to
access some data

89%–11%

70%–30%

Table 6. The construct reliability and validity, and discriminant validity of the PLS path model

Construct Reliability and Validity Discriminant Validity

Cronbach’s
Alpha

Composite
Reliability

Average
Var.
Extracted
(AVE)

Beh
intentions

DP
knowledge

Risk percep

Dark
pattern
knowledge

0.749 0.798 0.383 0.619

Behavioral
intention

0.627 0.722 0.332 0.375 0.576

Risk
perception

0.809 0.799 0.378 −0.092 −0.195 0.614

When using PLS-SEM, we need a sample size that’s about seven to ten times larger
than the number of relationships we’re studying [13]. We consider the results valid
if the numbers (called factor loadings) are 0.60 or higher [14] and each item loads
significantly on its latent construct [15]. If all measurement items load more strongly on
their respective construct than on other constructs, the discriminant validity criteria are
met. For each construct, the square root of average variance extracted (AVE) should be
higher than the inter-construct correlations [16]. We refer to [17] for further information
about PLS as a statistical method.
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In the PLS-SEM models we used a variable named risk perception in addition to
dark patterns knowledge. Our risk perception measurement had these two dimensions:
probability, and harm. We asked for the dark patterns types, to what extent do you feel
harm if you experience the dark patterns type, and a new set of questions: “How likely
do you think it is that you will experience the following”, with a list of the dark patterns
types. The Figs. 4 present the results, where behavioural intention to protect personal
data is the dependent variable.

Fig. 4. The PLS-SEM model with behavioural intentions as the dependent variable

The Figs. 4 show that the variance explained (R2). Chin [12] describes a R2 of
0.17 as low explanatory power. Dark patterns knowledge is the predictor with highest
exploratory power in the model (Table 5 and 6).

Both Dark Pattern Knowledge and Risk Perception are measured with 7 items. In
Fig. 4, several of the lines are thin. This means that not all items are loading on the
construct that they are connected to. In this exploratory research we have not delated
any items. This is the main reason for not meeting all quality criterions for a sound PLS-
model. At this stage of the research, we did not want delete items, and have included all
seven types.

3 Discussion and Concluding Remarks

Bellotti et al. [17] write, “Serious games are designed to have an impact on the target
audience, which is beyond the pure entertainment aspect.” One of the application areas
for serious games is education. As mentioned by Zhonggen [18], serious games seem to
work well for teaching and educational purposes, not always but often. Wemeasured the
impact, if any, on the players of the Dark Pattern game by using a survey-instrument. We
conclude, based on the analysis that the game had an impact on the players dark pattern
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knowledge. The game did make a difference, but the difference between the players and
non-players was small. As shown in Table 3 for the seven dark pattern types, the players
reported a significantly higher knowledge for five of the seven types. The first research
question (RQ1)was, “Towhat extent did the game convey themeaning of the types of dark
patterns presented in the game to the players?”where approximately 50% the players or
more reported that they understand or can explain what the term means – the exception
being the roach motel type - see the Tables 1 and 2. Furthermore, the analysis showed
that the players had, for five of in total seven types, a higher self-reported knowledge
compared to the non-players. We conclude that RQ1 was supported.

We drew the conclusion for the second research question by analyzing the data using
PLS-SEM. Our study is exploratory, and we did not identify constructs developed by
other researchers, construct that fit the dark pattern game. Therefore, we developed ques-
tions and items specifically targeted to the dark patterns types presented in the game.
The second research question (RQ2) was, To what extent did dark pattern knowledge
and perceived risk, the two variables in our model predict intention to protect personal
data? The PLS-SEM analysis shows only a weak association between the two indepen-
dent variables and intentions to protect personal data. We conclude that RQ2 was not
supported.

Our findings indicate that playing the game only two times is not enough if the
purpose of the game is to learn the meaning of all the dark pattern types and evoke a
reflection on risk associated with these tricks. Our hypothesis is that a player intending
to win the game would need to practise several times before the player is able to make
the good choices and think about which cards it make sense to play to avoid sharing
personal data. Our plan is to test this hypothesis in the next round of gameplays with
students. We also think that it is necessary to use the score (the result from the game)
together with the answers to the survey-questions in order to gain better insight into the
question: is the dark pattern game as useful educational game.
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Abstract. The use of artificial intelligence (AI) in managing Value Added Tax
(VAT) in corporations raises ethical concerns, particularly regarding the trans-
parency and explainability of AI systems. This study proposes a qualitative
research design to explore these ethical implications and the main challenges
in understanding and implementing such solutions. The research involves a com-
prehensive literature review on AI in VAT management, transparency, explain-
ability of AI systems, and ethical considerations related to AI in the tax domain.
Semi-structured interviews are conducted with tax professionals in corporates, AI
experts, tax advisors, and governmental tax experts. Thematic analysiswill be used
to identify common themes and patterns. Based on the findings, a comprehensive
understanding of the different perspectives of the stakeholders is demonstrated
based on 10 research questions, which were used as interview protocols with 12
tax experts. This research aims at contributing to the literature on tax technology
andAI in VATmanagement in particular. It also provides a holistic overview of the
AI-powered solutions for automating VAT in multinationals and the stakeholders’
perspective and level of trust.

Keywords: Tax Technology · Artificial Intelligence · VAT management · AI in
VAT · Transparency and Explainability of AI

1 Introduction

Artificial intelligence (AI) has emerged as a promising technology with the potential
to transform various industries, including tax management in corporations. With the
increasing complexity of tax regulations and the growing volume of data to be pro-
cessed, AI has been employed to streamline and automate tax processes, including
Value Added Tax (VAT) management, in corporations [1]. AI-powered systems can ana-
lyze vast amounts of data, detect patterns, and make decisions, which can significantly
enhance the efficiency and accuracy of VAT management [2].

However, the use of AI in VATmanagement also raises ethical concerns, particularly
regarding the transparency and explainability of AI systems [3]. Transparency refers to
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the ability to understand how an AI systemmakes decisions and operates, while explain-
ability refers to the ability to provide justifiable and understandable explanations for the
decisions made by the AI system [4]. The lack of transparency and explainability in AI
systems can result in a loss of trust, accountability, and fairness, which can have signif-
icant ethical implications in the context of VAT management in corporations. Despite
the growing interest in AI for VAT management, there is a notable gap in the literature
regarding the ethical implications of transparency and explainability of AI in this con-
text. While there have been studies exploring the ethical considerations of AI in various
domains, limited research has specifically addressed the ethical challenges associated
with the transparency and explainability of AI [5] in managing VAT in corporations.
This gap in the literature presents a critical research opportunity to examine the ethi-
cal implications of AI in VAT management, with a specific focus on transparency and
explainability, and propose guidelines for the responsible and ethical use of AI in this
context.

To address this research gap, this study proposes a qualitative research design that
includes a comprehensive literature review and expert interviews of the main stakehold-
ers working in the field to shed more light on their understanding and thoughts about
AI use in VAT management, concerns, challenges, and potential impact. The paper
draws its insights around semi-structured interviews with corporate tax professionals,
tax consultants, AI/IT software developers, and tax professionals.

2 Theoretical Background: AI in VAT Management

2.1 VAT Management and AI

Value-added tax (VAT) is a widely used tax system in many countries, imposing a
consumption tax on goods and services at each stage of production and distribution.
VATmanagement involves various tasks, such as invoice validation, tax calculation, and
reporting, which can be complex and time-consuming for corporations. In recent years,
there has been growing interest in utilizing artificial intelligence (AI) to streamline and
automate VATmanagement processes in corporations, aiming to enhance accuracy, effi-
ciency, and compliance in tax-related activities [6, 7]. AI technologies, such as machine
learning, natural language processing, and data analytics, have the potential to transform
VAT management by automating repetitive tasks, analyzing large volumes of data, and
providing real-time insights for decision-making. For example, AI-based systems can
automatically validate invoices, classify transactions, and generateVAT reports, reducing
manual effort and minimizing the risk of errors in VAT compliance [7].

2.2 Transparency and Explainability in AI Systems

Transparency and explainability are crucial ethical considerations in the use of AI sys-
tems. Transparency refers to the ability to understand how anAI systemworks, including
its algorithms, data inputs, and decision-making processes. Explainability refers to the
ability to provide understandable explanations for the decisions or predictions made by
an AI system, enabling users to understand the reasoning behind the system’s outputs.
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The two are among the main barriers for businesses to implement AI in their business
processes [8].

In recent years, there has been increasing recognition of the importance of trans-
parency and explainability in AI systems, especially in high-stakes domains such as
finance, healthcare, and tax management. Transparent and explainable AI systems are
critical for building trust, ensuring accountability, and facilitating human oversight in
AI-based decision-making [9].

2.3 Ethical Implications of AI in the Tax Domain

The use of AI in the tax domain raises several ethical concerns that need careful con-
sideration. First, the opacity of AI systems may lead to a lack of transparency and
accountability in tax-related decision-making, potentially resulting in biased, unfair, or
discriminatory outcomes [10]. Lack of transparency and explainability in AI systems
used for VATmanagement can hinder the ability of tax professionals, auditors, and regu-
lators to understand and verify the accuracy and fairness of AI-generated results, raising
concerns about the potential for hidden biases, errors, or frauds.

Second, the reliance on AI systems for VAT management may raise issues related to
accountability and responsibility. If an AI system makes an incorrect VAT calculation
or generates inaccurate reports, who should be held accountable - the AI system, the
corporation, or the human operators? Determining liability and responsibility in the
context of AI-based VAT management can be complex, requiring clear guidelines and
legal frameworks to address potential disputes and challenges [11]. Third, the use of AI
in VAT management may have implications for employment and human labor. As AI
systems automate VAT-related tasks, there may be concerns about potential job losses,
changes in job roles, and the need for reskilling or upskilling of tax professionals.
Additionally, the ethical implications of AI in VAT management may extend to issues
of privacy, data security, and data governance, as AI systems rely on vast amounts of
data, including sensitive financial information, which may raise concerns about data
protection, consent, and misuse [12].

2.4 Existing Literature on AI for VAT Management

There is a growing body of literature on the topic of AI for VAT management, but there
is still a gap in the literature regarding the transparency and explainability of AI systems
used in this context. While AI has the potential to greatly improve the efficiency and
accuracy of VAT management processes, the opacity of AI systems poses challenges in
terms of understanding how AI-generated results are produced, verifying their accuracy,
and ensuring fairness and accountability in tax-related decision-making.

Some studies have explored the ethical implications of AI in tax domains and audits
in general, highlighting the importance of transparency, accountability, and human over-
sight in the use of AI systems for tax-related tasks [13]. Other studies have focused on
the explainability of AI systems in various domains, including finance and healthcare,
emphasizing the need for interpretable and understandable AI systems for responsible
decision-making [14]. However, there is limited research specifically addressing the
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transparency and explainability of AI systems in the context of VAT management in
corporations.

Identifying this literature gap is important, as it underscores the need for further
research to explore the challenges and implications of using AI for VAT management
in corporations, particularly in terms of transparency and explainability. This gap in the
literature has been identified through a thorough review of existing literature on AI for
VAT management, including studies related to transparency, explainability, and ethical
implications of AI in tax domains.

The current study aims at addressing this literature gap by conducting a compre-
hensive investigation of the transparency and explainability of AI systems used for VAT
management in corporations. Through empirical research, this study will contribute to
a better understanding of the challenges, opportunities, and ethical considerations asso-
ciated with the use of AI in VAT management, particularly in terms of transparency and
explainability.

3 Research Design

This study adopts a mixed-methods research design that combines different qualita-
tive approaches to address the research objectives. The qualitative approach involves
conducting interviews to gather in-depth insights from the four main stakeholders in the
VATmanagement setup: tax professionals in corporates, IT/AI implementation software
companies, governmental tax authority specialists, and VAT consultants (audit compa-
nies). The additional qualitative approach is to examine the current state of the literature
on AI for VAT management and to analyze knowledge gaps.

3.1 Sample and Data Collection

The study targets tax professionals and experts with experience in VAT management in
corporations from the above-mentioned four groups. A purposive sampling technique
will be used to select participantswho have expertise in the field of taxation and are famil-
iar with the use of artificial intelligence inVATmanagement. The sample will include tax
managers, tax consultants, tax analysts, and other relevant professionals from different
corporations and tax jurisdictions. Data is collected from multiple sources to ensure a
comprehensive and holistic analysis. Quantitative data is also obtained from secondary
sources, such as publications in academic journals and reports to gather information on
the current state of artificial intelligence adoption in VAT management and its impact
on corporations.

Main qualitative data is collected through semi-structured interviewswith tax profes-
sionals and experts to gain insights into their perspectives, experiences, and challenges
related to using artificial intelligence inVATmanagement in corporations.A total number
of 9 interviews are undertaken.

3.2 Integration of Findings and Background of the Research

The quantitative findings will provide an overall picture of the level of understanding of
artificial intelligence adoption in VAT management and its impact on VAT compliance
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and riskmanagement in corporations. The qualitative findingswill offer in-depth insights
into the perspectives, experiences, expectations, and challenges of tax professionals and
experts related to using artificial intelligence in VAT management. The integration of
findings will enable a more robust and holistic understanding of the research objectives
and contribute to a more nuanced discussion and interpretation of the results.

The analyzed topic is not a new thing for tax experts and researchers. Back in 1997
O’Leary and O’Keefe stated that Tax systems should allow “more work to be done
without supervision, make more decisions immediately, and allow the user to make a
wider range of decisions.”. However, not much research really shows the impact and
advancements of this AI incorporation in VAT management processes.

3.3 Interviews Protocols

We used the following research questions as a protocol for undertaking the interviews
with all kinds of identified stakeholders during the interviewees. The questions were not
directly design around transparency and explainability nor to ethics so to not mislead
the answers of the respondents.

1. Based on your experience, how familiar are corporationswith the concept of artificial
intelligence in the context of VAT management?

2. What are the main reasons that corporations adopt or consider adopting artificial
intelligence for VAT management purposes?

3. Can you provide examples of how artificial intelligence is currently being used in
VAT management in corporations?

4. What are the perceived benefits of using artificial intelligence in VAT management,
in terms of improving compliance and risk management for corporations?

5. In your opinion, what are the main challenges or limitations of implementing
artificial intelligence in VAT management in corporations?

6. How do you perceive the ethical considerations associated with the use of artificial
intelligence in VAT management for corporations?

7. What potential risks or concerns do you see in the adoption of artificial intelligence
for VAT management in corporations?

8. How do tax professionals perceive their role in the context of artificial intelligence
adoption for VAT management in corporations?

9. What skills or competencies do tax professionals need to effectively utilize artificial
intelligence in VAT management for corporations?

10. In your view, what are the key factors that influence the successful implementation
of artificial intelligence in VAT management for corporations?

4 Results and Discussion

The results are grouped by the types of stakeholders we interviewed.
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4.1 IT Company that Implements Tax Technology Solutions for Corporate

1) Corporations are becoming increasingly familiar with the concept of artificial
intelligence in the context of VAT management. Many corporations are actively
exploring the potential of AI-powered solutions to optimize their VAT processes
and enhance compliance. Still, integrating these solutions and changing the well-
established internal processes seem too expensive and risky for most non-innovative
corporations.

2) The main reasons that corporations adopt or consider adopting artificial intelli-
gence for VAT management purposes include the potential for increased accuracy,
efficiency, and automation in VAT calculations, reporting, and compliance tasks.
AI-powered solutions can also provide real-time insights and analytics to support
strategic decision-making and minimize risks associated with VAT management.

3) Examples of how artificial intelligence is currently being used in VAT management
in corporations include automated VAT determination, invoice validation, and VAT
reporting. AI algorithms can analyze large volumes of data from invoices, contracts,
and financial transactions to accurately calculate VAT amounts, identify potential
errors or inconsistencies, and generate compliant VAT reports.

4) The perceived benefits of using artificial intelligence in VAT management for cor-
porations include improved accuracy in VAT calculations, reduced risk of errors
and penalties, increased efficiency in VAT processes, enhanced compliance with
complex VAT regulations, and better strategic decision-making based on real-time
insights and analytics. Last but not least, it provides opportunities to fill the lack of
experts that all multinational companies experience in the market..

5) The main challenges or limitations of implementing artificial intelligence in VAT
management for corporations include concerns about data quality and accuracy,
potential bias in AI algorithms, legal and regulatory uncertainties around the use
of AI in taxation, and the need for skilled resources to manage and interpret AI-
generated results. The dependency of IT consultants is also a concern. Among the
main prerequisites of implementing AI and all kinds of Tax Tech solutions is the
awareness of internal tax processes and having clear tax requirements, which is the
main challenge of multinationals.

6) The ethical considerations associated with the use of artificial intelligence in VAT
management for corporations include concerns about data privacy and security,
transparency and explainability of AI algorithms, and potential impacts on employ-
ment andworkforce dynamics in tax departments. Essentially, most corporations are
interested in the country where their data is stored in the respective cloud solution,
as is the case with most solutions. Respectively, they are interested in the legislation
of that country.

7) Potential risks or concerns in the adoption of artificial intelligence for VAT man-
agement in corporations may include resistance to change from tax profession-
als, potential disruptions in existing VAT processes and systems, and the need for
ongoing monitoring and validation of AI-generated results.

8) Tax professionals play a crucial role in the context of artificial intelligence adop-
tion for VAT management in corporations. They are responsible for overseeing and
validating the AI-generated results, interpreting the findings, providing strategic
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insights, and ensuring compliance with tax regulations. Tax professionals also need
to collaborate with IT and data science teams to ensure the accuracy and integrity
of data inputs and outputs from AI-powered solutions.

9) The skills or competencies that tax professionals need to effectively utilize artificial
intelligence in VAT management for corporations include a strong understanding
of VAT regulations, expertise in data analysis and interpretation, knowledge of
AI concepts and applications in taxation, and the ability to critically evaluate and
validate AI-generated results.

10) The key factors that influence the successful implementation of artificial intelligence
in VAT management for corporations include the availability of high-quality data,
the accuracy and transparency of AI algorithms, the collaboration and coordination
between tax, IT, and data science teams, the support and buy-in from top manage-
ment, and the ability to address ethical and legal considerations associated with AI
in taxation.

4.2 Tax (VAT) Professionals in Corporates

1) Multinational industrial corporations are not yet actively implementing AI for man-
aging VAT management processes, but there is still variability in the level of famil-
iarity and understanding among companies. Most companies with visionary man-
agement approaches are already implementing AI-powered solutions but most of
them are still afraid because of the lack of understanding from VAT experts.

2) Themain reasonswhymultinational industrial corporations adopt or consider adopt-
ing artificial intelligence for VAT management purposes streamline VAT processes
across multiple jurisdictions and reduce mistakes in posting, enhance risk manage-
ment by identifying potential errors or anomalies, and increase operational efficiency
by automating manual tasks in VAT management. This implementation would be a
risk for TAX jobs in the next years.

3) AI-powered systems can automatically classify and validate VAT transactions
depending on the different stakeholders involved and minimize human errors.

4) The perceived benefits of using artificial intelligence in VATmanagement for multi-
national industrial corporations include increased accuracy in VAT calculations and
reporting, especially when it comes to big data and the changing legislation of
countries around the world.

5) The main challenges or limitations of implementing artificial intelligence in VAT
management in multinational industrial corporations include dealing with complex
VAT regulations and requirements in different countries, ensuring data accuracy and
integrity in a multinational and multi-language environment, addressing potential
resistance or skepticism from employees, and managing data privacy and security
concerns across different jurisdictions.

6) Ethical considerations associated with the use of artificial intelligence in VAT man-
agement formultinational industrial corporations include ensuring transparency and
fairness in AI algorithms, mitigating potential biases in decision-making processes,
protecting sensitive data and complying with local data privacy regulations, and
ensuring compliance with local tax laws and regulations.
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7) Potential risks or concerns in the adoption of artificial intelligence for VAT man-
agement in multinational industrial corporations may include inaccurate VAT cal-
culations because of unclear tax requirements required human decision case by
case.

8) Collaboration with other departments, such as IT, finance, and operations and strong
leadership will play crucial role for implementing such solutions for automation in
the future.

9) More technical skills are required in understanding AI algorithms so that VAT
experts can elaborate on tax requirements.

10) The buy-in from TAX processionals is essential for implementing an AI solution.

4.3 Tax (VAT) Advisor

1) Corporations vary in their familiarity with the concept of artificial intelligence in the
context of VAT management. Some are highly knowledgeable and actively explor-
ing its potential, while others are still gaining awareness and understanding of its
capabilities. We, consultants, provide such services so that industrial companies do
not need to gain much knowledge which is out of their operational work.

2) The main reasons corporations adopt or consider adopting artificial intelligence for
VAT management include the potential for increased efficiency in terms of people
operations and cost savings. In addition,we observe growth in the desire for automat-
ing these processes and decreasing the level of errors done by humans or not keeping
the knowledge in single teams that may increase single experts’ dependency.

3) Artificial intelligence is currently being used in corporations forVATmanagement in
various ways. For example, AI-powered software can automate VAT data extraction,
analysis, and reporting, reducingmanual effort andminimizing errors in determining
VAT rates for several countries based on multiple criteria without huge teams to
analyze andmake decisions.AI algorithms can also analyze large datasets to identify
patterns, anomalies, and potential VAT risks, enabling proactive risk mitigation.

4) The perceived benefits of using artificial intelligence in VAT management for cor-
porations include improved compliance by reducing errors and increasing accuracy
in VAT-related processes, enhanced risk management through real-time monitoring
and early detection of anomalies, and increased efficiency by automating repetitive
tasks, allowing tax professionals to focus on strategic activities.

5) The main challenges or limitations of implementing artificial intelligence in VAT
management in corporations include concerns about the cost of implementation,
technical complexities, and potential resistance from employees due to fear of job
displacement or change in roles.

6) Ethical considerations associated with the use of artificial intelligence in VAT man-
agement for corporations include issues related to transparency, fairness, bias,
and accountability in decision-making processes. Ensuring that AI systems are
transparent, explainable, and free frombiases is crucial tomaintain ethical standards.

7) Potential risks or concerns in the adoption of artificial intelligence for VAT man-
agement in corporations may include incorrect or biased outcomes due to flawed
algorithms, over-reliance on AI systems without human oversight, potential legal
and regulatory challenges, and reputational risks associated with public perception
of AI use in taxation.
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8) Tax professionals play a critical role in the context of artificial intelligence adoption
for VAT management in corporations and most importantly – for gathering the
proper requirements for it in the context of the industry and the respective company.

9) Tax professionals need to possess skills and competencies such as data analytics,
data interpretation, critical thinking, and adaptability to effectively utilize artificial
intelligence in VAT management for corporations and mostly – openness to tech-
nology. They should also have a thorough understanding of tax laws, regulations,
and ethical considerations associated with AI adoption.

10) Key factors that influence the successful implementation of artificial intelligence in
VAT management for corporations include having a clear strategy and roadmap for
AI adoption, robust data governance tight collaboration with business teams (VAT
and TAX) so that all stakeholders have the proper understanding of the implemented
solution. Project knowledge and clear scope and expectations are also crucial.

4.4 Governmental TAX Experts

None of the three interviewed government experts from the UK, Bulgaria, and Bel-
gium had any opinion or experience in AI-powered solutions and reported a lack of
knowledge and trust in such an approach. Therefore, we call for urgent research on gov-
ernmental experts’ expectations, understanding, and acceptance ofAI-powered solutions
for determining VAT or for automating VAT/TAX corporate processes.

5 Conclusion

The findings of the quantitative study indicate that there is a lack of trust in AI-powered
software solutions for automating value-added taxation (VAT) and general corporate
tax processes. While IT implementers/system integrators are generally optimistic about
the potential of such software, as they typically work with early adopters, governmental
experts have a very limited understanding of these technologies. In contrast, tax advisors,
particularly those from Big 4 companies, have more experience in supporting multina-
tional corporations in adopting AI-powered solutions, and they are well-positioned to
bridge the gap between technology advancements, corporate readiness, and advisory
support. It is crucial to invest efforts in increasing the understanding and knowledge of
AI for governmental purposes, and this study emphasizes the need for urgent research
in this area. Moreover, policy implications may arise at any time as more organizations
adopt AI into their tax management processes. Therefore, we strongly advocate for an
immediate policy review to enable regulators to identify potential inconsistencies and
non-compliance practices.
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14. Knapič, S., Malhi, A., Saluja, R., Främling, K.: Explainable artificial intelligence for human
decision support system in the medical domain. Mach. Learn. Knowl. Extract. 3(3), 740–770
(2021)



A Systematic Literature Review: Towards
Developing a Data Privacy Framework

for Higher Education Institutions in South
Africa

Krithica Latchman(B) , Hanifa Abdullah , and Adéle da Veiga

School of Computing, College of Science, Engineering and Technology (CSET),
University of South Africa (UNISA), Florida, Roodepoort, Johannesburg, South Africa

61948217@MYLIFE.UNISA.AC.ZA

Abstract. Higher Education Institutions (HEIs) act as custodians of extensive
personal information and intellectual property, making data privacy a critical chal-
lenge in the digital age. This study conducts a systematic literature review to iden-
tify existing data privacy frameworks and guidelines, with a focus on addressing
the absence of a customized data privacy framework for South African universi-
ties. The research questions guiding this study were: (1)What are the existing data
privacy frameworks for institutions across different industries, including higher
education institutions (HEIs), beyond South Africa? and (2) What are the key fac-
tors to consider in developing a data privacy framework for the higher education
sector in South Africa? The study reveals while data privacy frameworks have
been developed in various countries, there is a lack of a tailored framework for
South African HEIs. The findings of this study will propose factors towards the
development of a data privacy framework specifically designed for HEIs in South
Africa and considering regulatory context of the country.

Keywords: data privacy · framework · higher education institutes

1 Introduction

Universities store a large volume of data comprising of personal information, intellectual
property, andfinancial detailsmaking thema target for cybercriminals [1].According to a
survey conducted byDefinitionAgency, 34%of respondingUnitedKingdomuniversities
admitted to being victims of data breaches in the last five years [2]. South African
universities are also vulnerable to data breaches [1, 3, 4]. Recent examples of data
breaches include, the 2021 cyberattack on theUniversity ofMpumalanga’s bank accounts
that resulted in financial loss to the university [5]. Another example is of the University
of Johannesburg where a new student’s personal information was erroneously disclosed
on email to other students stored on the university databases [3].

In 2014, the University of South Africa (UNISA) classified inadequate data privacy
as a strategic risk requiring remediation [3]. Subsequently, in 2021, Universities South
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Africa (USAf) highlighted that inadequate data privacy remains a common concern
for many higher education institutions [6]. Due to HEIs utilizing large, complex, and
technical data management ecosystems to underpin day-to-day operational and learning
activities, these serve as goldmines for potential attackers [3]. Existing research indi-
cates that HEIs need clearer guidelines for data protection and individual privacy as the
volumes of personal data in these ecosystems escalates [3, 7]. Furthermore, almost two
decades later since the first data breach attack on South African universities, ensuring
adequate data privacy is undoubtedly still an existing challenge in HEIs [6]. Thus, it is
necessary to adopt best practices to ensure data privacy and safeguard data in HEIs.

2 Research Problem and Research Questions

2.1 Problem Statement

While South African universities are recognizing the necessity of establishing effective
data protection governance, understanding the role of data privacy in an academic context
continues to be a challenge [8]. In South Africa, Universities South Africa (USAf) began
a project in 2018 to develop a code of conduct for public universities to complywithSouth
Africa’s data protection law - the Protection of Personal Information Act (No. 4 of 2013)
[9]. However, there is no evidence of a recommended framework to support this. USAf
[6] mentions that a ‘compliance framework is developed, implemented and monitored’
but does not stipulate what the framework must contain, or which framework should be
adopted. Furthermore, Welsh and McKinney [10] motivate that a code of practice does
not have the weight of a framework and recommends that frameworks be used to scope
how existing policies be amended to support a ‘code of practice, legislation, and other
obligations’.

There is evidence that universities worldwide, have adopted existing frameworks and
guidelines at various degrees to promote data privacy in HEIs [11, 12]. Studies show that
the bulk of these frameworks has been developed in countries namely Indonesia [13],
Lebanon [11], Russia [12], and the United States [10, 14], that do not have significant
overlap with South Africa’s data privacy law. The problem addressed in this study is the
absence of a data privacy framework customized for South African universities.

2.2 Research Questions

This study examines data privacy frameworks in the higher education sector, both glob-
ally and within South Africa, to identify existing frameworks and determine the key
factors necessary for developing a tailored data privacy framework for South African
higher education institutions (HEIs). The research questions guiding this study are:

• RQ1: What are the existing data privacy frameworks for institutions across different
industries, includinghigher education institutions (HEIs), considering a broader scope
beyond South Africa?

• RQ2: What are the key factors that should be considered in developing a data privacy
framework for the higher education sector in South Africa?
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3 Background

3.1 Protecting Privacy in the Education Sector

Personal data has evolved into a valuable commodity with increasing emphasis on how
it is managed, stored, and disseminated [5]. In recent years maintaining the privacy of
data is a challenging task as we continue to embrace Information and Communication
Technologies (ICTs) across business operations [4]. In HEIs the use of ICT technologies
has become a vital part of processes resulting in the need for this information to be stored
electronically [4]. Thus, it has become a key necessity to ensure that this stored data is
protected from incidents such as data breaches and hackers [5]. Research shows that
HEIs process substantial portions of data belonging to part of the population [15]. For
example, universities store information such as student registration information, student
grades, tuition fees, staff, and alumni details [13]. According toMello [15] compromised
personal data of students can be detrimental as this is a crucial point in their lives when
they begin to plan their finances and future lives.

In the higher education sector, data breaches have resulted in the loss of millions of
personal data records [16]. Furthermore, studies show that the rate of hacking in HEIs
in developing countries is on the rise, and South Africa is also susceptible to these data
privacy breaches [4]. A study conducted by Amastani et al. [13] illustrates that threats
to data privacy were doubled in the education sector in Indonesia throughout 2017.

3.2 Overview of the Global Landscape of Data Privacy Laws

This section provides an overview of data privacy laws across the world and introduces
SouthAfrica’s data privacy protection law in comparison to global data privacy laws. This
study is limited to the South African context, highlighting the importance of reviewing
the legislative landscape to inform the implementation of data privacy measures.

As the global data sphere continues to rapidly grow, there is a greater importance
on data protection and privacy. The United Nations Conference on Trade and Develop-
ment (UNCTAD) states that 71% of countries worldwide have enforced some level of
regulation around data privacy [17]. Countries across the world have adopted varying
approaches to data privacy, applying these laws at state, sector-specific and global lev-
els [18]. For example, the United States (US) has no comprehensive national privacy
law; however, it comprises of sector-specific national, state, and local privacy laws [19].
Countries such as Bahrain’s Personal Data Protection (PDPL) enforced in 2019, and
Brazil’s General Data Protection Law (LGPD) effected in 2020 serve as primary data
privacy laws in their respective regions [19].

Greenleaf [18] states that countries have varying degrees of data privacy regulations.
For example, the European Union has an extensive exemplary data privacy regulation,
whereas a region such as India has a data privacy regulation but still needs more work
to enhance the comprehensiveness of these regulations [19]. DLA Piper’s [19] data
protection laws of the world map eloquently captures the varying degrees of data privacy
regulations across different countries and regions. These regulations are categorized into
four distinct categories: heavy, limited, robust, and moderate [19].
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The latest comprehensive listing of data protection laws and regulations for 2022,
include 161 countries of which countries such as India, Pakistan, Venezuela, Namibia,
and Kenya have low degrees of data privacy regulations and enforcement compared to
countries such as SouthAfrica,Nigeria, Russia, andBrazilwho havemoderate degrees of
these regulations and enforcements [19]. Countries such as the United States, Australia,
Canada, Germany, the European Union, and China are categorized as countries with
heavy or high degrees of data protection laws [19]. Lastly, some countries such as
Argentina, New Zealand, Morocco, Taiwan, Japan, and Egypt have robust levels of data
regulations [19]. All these laws are guided by common principles of notice, consent,
access and participation, integrity, and compliance enforcement [20].

The first-generation data privacy statutory laws date back to the late 1900s [18]. The
world’s first data protection law (the Data Act) was passed by Sweden in 1973 [21]. This
actwas initially aimed at criminalizing data theft andwas revised several times since [21].
Half a decade later in 1978, Germany enforced the Bundesdatenschutzgesetz (BDSG)
data protection law as federal law in the state. [19]. This act founded the fundamental
principles of data processing such as eliciting consent from the data subject for the
processing of his personal data [22]. In comparison to these first-generation data privacy
laws, South Africa only signed its national data privacy legislation - the Protection of
Personal Information Act (POPIA) in 2013, nearly 40 years later [21].

Since these first-generation data privacy laws, the regulation that has been revolu-
tionary and most comprehensive in laying out provisions for protecting personal data is
the European Union’s privacy law, General Data Protection Regulation (GDPR), imple-
mented in May 2018 [20]. GDPR is a milestone privacy law that puts data privacy in the
spotlight across the world. GDPR aims to protect individuals’ data privacy in the EU and
across its borders [19]. Since then, other countries across the world such as South Africa
have adopted similar legislation [23]. The EU’s GDPR and South Africa’s POPIA laws
are similar in that they share core conditions i.e.:

• accountability
• transparency
• security
• data minimization
• purpose limitation and
• the rights of data subjects

The following section provides an overview of South Africa’s data privacy law to
establish the opportunity to adopt existing global best practices and frameworks for the
HEI.

3.3 Overview of Data Privacy Law in South Africa

SouthAfrica’s data privacy law, the Protection of Personal InformationAct (POPIA)was
signed as the data privacy law in 2013 [9, 24], with the purpose of protecting Personal
Information (PI) in accordance with the constitutional privacy rights solicited in Sect. 14
of the South African Constitution, whilst balancing this against competing rights and
interests, such as the right to access to information (Act No. 108 of 1996). The Act
defines PII as ‘information relating to an identifiable, living, natural person, and where it
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is applicable, an identifiable, existing juristic person…’ [9]. Additionally, the Act defines
data subjects as individuals, comprising both natural and juristic persons to whom PI
relates to [9].

TheAct aims to curtail themisuse of PI by the introduction of data privacy conditions
to determine what constitutes acceptable and lawful processing thereof. There are eight
lawful processing conditions [9]:

1. Accountability:The principle of accountability holds all responsible parties account-
able in meeting the minimum requirements of lawful stipulated in the Act

2. Processing Limitation: This condition limits the processing of PI for legitimate
interests, with direct consent from the data subject. Furthermore, the responsible
party must ensure minimal processing of this information.

3. Purpose specification: The condition states that PI must be collected for a specific
purpose and processed according to this purpose. Furthermore, this information must
only be retained for the period of this purpose, and thereafter either de-identified or
destroyed.

4. Further processing limitation: Such condition limits the responsible party to further
processing of PI. Any further processing must be in accordance with the purpose it
was originally collected for. If this is not the case, then the data subject would need
to reconsent.

5. Information quality: This condition states that the responsible party must keep PI
accurate and updated where applicable.

6. Openness: The principle of openness holds all responsible parties to providing
transparency when processing PI.

7. Security safeguards:Reasonable security measures need to be put in place to ensure
integrity and confidentiality of PI processed and any form of data breach needs to be
made public to the necessary stakeholders.

8. Data subject participation: Under this condition, data subjects have the right to
request and correct their PI. Furthermore, responsible parties need to ensure that
processes and procedures are in place for data subject access requests.

In the event of non-compliance with POPIA regulations, the Information Regulator
(IR) may impose penalties of up to ZAR10 million, and or imprisonment depending on
the circumstances [9]. In South Africa, data privacy regulation applies to every business
across any sector (including global businesses that operate in the country) that processes
PII [25]. Thus, the higher education sector needs to ensure adequate data privacy of
personal data processed. The next section explores a systematic review to evaluate what
existing data privacy frameworks or approaches HEIs are currently using globally and
in South Africa in particular.

4 Research Method

A systematic literature review is conducted in this study. This type of literature review
comprehensively explores and analyzes existing literature related to data privacy and
jurisdictions, with a specific focus on frameworks applicable to the study’s inclusion
criteria. The systemic approach enables the researcher to examine the breadth and depth
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of existing research and identify key factors of a data privacy framework for HEIs in
SouthAfrica. The PreferredReporting Items for Systematic Reviews andMeta-Analyses
(PRISMA) method is applied in conducting this systematic literature review. Figure 1
illustrates the steps followed in each iteration of the academic literature search applying
the PRISMA method [26]. The iterative process demands that the researcher screens
publications by reviewing titles and abstracts for relevance to the study [26]. Thereafter
the remaining publications are screened by reviewing the full-text versions [26]. The
final step in this method process is to quality assess each publication to further validate
their relevance and appropriateness to the study [26].

Fig. 1. Process flow of search phases in the identification of data privacy frameworks for HEIs

The comprehensive search for relevant information sources involves the researcher
utilizing academic databases such as Scopus, IEEE, andScienceDirect, aswell as explor-
ing grey literature sources including universitywebsites andmarket research reports. The
inclusion criteria encompass studies/search results pertaining to data protection and data
privacy, those presenting frameworks or guidelines for data protection, and those specific
to the higher education sector, published from 2012 onwards. Additionally, exclusion
criteria apply to exclude non-English editions, inaccessible or very short studies, previ-
ous versions of already defined scope studies, and studies focusing on big data, cloud
computing, cybersecurity, and data mining.
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5 Search Results

A keyword search was used for searching the academic databases. The search was
conducted by applying a constant search string to the same metadata across each article
from all sources. The syntax of the search string was modified in each academic library.
The following keywords were used in the search string:

“data privacy”, “data protection”, “framework”, “model”, “guidelines”, “univer-
sities” AND “higher education”

The use of this search string appropriately returned results of articles related to data
privacy. Thereafter to ensure completeness in the collection of search results obtained
backward and forward searching was conducted.

Two multiple-term searches were conducted using Google search engine to search
the grey literature. The first keyword search was used to search Google for universities
that published data privacy frameworks on their websites. The search was conducted by
applying a multiple-term search and retrieving the search results from the search engine.
The following keywords were used in the search string:

“data privacy” OR “data protection” AND “framework” OR “model” OR
“guidelines” AND “universities” OR “higher education”

The second keyword search was used to search the Google for generic data privacy
frameworks published by any organization(s) or industry. The following keywords were
used in the search string:

“data privacy” OR “data protection” AND “framework” OR “model” OR
“guidelines”

5.1 Literature Search Results

A total of one hundred and eighty-four results were returned from academic database
and grey literature searching. These results are depicted in Table 1. The column headings
denote the following:

• Source selected for searching for relevant studies i.e., list of academic databases and
Google search engine

• Hyperlinks to these academic databases and Google search engine
• The total number of publications collected from each source.



A Systematic Literature Review 361

Table 1. Academic databases searched.

Source Link Total Publications

IEEE Explore https://ieeexplore.ieee.org/ 29

Scopus https://www.scopus.com 45

Science Direct https://www.sciencedirect.com 64

Google https://www.google.com/ 46

Total 184

5.2 Data Analysis and Selection

As illustrated in Table 1 and Fig. 1, 138 publicationswere retrieved fromdatabase search-
ing and an additional 46 publications were identified through multi-term Google engine
searching. A total of 184 publications were screened, removing 1 duplicate publication
found after analysis. Figure 1 shows that 110 publications were excluded from the search
after applying the inclusion and exclusion criteria. Additionally, the abstracts or intro-
ductions on these publications were screened. Thereafter in the next iteration, the full
text of the remaining 73 publications were reviewed to assess eligibility. 49 publications
were excluded after analysing the relevance to this study. A total of 24 publications met
the inclusion criteria set out for this study.

5.3 Data Analysis and Selection

Twenty-four publications were identified and analyzed according to the objectives of
this study. Ten of these publications are not existing published frameworks, however,
detail key factors for consideration in the definition of components of a data privacy
framework for HEIs in South Africa. The remaining 14 publications comprise generic
and HEI-specific data privacy frameworks. This breakdown will be discussed further in
the next section.

6 Results

Fourteen existing frameworks were identified through this systematic literature review.
The scope of these frameworks has been detailed in Table 2.

https://ieeexplore.ieee.org/
https://www.scopus.com
https://www.sciencedirect.com
https://www.google.com/
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Table 2. Analysis of data privacy frameworks identified.

No Framework or
Guidelines Name

Country Industry
Sector?

Private or Public
HEI/sector?

1 “USAf POPIA
Industry Code of
Conduct: Public
Universities” [6]

South Africa Higher
Education

Public

2 “Policy Framework”
[10]

USA Higher
Education

Public

3 “Coordinated
Model”,
“Implementation of
Access Matrix
procedure” [11]

Lebanon Higher
Education

Not specified

4 “Carnegie Mellon
University’s Data
Protection
Assessment
Guideline” [13]

Indonesia Higher
Education

Public

5 “SAMPRA” [14] United States Higher
Education

Public

6 “AEC Framework
on personal data
protection” [27]

Southeast Asian
member states

International Trade Not specified

7 “ISOC Privacy and
Personal Data
Protection
Guidelines for
Africa” [28]

African Union
member states

General Not specified

8 “SPIPC
Framework” [29]

Zimbabwe Higher
Education

Both

9 “MENA FCCG
Privacy and Data
Protection
Framework” [30]

MENA member
states

Banking Private

10 “NIST Privacy
Framework” [31]

United States Any Both

11 “The OECD Privacy
Framework” [32]

OECD member
states

Any Both

(continued)
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Table 2. (continued)

No Framework or
Guidelines Name

Country Industry
Sector?

Private or Public
HEI/sector?

12 “SECO Institute
Data Protection
Management
Framework” [33]

Netherlands Any Not specified

13 “Theodor Herzl
Information Privacy
Policy and
Framework
(POPIA)” [34]

South Africa Primary
Education

Private

14 “UNICEF Policy on
Personal Data
Protection” [35]

Worldwide Any Any

Sources show that 79%of these frameworks havebeen implementedon aglobal scale.
All these studies show that there are various data privacy frameworks however there is
no single existing framework that can be utilized in its present form for HEIs in a South
African context. From the total frameworks analyzed, the following selection criteria
was used to determine existing frameworks that can contribute key factors towards a
consolidated framework to promote data privacy within the higher education sector in
South Africa:

• Overlap of common factors identified in Table 3 exist and
• Application of the framework in the education sector in South Africa or
• Direct application according to POPIA or in accordance with regulations comprising

similar core principles to that of POPIA.

After reviewing the analyzed frameworks, the following five studies were found to
satisfy the selection criteria:

• USAf POPIA Industry Code of Conduct: Public Universities [6]: Specifically tailored
for public universities in SouthAfrica, this code of conduct aims to ensure compliance
with the country’s data privacy law, POPIA. It outlines the core principles of POPIA
and recommends the development, execution, and monitoring of a framework to
achieve data compliance within HEIs.

• MENA FCCG Privacy and Data Protection Framework [30]: This framework, origi-
nally developed for the financial services industry, can be customized, and applied in
the higher education sector and the South African context. It provides a comprehen-
sive approach to privacy and data protection that can be adapted to meet the specific
requirements of HEIs.

• The OECD Privacy Framework [32]: This framework provides general guidelines
for personal data protection. Although not specific to the higher education sector, its
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principles overlap with South Africa’s POPIA conditions. It can serve as a basis for
the development of a privacy framework for HEIs.

• SECO Institutes’ Data Protection Management Framework [33]: This framework
offers a data protectionmanagement approach that shares similarities with theMENA
FCCG framework. It provides valuable insights and practices for managing data
privacy in various sectors, including education. It can contribute to the development
of a conceptual data privacy framework for South African HEIs.

• UNICEF Policy on Personal Data Protection [35]: This policy framework addresses
personal data protection concerns. It offers general guidelines that align with South
Africa’s POPIA conditions. While not tailored to HEIs, it provides a foundation for
incorporating data privacy considerations into the higher education context.

In the review of the five identified data privacy frameworks, seven common factors
were found to be prevalent across all frameworks, encompassing various aspects crucial
for effective data privacy practices within institutions. These factors include: (1) insti-
tutional artefacts and policies as a foundational component for establishing data privacy
practices, (2) addressing data breaches to safeguard sensitive information, (3) risk assess-
ment to identify vulnerabilities and implement appropriate measures, (4) promoting data
privacy awareness to educate stakeholders about their roles and responsibilities, (5) data
privacy training programs to equip individuals with necessary knowledge and skills,
(6) monitoring data privacy practices and compliance with established policies, and
(7) conducting regular audits to assess effectiveness and compliance with data privacy
measures.

Nine studies did not meet the selection criteria. The reasons for not selecting these
frameworks are as follows:

1. The first study [10] developed a policy framework for the United States, where data
privacy regulation is applied at a sector and state level, requiring modifications to
align with South Africa’s national-level data privacy regulation.

2. The second framework [11] focuses on data privacy of students’ personally identifi-
able information (PII) in HEIs but contains security gaps and grey areas that need to
be addressed.

3. Study three [13] implements a framework fromCarnegieMellon University designed
for Indonesian regulations, which requires modifications to align with the more
advanced data privacy regulation in South Africa.

4. The fourth framework [14] addresses both data privacy and data security requirements
but needs analysis and selective adoption for HEIs in South Africa.

5. Study five [27] implements a framework for the global trade sector and does not align
with the specific context of South African HEIs.

6. The sixth framework [28] serves as general guidelines for data privacy and protection
acrossAfricanUnionmember states but lacks specific tailoring to the higher education
industry in South Africa.

7. Study seven [29] proposes a data privacy framework for student data in Zimbab-
wean universities that needs evaluation and adaptation to comply with South Africa’s
Protection of Personal Information Act (POPIA).
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8. The eighth framework [31] is applicable in various industry sectors but requires
significant customization and omission of security factors, making it less suitable for
the specific focus on data privacy in this study.

9. The last study [34] implements a primary school 5-component framework that broadly
defines governance, process, people, technology, and audit, which needs further
customization for HEIs in South Africa.

Ten sources identified do not describe frameworks however these sources elaborate
on five of the seven factors mentioned previously and have been applied in ensuring data
privacy, therefore these studies can be considered whilst compiling the consolidated data
privacy framework. Table 3 elaborates on the five common factors that were observed
across the ten evaluated sources.

Table 3. Sources showing key factors in data privacy applications.

Factors Total References

Institutional artefacts and policies 6 [4, 11, 18, 20, 26, 38]

Data breaches 5 [18, 20, 26, 36, 38]

Assessing risks 5 [4, 6, 20, 26, 39]

Data privacy awareness 4 [4, 8, 11, 36]

Data privacy training 2 [11, 18]

7 Discussion

In this section an overview of how the research questions were answered is provided.

A. RQ1: What are the existing data privacy frameworks for institutions across
different industries, including higher education institutions (HEIs), considering a
broader scope beyond South Africa?

Studies from the literature reveal that there are various data privacy frameworks but
there is no single existing framework that can be utilized in its present form for HEIs in
a South African context [10, 11, 13, 14, 27–29, 31, 34]. These existing frameworks and
models can be adapted to create a consolidated framework for adoption to promote data
privacy within the higher education sector in South Africa [6, 30, 32, 33, 35].

B. RQ2: What are the key factors that should be considered in developing a data
privacy framework for the higher education sector in South Africa?

The review of the retrieved frameworks and studies relating to data privacy applica-
tions show overlap in seven key factors. These common factors amongst these sources
comprise:
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1. Institutional artefacts and policies: Institutions have policies and guidelines in place
to ensure data protection and compliance however these artefacts need significant
enhancements to be deemed adequate [36]. Ten other studies also emphasize the
importance of generating policies for guidance on data processing [6, 15, 30, 32, 33,
35, 37–40].

2. Data breaches: Global law firm, Michalsons [38] recommends that breach response
and monitoring thereof is an integral part of a data protection framework. Nine other
studies also support this recommendation [6, 15, 30, 32, 33, 35, 39–41].

3. Assessing risks:Anyorganizationmust be able to identify incidents linked to personal
data and ensure the ability to assess these risks [16]. Nine other studies recommend
risk assessments to minimize privacy risks when putting new initiatives and measures
in place [6, 30, 32, 33, 35, 36, 38, 39, 42].

4. Data privacy awareness: Student awareness of data privacy is crucial and the lack of
this can jeopardize the privacy of sensitive data and lead to bad practices [43]. Eight
other sources also emphasize the need for data privacy awareness and accountability
amongst individuals [6, 30, 32, 33, 35–37, 41].

5. Data privacy training: Staff such as administrators and librarians must embark on
appropriate data privacy training to ensure support awareness on the subject and
best practices when handling personal data [37]. Furthermore, training, and good
practices from both students and university staff are important to ensure effective
data privacy management and mitigate the risk of data privacy breaches [6, 15]. Four
other studies recommend data privacy training programs towards fostering a culture
of privacy-consciousness [30, 32, 33, 35].

6. Monitoring: Five studies emphasize robust logging and monitoring practices enable
organizations to minimize the consequences of privacy failures, detect and address
data breaches, and promote a proactive approach to data privacy [6, 30, 32, 33, 35].

7. Audit: The practice of conducting independent audits strengthens a culture of
privacy by continually improving controls and procedures, while also promoting
accountability [6, 30, 32, 33, 35].

These seven common factors will be considered in building the conceptual data
privacy framework for HEIs in South Africa.

8 Conclusions

In this study, an overview of what has been studied regarding data privacy both globally
and froma local, SouthAfrican contextwas presented.A systematic literature reviewwas
conducted, analyzing a total of 184 publications and identifying 24 existing data privacy
frameworks and guidelines that met the inclusion criteria set for this analysis. Among the
24 publications, 14 existing data privacy frameworks and guidelineswere identified,with
79% of them implemented on a global scale. However, none of the identified frameworks
were explicitly tailored to address the data privacy needs ofHigher Education Institutions
(HEIs) in South Africa.

Through the analysis of the existing frameworks, seven common factors were
observed, including the importance of institutional artefacts and policies, addressing
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data breaches, conducting risk assessments, promoting data privacy awareness and train-
ing, monitoring practices, and conducting regular audits. These factors serve as valuable
insights for the development of a customized data privacy framework for South African
HEIs. However, to fully assess the prevalence and effectiveness of data privacy practices
in South African HEIs, quantitative analysis is warranted.

Future research should focus on conducting surveys and assessments within HEIs
to quantify the current state of data privacy measures. This evidence-based approach
will facilitate the development of a robust data privacy framework addressing specific
challenges faced by South African HEIs, ensuring sensitive information protection, min-
imizing data breach risks, and fostering a culture of privacy consciousness within these
institutions.
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Abstract. Local research has revealed that documentation associated with prop-
erty registration in Peru may not be fully reliable, given that the steps involved in
the registration process heavily relies on interventions that are more human rather
than technological. In order to reduce this gap, this project highlights the impor-
tance of using Blockchain technology to ensure the authenticity of documentation
by establishing a secure, immutable and decentralized record of documents. This
project proposes the model of a system that can satisfy such need. In order to vali-
date the use of Blockchain technology in the process of registering property titles,
a simulation of a decentralized application (dApp) will be created in a controlled
environment, which will then be validated under two proposed scenarios, the first
one focuses on the time taken to upload documents and the successful upload for
each document, the second one focuses on assigning a hash to each document
uploaded to the system, which will then be uploaded to the blockchain network.

Keywords: Blockchain · property title · dApp

1 Introduction

According to [1], currently there are numerous problems associated with the manage-
ment of real estate systems and the most significant of them is fraud, followed by time
consuming administrative processes and issueswith access/verification. [2] Around 70%
of the world’s population cannot access the formal real estate registration system, where,
in addition, multiple cases of bribery take place. It is said that in India some 700 million
dollars are a result of bribery in the real estate registration office. On the other hand [3],
there is also land falsification, which is also one of the major problems faced by any state
government in the land registration system [4]. Although the documents are protected in
the database, these records can be manipulated because there is no appropriate security
and time validation in the database system [3]. For this reason, implementing the emerg-
ing Blockchain technology is proposed as a solution. Blockchain applications are not
limited to cryptocurrencies [5], Blockchain-based real estate title management systems
have great potential due to the advantages of a high level of security and the absence of
intermediate transactions. The transaction records of blockchains used in this technology
cannot be modified, deleted or destroyed [6]. In addition, it has to be taken into account
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that the consensus must be managed by public authorities, so they are responsible for
validating any changes in the chain. This is because there is a requirement to ensure
that all transactions are approved only when legal requirements are met and costs are
controlled [7].

In Sect. 1, we give an introduction to the problem that we are trying to solve and we
mention the studies related to the use of Blockchain in the real estate title management
system. In Sect. 2, we describe the proposed model for the system and the decentralized
application (dApp) created based on the model. In Sect. 3, we created two scenarios to
be able to validate the application. In Sect. 4, the results of the validations are mentioned.
In Sect. 5, we conclude on the most important findings of the results, limitations and
future work.

1.1 Related Research

Around the world, there have been studies on the use of Blockchain technology for the
management of real estate title systems, most of the studies have been carried out in
India. In [8], the reduction of overall transmissions for multicasting nodes was found
to be approximately 50% lower compared to the traditional PoW approach where all
nodes participate in the consensus. Furthermore, in [9] a trust value-based consensus
algorithm (with 50% participation) is proposed, this system is scalable so that the time
taken to add a block to the blockchain, is approximately 58.94% less than the traditional
Proof-of-Work (PoW) approach, and 26.44% less time compared to the existing load
balancingmethod. On the other hand, themajority of authors propose a Blockchainbased
framework in [8, 10, 11] and [12], where the main objective is to protect property titles
from fraud and duplication. It also aims to solve the problems related to infringements in
the field of real estate registration and real estate transactions and inaccurate data when
registering real estate. Lastly, in the related work, three main actors can be identified,
which are: the merchant (seller), the customer (buyer) and the financial institution, i.e.
the bank register and the whole system in a tangible way within the network system for
the authentication of the transaction.

2 Method

This study proposes a model focused on authenticating the integrity of the documents
required in five different processes, which are: independence, immatriculation, succes-
sive treatment, intestate succession and acquisitive prescription of domain. In order to
accomplish this, the Ethereum blockchain network will be used to host a smart contract
that will retain the information of each uploaded file, storing its Hash, creation date,
name and description. In addition, a database model will be implemented in SQL Server
that will contain information about the files, users and processes involved. Additionally,
Google Drive will be used as a file repository in the cloud due to its API. All these
actions will be handled by the system’s API, based on the Python framework called
FastAPI, which has JSON files to interact with the Smart Contract of the blockchain
and the Google Drive API. One of the most important functionalities of the API is to
generate the Hash of the document at the time it is uploaded and validate this Hash before
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downloading any file through an HTTP request that is made from the ReactJS web appli-
cation that uses Axios requests. It is important to note that a test network will be used
on the Ethereum Blockchain, as the web application will be developed in a controlled
development environment due to the cost involved in uploading files to a real blockchain
network. For the creation of the smart contract, we will use Truffle, an Ethereum dApp
development framework, and for testing, Ganache, an Ethereum blockchain simulation
tool.

2.1 Model

Themanagement model design can be seen in Fig. 1 below, which shows the three layers
of the model, which are: Business Layer, Traceability Layer and Technology Layer. In
addition, the business layer shows the agents that participate in each process, as well
as the different activities they carry out within it. On the other hand, in the traceability
layer we should mention that all these activities carried out by these agents are executed
through a dApp, which will be consuming an API in order to manage the property
titles and the documents related to them in the five processes mentioned above, this
dApp will be using Blockchain technology and within this we have the Smart Contract,
which is focused on the management of titles. Finally, we have a technology layer
which highlights the variety of technological tools that are used, such as an Ethereum
network formanaging document hashes, the visual source code editor StudioCode for the
development of the backend and frontend web application and the SQL Server database.
The model aims to provide transparency and traceability throughout the agentowner-
notary-municipality interaction through the registration of documents covering the five
processes of the business layer and to provide integrated and available tools for the
management of property titles. Based on the model, the application architecture shown
in Fig. 2 is created.

Fig. 1. Proposed Model
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The main components of the model include:

Stakeholders: Superintendencia Nacional de Registros Públicos (SUNARP) agent,
owner, notary agent and municipality agents.
Business layer: Layer containing the process of immatriculation, process of independiza-
tion, process of successive tract, process of intestate succession and process of acquisitive
prescription of domain.
Traceability Layer: The model will have the representation of a web portal (dApp) in
order to show the information of property titles of the Owner and the documents that are
validated by the other agents (SUNARP Agent, owner, notary agent and Municipality
agent). The technologies involved for the development of this application will be an
ethereum network simulation offered by Ganache, Visual Studio Code will be used to
be able to program the Smart Contract with the Truffle framework, the API (Application
Programming Interface) with the FastAPI framework and the web application with the
Javascript library Reactjs. In Fig. 2, we can see how the API serves as an intermediary
between the blockchain network that contains the smart contract, the database, the web
application and the API.
Technology Layer: Layer containing the blockchain network, SQL Server Management
Studio and the source code editor for creating web applications.

Fig. 2. Design of the Application’s Architecture.

2.2 Benchmarking

Before developing the model, an investigation of the main criteria that a Blockchain
network must have was carried out. These include: Language, consensus mechanism,
block processing time, transactions per second (TPS) and the GAS price (Table 1).
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Table 1. Benchmarking

Comparative Table of Blockchain Networks

Ethereum Binance Smart Chain Solana Cardano

Language 4 3 2 1

Consensus Machine 2 2 2 1

Block Time 1 3 4 1

TPS 3 1 2 1

Gas Price 6 7 5 1

Total Score 16 16 15 5

An Ethereum network was selected since, according to the characteristics mentioned
in the comparative table, this network has tools for the creation of Smart Contracts in
its programming language Solidity, which is the most widely recognized and widely
commercial, which facilitates the recruitment of human resources needed for the pro-
gramming of the system in question. In addition, the cost of the GAS of a blockchain
network is of vital importance to contemplate the profitability of using such a network
in a decentralized application, and Ethereum has one of the lowest costs.

2.3 Application (dApp)

In addition to the implementation of blockchain technology that serves to store the hash
of the documents that are uploaded to the system, our web application consists of a
database, an API, a user interface and a file repository, making it possible to verify
whether a document has been altered or not. The relationship of the main technologies
is illustrated in Fig. 3.

Fig. 3. Relationship of the main technologies.
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The parts of the web-based application are divided as follows:

• Database: SQL Server was selected as the database management system. Tables,
stored processes and triggers necessary for the database called “RealEstate” were
created using Microsoft SQL Server Management Studio 18.

• File repository: The application will use Google Drive API, which allows interaction
with its storage service. Each user performing the processes related to the property
titles will have an assigned folder in Google Drive for their documents.

• API: The API used for the application is based on the FastAPI framework offered
by Python, which is designed to be easier for programming and use. The applica-
tion’s API is used to connect to the database, which also interacts with the Google
Drive API through the Google.oauth2 and Google API client libraries, which inter-
act with the JSON file drive-service-json.json, which contains the information of
the service account that interacts with the Google Drive folders. On the other hand,
the blockchain connection is made between the Web3 library and the JSON file
DocumentContractv2.json, which is necessary to be able to interact with the Smart
Contract, which was previously created in the blockchain network. Finally, the cre-
ation of the document hash makes possible the implementation of the Python library
called hashlib.

• Blockchain: For the use of the blockchain network, we use the Ethereum network
simulated by Ganache. The Smart Contract is created by using the truffle framework,
which is used as a programming language for Solidity. The Smart Contract manages
a struct Document, consisting of the id, title, documentHash and createdAt fields,
which are the data recorded as a document is uploaded to the Google Drive cloud
repository.

• User Interface: The user interface uses the Javascript library, Reactjs, to create the
front-end of the web application. In addition, the requests made to the API are
given through the Axios Javascript library. The free template React Reduction and
Bootstrap4 are used.

On the other hand, one of the most important functions of the web application is how
it interacts with the blockchain networkwhen documents are uploaded to the application.
In order to have a better understanding of how the application works, here is an example:

The user previously logged in will create a request, must select a process among the 5
existing ones, which are: independence, immatriculation, successive treatment, intestate
succession and acquisitive prescription of dominion.

Within the request of the selected process, the required documents will be added so
that the process request can proceed and be assigned to a notary and/or municipality
user, who will be in charge of uploading the documents related to the required process.
Once a document is uploaded, the generated hash is saved. This hash is stored both
in the database and in Ganache’s Ethereum blockchain network. The file is then saved
in a folder associated to the owner user in Google Drive, who uses a cloud-based file
repository. Figure 4 shows the response that the web application receives from the API.
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Fig. 4. Response of the API of the system when uploading a document.

When clicking on the button to download a specific file, you must first check that
the content of the document has not been modified in Google Drive. For this reason, the
file is temporarily downloaded in the API to check that the hash assigned to the content
to be downloaded is the same as the one stored in the blockchain network. If the hashes
match, the download is completed by using the stored url, but if the hashes are different,
a notification is displayed alerting the user to contact the service desk, protecting the
integrity of the uploaded documents.

3 Simulations

The following scenarioswill be used to ensure the correct functionality of the application,
as well as its integrity and security.

3.1 First Scenario

For this scenario, a simulation is conducted, which aims to measure the system’s loading
capability, in order to verify whether it has the ability to support the daily documents
received by SUNARP (Superintendencia Nacional de los Registros Públicos). The titles
handled by SUNARP during the month of August 2022 are proposed, during which
116,807 documents were handled in the Real Estate Registry. This is evidenced in the
following table (Table 2).

Table 2. Number of documents and their hashes for the first scenario

Total documents handled
08/2022

Hashes assigned to documents per day

116,807

The validation process involves measuring the system’s ability to handle the number
of documents that SUNARP handles on a daily basis in order to verify the system’s
suitability for SUNARP. In addition, detailed steps are outlined below:
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1) Validation Steps: A simulation of the number of documents handled by SUNARP
during the day is generated.

2) Simulation of data entry into the blockchain network of the generated documents:
Document storage in the application. In other words, loading time of the documents to
theGoogleDrive repository plus the average interaction timewith the Smart Contract.

3) Metrics/Indicators: The following table shows the metrics and their corresponding
formulae for their calculation (Table 3).

Table 3. Metrics for the first scenario

N° Metrics Formula
1 Total time spent

in the process of
loading a docu-
ment. Where the average of is the sum of the document upload

times to the Google Drive repository, which is divided by
the total number of documents uploaded to the repository
and then the average interaction time with the Smart Con-
tract is added, which is 30 seconds for each document up-
loaded to the blockchain network.

2 Cases of docu-
ments success-
fully registered in
the application

(100* Number of documents uploaded to the application
+ Number of identified cases) / (Total of documents).

3.2 Second Scenario

Blockchain technology allows documents features stored in Google Drive to be present
in the blockchain due to the Smart Contract that stores the structure of the document, one
of its features is the hash. When the documents are hosted in the system and you need to
download a document, you click on the download button which causes the API to verify
that the content of the file stored with the Google Drive API produces the same hash
stored in the blockchain. After the verification of the document, which has previously
been assigned a hash, is the same hash stored in the blockchain network, the file can be
downloaded (Table 4).

Table 4. Number of documents and their hashes for the second scenario

Documents uploaded to the
system

Documents assigned to a Hash Hashes uploaded to the
Blockchain

150 150 150
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For this scenario, a set of documents is used to generate a simulation for the hash
verification process of the documents to the blockchain network, in order to determine
the success rate for the validation of the document hash and the hash stored in the
blockchain network.

1) Validation Steps: Record of the document uploaded to the system, which is assigned
a hash, then the hash is stored in the blockchain network.

2) Hash verification for the validation of the document: A verification is made to ensure
that the hash previously assigned to the document is the same as the one located in
the blockchain network.

3) Metrics/Indicators: The following table shows the metric and the corresponding
formula defined for the calculation of this metric (Table 5).

Table 5. Metrics for the second scenario

N° Metric Formula

1 Verification of the hash assigned and stored
in the blockchain network

(100 * Number of documents with Hash +
Number of detected cases)/(Total
documents)

4 Results

4.1 Results for the First Scenario

Based on the context and metrics of the first scenario, the iteration corresponding to
the previously selected documents was executed in order to quantitatively validate the
results obtained from the simulation. It can be evidenced that 3,768 documents were
successfully uploaded to the Google Drive repository. This was achieved by creating a
standard document in order to be able to upload it that number of times. As an example,
the average size of a land registry document was taken, which is a document that can
be freely consulted in the corresponding land registry. Characteristics of the document
are as follows: document size 22kb and 5 pages. After that, all 3,768 are uploaded to a
specific user folder in Google Drive, to be followed by the creation of a stored process
that will use the path that will perform the test in scenario 1. This is done in order to
calculate the time it takes to upload the documents to the Google Drive API in seconds.
The Fig. 5 shows the first 3 interactions of the document upload.
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Fig. 5. Interaction with Google Drive.

After uploading all 3,768 documents to the Google Drive repository, we get the
following information given in seconds:

• Total Upload time: 7811.274393320084.
• Average Upload Time: 2.0730558368683876.

The total time to load the 3,768 documents is approximately 2 h and 10 min. The
individual upload time for each document was 2.07 s. Therefore, uploading a document
of the average size of a registry entry with a size of 22 kb will result in approximately
0.09409 s per kilobyte. Figure 6 provides a visual representation of how upload time
varies based on different document numbers.

Fig. 6. Upload time vs Document Number
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On the other hand, the system also interacts with the Ethereum network, in which
the Smart Contract is located. For this reason, it is also necessary to take into account
the amount of time it takes to load the document data (title, description, document hash
and creation date) into the Ethereum network blockchain via the Smart Contract. This
is why information on the estimated time to interact with a Smart Contract in the real
Ethereum network was consulted on the Etherscam Gas Traker page [13], giving the
following results:

• Low average time: 5 min and 12 s with a cost of 0.00032 ehter.
• Medium average time: 2 min and 12 s with a cost of 0.00042 ehter.
• High average time: 30 s with a cost of 0.00052 ehter.

For our solution the high average time will be used, which is 30 s. This gives us as a
result 2.07 s+ 30 s= 32.07 s. As shown in Fig. 6, it also shows the number of documents
uploaded to Google Drive, resulting in 3,768 documents uploaded with a 100% success
rate.

The following table shows the results obtained in the iteration performed by metric
(Table 6).

Table 6. First scenario results

N° Iteration Result
1 32.07 seconds

2 100.00%

Total sum of loading time
for Google Drive documents
Total number of documents

(100 * Number of documents uploaded to the application
+ Number of cases detected)
Total number of documents

After performing the iterations, an average was calculated for each metric in which
we can observe that the solution successfully registered 100.00% of the documents
uploaded to the application, which is in a favorable range. Also, the average time for
uploading documents was 32.07 s. The following table shows the defined metrics, the
performance ranges segmented into three categories: favorable, partial and unfavorable
and the average result of this iteration (Table 7).

Table 7. Performance ranges of the first scenario

N° Performance Ranges Average

Favorable Partial Unfavorable

1 <60 seg 60–70 seg >70 seg 32.07 seg

2 >90% 90%–80% <80% 100.00%
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4.2 Results for the Second Scenario

Once the validation metrics and the context of the scenario had been defined, single
tests were performed for each document in the system. For this scenario, the first 150
documents of all 3,768 documents uploaded to the system in scenario 1 were used to
verify the hash of the document downloaded from the API, which is the same as the
one found in Ganache’s Ethereum network. After the execution of the iteration for the
verification of the document’s hash and the hash stored in the blockchain network, it
was possible to obtain a 100.00% match of the uploaded documents, all of which were
assigned a hash, and then stored in the blockchain network. The following table shows the
results obtained when assigning the hash of each uploaded document to the application
and then to the blockchain network (Tables 8 and 9).

Table 8. Second scenario results

N° Iteration Result

1

x =

(100 ∗ Number of hashed documents

+Number of detected cases)
Total number of documents

100.00%

Table 9. Performance ranges of the second scenario

N° Performance Ranges Average

Favorable Partial Unfavorable

1 >90% 90%–80% <80% 100.00%

5 Conclusion

As this paper shows, the results are positive in both validation scenarios for the system
created to demonstrate the proposed model. It is worth mentioning that in our project
scope will remain in the development environment and not in the production environ-
ment, therefore a local blockchain network has been usedwith the Ganache development
tool.

The first scenario focuses on the loading capacity that the system can handle, to
demonstrate this we have uploaded 3,768 standard 22 kb registry documents, giving us
an average loading time per document of 2.07 s for Google Drive API, this average is
added to the time it would take us to interact with the Smart Contract if 0.00052 ehter
was used, which is an average interaction time of 30 s. This way we know that each
document takes 32.07 s to upload to our systems and that each of the 3,768 have been
successfully uploaded.
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In the second scenario we focus on validating the hashes of the 150 previously
uploaded documents, in order to know how effective the Smart Contract is at verifying
whether the document has been altered in Google Drive before it can be downloaded into
the system. Our range of optimal performance is to have at least 90% of the total number
of documents, and if an error occurs, identify it, however, we obtained a performance
of 100%, which implies that the integrity of the 150 documents has been validated, this
validation is important since the system does not allow the download if the hashes do
not match.

In addition, the system is based on the type of user (owner, Public Registry, Notary
and Municipality), the processes that result in the property title and the documents that
conform those processes. The documents that are uploaded into the system are not all
the documents that conform the process, but each user uploads only relevant documents
that conform the process that the owner user has chosen. This approach has been adopted
due to the cost of interacting with the Smart Contract, this way the relevance and cost is
prioritised when uploading the hashes of the documents in the immutable record of the
blockchain.

Lastly, the technology solution meets the objective of improving the current man-
agement of property titles that the Republic of Peru currently has. In other words, the
solution fulfils the function of managing the daily documents handled by SUNARP, as
well as improving the document upload time. On the other hand, it can also be seen that,
by assigning a hash to each document uploaded to the application, external manipula-
tions or modifications to the documents can be prevented, since, if they are adulterated
or manipulated, the user will be alerted that the file he/she is trying to download is not
the same one that was previously uploaded to the system. For future work, perform the
benchmarking of blockchain networks again, to verify if the Ethereum network contin-
ues to be the best performing one. If a new network is chosen, it must be ensured that
the Solidity programming language is accepted by the chosen network, since the Smart
Contract is created with that language.
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Abstract. As Consequentialism and Deontology ruled the domain of
ethics for the past centuries, these theories were in the pole position
for robotic implementation of a moral theory. Though Anscombe, in
1958, did revive Virtue Ethics, bringing it to the battlefront to compete
with the other two theories, programmers did not pay much attention
to it, and those who did found strong obstacles to its implementation.
On the contrary, Consequentialism and Deontology were relatively easy
to program, thus ignoring Virtue Ethics as a valid option for a moral
theory of robotics. However, half a century of research in robotics has
shown that neither Consequentialism or Deontology seem to be up for
the task, failing in real world moral dilemmas and day-to-day life with
human beings. Based on the advances in robotics, which include neu-
ral networks, machine learning and robots with cognitive abilities, this
paper presents Virtue Ethics as a better option for implementing moral
behaviour on robots. Besides an effort to transpose Aristotelean concepts
to robotics, and the proposal of a hybrid (between top-down and bottom-
up approaches) architecture that could serve as a model for decision-
making based on Virtue Ethics, the main goal is to spark the debate on
how Virtue Ethics may be used in robotics.

Keywords: Virtue Ethics · AI · Morality · Machine Ethics

1 Introduction

Though open to discussion, machine ethics has been understood as a modern
interdisciplinary research field which attempts to understand and regulate the
ethical implications of robotics, not only in the sense of ethical consequences of
robotics but also in terms of moral design of future robots and AI [1].

The moral development of artificial systems is presently confined to designing
systems with an operational morality, meaning that programmers are simply
worried with ensuring that the systems work as designed [2], which is increasingly
being considered as inadequate.

In fact, although it might be true that some specific categories of AI might not
require ethics to function, as they constitute mere tools, it’s intuitively impossible
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to think about a nurse robot who doesn’t follow a morally acceptable conduct.
As Tonkens [3, p. 442] puts it, because autonomous machines will perform eth-
ically relevant actions, prudence dictates that we design them to act morally,
especially considering the possibility of strong AI to exist someday. On the other
hand, robots are growing functionally complex every day and also more human-
interactive [4], making ethics crucial in robotics.

Additionally, although morality can contribute to society’s welfare as some
authors argue, [5,6], in the case of robots, morality must also be considered as
related to safety. For the sake of the argument, let us consider a crosswalk. In
some places, crossing the road without using the crosswalk is dangerous but
other places there is no absolute danger in not using it. It’s very different to
cross the street in a city with a great amount of traffic or in a rural area where
where only local cars pass that road we’re considering for the purposes of this
example. Yet, some people tend to use the crosswalk either way and will use it
even when there’s no such necessity or danger. They do so because safety and
predictability are two important things for them.

It is imperative that robots act safely and predictably [4]. Yet, autonomous
robots should be more than just safe and operational [7] and should also be
explicitly ethical, be able to both choose and justify its actions [8,9].

In this paper, though we agree that Deontology or Consequentialism (in the
most common used form of Utilitarism) do provide some good solutions for some
simple moral quests, it is argued that Virtue Ethics may do better as an ethics
theory for the ethical development of robots. The idea per se is not new. A few
scholars have proposed the application of the Aristotelean Ethics to technology,
such as Shannon Vallor [10]. However, this paper expects to go further and
propose an architecture for AI systems to assess ethical dilemmas.

Before entering in the body of the argument, a small methodological note
must be made. It is obvious that it is impossible to address every single question
that this topic raises, as well as answer a priori all the questions that this
proposal, in itself, originates (and it does originate quite a few). However, it
has been argued that ethics, related to the digital, but also in general, may
benefit from an analysis with a bigger level of abstraction, since it allows us to
circumvent some properties of the object of study which are not well defined
or that are still up to debate [11]. This proposal follows this approach to some
extent, focusing on a very particular system and purpose.

Thus, the structure of the paper is as follows: first, some weaknesses of both
Utilitarism and Deontology are very briefly explored. Then, a small analysis of
relevant concepts of Aristotelean ethics is provided. Finally, a short description
of the current state of art is presented, namely regarding top-down and bottom-
up approaches, in order to sustain the proposal made in the last chapter of the
paper (which seeks the implementation of Aristotelean ethics to AI).
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2 Ethics and Robotics - An Overview of the Current
Challenges

2.1 Utilitarism

Utilitarians argue that every current state in the world can be described in terms
of a discrete value. The classic view tends to understand happiness as the only
thing that can be valuable per se, and numerous types, forms, and criteria to
define happiness have been proposed throughout the years. In this sense, the
core element of this perspective is that the current status of a given concept, for
instance, growth rates, poverty, health etc., is, at all times, valuable [12, p. 2],
in relation to the overall happiness. The most frequent flaw appointed to the
theory is that it is unable to recognize the moral importance of emotions, as well
as personal relationships [13,14].

Accordingly, in robotics, it is often argued that the ideal rational agent should
choose the action maximizing the agent’s expected utility [15]. Despite the prob-
lems in defining utility, in light of each task, Utilitarianism is still considered
amiable to quantification, therefore being the natural choice for machine imple-
mentation [16]. Accordingly, there is a general idea of what the definition of
utility might include: the agent’s own expected discounted loss or reward [17].

The word expected is far more important that one might think. Another
problem with Consequentialism, and Utilitarianism as a branch, is that none of
us, and certainly not robots, are omniscient [16], meaning we cannot be fully
aware of all the possible consequences of all the actions we’re considering in a
given moment. Therefore, evaluating how good or bad an action is according to
its consequences presents obvious problems, since some effects associated with a
specific action may be unpredictable. Good actions can have bad consequences,
simply because the agent didn’t have all the information regarding the context.

In this sense, if an action is a good action when it maximizes the robot’s
expected utility, this means the unexpected type of utility is excluded from the
equation. Though circling the problem (and not exactly solving it), Utilitarian-
ism found the way out of the labyrinth with the idea of expected utility. However,
as stated in the previous paragraph, unexpected and unpredictable events are
precisely what makes this theory vulnerable. Moreover, this trick still fails in
justifying things that we know, intuitively, that are wrong, such as killing, as
long as it is justified by good consequences that may derive from it. As long as
the healthy baby is saved, this theory sees no obstacles to the killing of an older
person by an autonomous vehicle (the infamous trolley trolley problem), if forced
to hit one or the other. In other words, by prioritizing an alleged well-being max-
imum, then killing a child over a CEO or a prime minister, is acceptable, since
these latter can be considered more valuable to society, leading to unfair choices.

Another problem with Utilitarianism in the case of robotics is that it appears
to be computationally intractable for calculating the complexity of human reality
in real time [4,18]. As described by Bench-Capon [19], while a Consequentialist
approach can be highly effective in a constrained situation, it is likely to make



Machine Ethics and the Architecture of Virtue 387

misjudgements when confronted with incompleteness, uncertainty and unantic-
ipated occurrences, which constitutes, in fact, most of our daily human life.

Also, when the goal is utility maximization, we can find a good solution but
not the best, meaning that the robot’s action might constitute a local optimum
but not the best overall action possible. The problem with a local optimum,
besides the fact that it is not, properly speaking, the best solution, is that the
decision maker cannot deviate from it without getting even worse results [17].

But Utilitarianism appears to have another setback, as shown by Wächter
and Lindner [20]. The authors did an exploratory study asking participants to
attribute blameworthiness to robots that made decisions in moral dilemmas,
using three ethical theories: Utilitarianism, Deontology, and Value-based ethics.
The results show that a utilitarian robot, while computationally appealing, accu-
mulates most blame across several dilemmas as compared to its alternatives. This
conclusion is important if we want a healthy human-robot relation.

2.2 Deontology

Deontologists reject Consequentialism, in part, because they believe we’re not
entirely in control of the consequences of our actions [12, p. 3]. According to this
theory, since it’s impossible to know, beforehand, all possible consequences of a
certain action, it does not make sense to judge an action as morally good or bad.

In this sense, defendants of this theory believe in the foundation of moral
duty, in the sense of obeying to certain, a priori, prescribed norms.

Deontology presents an enormous advantage since it is an easy moral theory
to implement in the code of AI, despite a certain complexity inherent to the
determination of the hierarchy of these norms. Also, to a certain extent, prohib-
ited norms can simply be removed from the programming code of the robot in
order to not be considered in a moral dilemma [21].

However, Deontology has a few obvious weaknesses. The first one is the fact
that it is still an open question whether absolute moral values exist. For instance,
in Europe, it is common to believe that one should not cut the queue to be served
before other people. In China, however, there is no such concept of a queue,
meaning everyone tries to be served first. Moreover, rules are often ambiguous,
and there are specific situations when it is acceptable to break them, though it
seems to be nearly impossible to agree on conditions justifying any breach [22].

Finally, we must also consider that even though a rule might be based on
the idea of doing moral good, that same rule in a concrete situation can end up
originating a horrible action. In this sense, this approach might also create the
negative effect described in Consequentialism, since bad consequences produced
by blind rule following are unacceptable to most people, especially considering
that the robot was designed to behave in a certain way [19].

In order to show the weaknesses of Deontology, Vanderelst and Winfield [7]
conducted a series of experiments, using Asimov’s Laws, where they assigned
the robot (A) the task of saving human lives. The experiments included three
different scenarios: (1) one where the robot merely has to secure its own safety
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by avoiding falling into a hole, (2) a second one where another robot (H) repre-
senting a human being was placed on the environment and (3) a third one with
two robots (H and H2) which represented two different human beings.

Robot A behaved perfectly on scenario (1), being able to avoid the hole. In
the scenario (2) it was also successful avoiding the hole, maintaining his own
integrity and saving the life of H at the same time. However, in the scenarios
where there were two human beings (in the form of “H-robots”) facing the danger
of falling into a hole, in almost half of the trials, the A-robot went into a helpless
dither and let both ‘humans’ perish [23]. Thus, this experiment suggests the
inefficiency of blind rules in dealing with complex ethical scenarios.

In conclusion, and as Bench-Capon [19] states, the deontological approach is
best suited in simple systems, where the complexity is such that it is possible to
envisage all possible situations.

Naturally, within the limited scope of this paper, there is no space to properly
discuss in depth the problems of consequentialist and deontological approaches.
But given the flaws presented for each, it is fair to inquire whether an alternative
approach is available and can avoid the problems posed by the other approaches.

3 Key Concepts of Virtue Ethics

For the purposes of this paper, there are at least three concepts from the original
theory of Virtue Ethics that are relevant for the architecture of a virtuous system:
Eudaemonia, Arete and Practical Wisdom.

The Aristotelian theory of ethics relies, firstly, on the question of knowing
how should I live, which translates to the much-discussed concept of eudaemo-
nia, and often associated with the notion of happiness or flourishing. It seems
questionable whether anything conclusive can be said about happiness, at least
something specific enough to guide us in our decision-making, while also being
somewhat general so it can be applied to all human beings [24].

On this subject, it is important to note that Julia Annas explains the concept
of eudaemonia by asking us to consider the Greek idea of the telos or overall
goal in life, (also mentioned by Aristoteles) which can give us some hints on how
we can program eudaemonia.

In fact, we can define the overall goal in life of a robot to help build a better
society. “Building a better society” is a goal strong enough to motivate good
behaviour towards humans and yet not too authoritarian such as “serve human-
ity” or anything similar. Besides, “serve humanity” would reduce moral actions
to humans, when we’re interested in robots having, for instance, environmen-
tal ethics. Concluding, we want something broad enough to account for every
domain of ethics, without, at the same time, prejudicing human beings.

When it comes to the notion of arete, roughly translated as virtue, it is
often understood as a reliable disposition to act in certain ways. As Hursthouse
described, if we believe someone is honest, we expect this person to perform
certain sorts of actions - such as telling the truth - and believe that the same
person won’t do other types of things - such as giving the wrong change to a
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customer. Additionally, these reliable dispositions may vary according to the
respective entity, meaning that soldier’s virtue differs significantly from that of
a poet, a musician, a politician, an ordinary citizen, and even, to a robot.

As virtues, vices are also relatively stable dispositions that motivate us to act
in a certain way. Traditionally, virtues are good character traits, and vices are
bad character traits [12]. In this sense, according to Aristotle, every character-
virtue lies between two vices, a vice of excess and a vice of defect. Courage, for
instance, is opposed to rashness on the one hand and to cowardice on the other
[25]. At this point, the greatest difficulty remains in finding the right intermediate
between excess and defect [25].

Arguing that the robot’s eudaemonia is helping to build a better society,
and using the idea proposed by Frede, we then shall define the robot’s virtues
by analysing its concrete function. In other words, for instance, if we’re devel-
oping a caretaker robot, prudence and kindness are crucial virtues, but maybe
courage won’t assume a preponderant role, though the latter can and should be
implemented in a robot whose function would be to assist firemen.

These virtues, as we will be able to discuss deeply later on, are acquired
by practice, i.e., by acting in the appropriate way: by doing brave acts people
become brave [25]. In this sense, practical wisdom, according to Aristoteles, is an
acquired disposition that involves reasoning well about such matters. Ultimately,
it is what allows an entity to make intelligent judgments in order to respond
appropriately in any particular situation [12, p. 77].

This, according to Aristoteles, requires an appropriate education. It is only
by making decisions again and again, under different sorts of circumstances, that
the moral action is mastered [25].

This idea of education somehow translates to the external feedback which,
according to Berberich & Diepold [26], is one of the three important mechanisms
for an effective moral reward function, essential, from the computational point
of view for the ethical decision. The external feedback is important to us humans
since it shapes our learning process. We might not know that a certain action
is not advisable, until someone else tells us. Also, while essential cognitive abili-
ties are being developed, external feedback from our parents is essential for the
adjustment of the internal moral code. Yet, as Frede [25] states, the following
question remain unanswered: Who are the educators and where do their stan-
dards come from? As the author states, there are two possibilities: (i) family,
friends, and the community at large, and (ii) the legislators. This is where Aris-
totelian virtue ethics and robotics cross paths: we have, today, machine learning
techniques that allow the robot to acquire what Aristoteles calls practical wis-
dom, an idea that will be explored later in this paper. In other words, robots
would be able to have practical wisdom learning from realistic data [26], which
can be done through machine learning.

The other two important mechanisms that help to build a more effective
moral reward function are the internal feedback and the observation of moral
exemplars. The internal feedback, in the sense of internal reflections of the robots,
has a significant share in the moral processing, but the authors are not very clear
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of how one can turn into code the internal reflections of the human being and
so far, no one seems to have succeeded at it.

Regarding observation of moral exemplars, in the Aristotelian view, people
begin the process of acquiring virtue by imitating the behaviour of virtuous peo-
ple. Going a little further, Annas argues that it is not just a matter of imitating
our role models but coming to understand their reasoning. Truth is, if robots
could learn, not only from the situations where they take part, but also from
contexts in which they do not participate, they would learn much faster.

It is possible that the process of observation of moral exemplars, confronted
with the theoretical knowledge the robot has, could constitute a form of internal
reflection, since it forces the robot to link what it knows with what it just
saw, and learn from it. From this point of view, it is relevant to underline that
examples that we choose to educate the robot must be, in an initial phase,
carefully chosen. Otherwise, we may end up with robots such as Tay, that learnt
from twitter how to be racist in less than twenty-four hours.

An argument for practical wisdom in robots has been made. Now, when
it comes to the description of moral norms in robotics, there are three main
approaches: (1) Top-down, (2) bottom-up and (3) Hybrid approach. The advan-
tages and difficulties of the first two will be presented briefly, in order to guide
the proposal thereafter presented.

4 An Aristotelean Hybrid System - A Proposal

4.1 Top-Down Vs Bottom-Up Approaches

Applied machine ethics, in general, has two methodologies: top-down and
bottom-up [1]. The top-down approach implies decomposing a task into sim-
pler subtasks and implement such tasks directly, while building a hierarchical
logic between them. In this sense, we have an antecedent general ethical theory,
and the robot derives the consequences of this theory for particular cases [2].
By contrast, bottom-up methods feed the system with moral facts and allow
it to analyse and make logical inferences on those facts [26]. Put differently, in
bottom-up approaches normative values are implicit in the system [2].

The latter approach presents itself as a great option in the sense that, if
integrated successfully, these components can originate complex dynamic sys-
tems, with a range of reaction-choices according to the environment [2]. This is
relevant because morality is not static. Nevertheless, they appear to show some
difficulties in identifying the adequate goal for evaluating choices as the context
changes, when the information is confusing or incomplete.

On the other hand, top-down has trouble in the real world because in a
constantly changing world, it’s hard to deal with morality simply with stationary
rules, since it’s highly unlikely that those rules can cover every single context.
Another obstacle to this approach resides in defining the hierarchy between the
rules [2]. In fact, in 1985, 35 years after creating the first rules, Asimov added
a Zeroth law, which superseded the other three, instructing the robots to “not
injure humanity, or, through inaction, allow humanity to come to harm”. This,
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however, in no way obviated the dilemmas intelligent machines would encounter,
which may suggest that rules or laws are not an effective design strategy for
building robots whose behaviour must be moral [27].

The strength of this method relates to their capacity of defining goals, mean-
ing that although there’s one global task, it can be applied in countless specific
challenges. The problem, however, is that it is a thin balance: programmers
either define the general goal in a vague manner, therefore, debatable, or if well
defined, too static, therefore failing when facing new conditions.

4.2 The Proposal for a Hybrid System

As a way of surpassing the above-mentioned challenges, methods using both
top-down and bottom-up approaches are frequent [2] and might be useful.

In fact, Marcello Guarini, trained a simple neural network assess if an action
such as, “Jack kills Jill; innocents are saved” is acceptable or unacceptable. His
research indicated that a neural network would probably have to be combined
with top-down moral principles to be truly accurate, and to offer any explanatory
rationale for the decisions made [28]. Truth is, after training a simple recurrent
network on a number of cases, the algorithm was capable of providing plausible
responses to a variety of previously unseen cases. However, Guarini argued that
principles were still needed [29, p.284].

The next step is to take on what has been proposed along the years, in
the literature, described in Chap. 3, to implement an ethical system in robots.
Despite the fact that some of these proposed architectures were not created for
virtue ethics they still can give us very good hints of how it should work.

Globally, the idea of the presented architecture is the following (Fig. 1): upon
receiving the input, a distinction is made; either the robot has confronted that
context before, allowing for a shortcut in moral deliberation, or it is a new
context demanding deep analysis of the situation.

This analysis of the moral context takes place in a module called model of
the world, which will have two submodules - one regarding theoretical knowledge
and other called practical wisdom or practical knowledge.

The theoretical knowledge and practical wisdom modules will be subse-
quently divided in smaller modules, the first into submodules of Virtues (follow-
ing a top-down approach), moral cognition, moral vocabulary and moral com-
munication, and the latter with the submodules of external feedback, internal
feedback and exemplars (which were discussed in the previous section).

Additionally, we cannot forget the importance of sensors. If not accurate,
meaning if they don’t capture the right context, the robot will eventually misin-
terpret the situation, causing the moral deliberation to be inadequate from the
very start. If the human companion of the robot laughs because he saw some-
thing funny on a video and the robot’s sensors fail to identify the laughing and,
instead, thinks he is crying, he might react asking if there’s anything he can do
to help, instead of just assume he is laughing because he saw something funny
on the internet and keep his tasks going normally.
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Besides, one of the components of external feedback has to be, naturally, the
human’s reaction to the robot’s movement. If the human looks confused or talks
to the robot in the sense that he shouldn’t have taken the previous action, it
must be taken into account in the form of external feedback. Therefore, sensors
must be well equipped and accurate so the robot can store and analyse the
right information. The output and environmental reaction to it provide then the
external feedback submodule in the practical wisdom.

Fig. 1. General diagram of the proposal (hybrid approach)
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The four elements included in the theoretical submodule and also the sub-
module of the decision making are, according to Malle [30], the essential com-
ponents for the robot to have moral competence. Moral competence means that
the robot has a dispositional capacity to deal adequately with certain moral
tasks. In his view, moral competence is composed by these five valences which
the robot must have in order to show adequate moral behaviour.

The first is decision-making, which seems quite consensual, considering that a
great part of ethics concerns the meaning of right action. Regarding this subject
it is important to note that most of the time, moral decisions are not about
making the right or wrong decision. Conversely, the difficult decision-making
procedure concerns the situations where we must choose one value in detriment
of another [31]. As an example, we have the case of considering telling one friend
that his spouse is having an affair, while at the same time we are friends with the
one who’s having the affair. In this case we have the value truth in confrontation
with the value loyalty. This is relevant for the decision-making process, which
will be described in the following section.

The second valence, and inspired in recent studies on Psychology and Soci-
ology, the author claims to be moral communication, which includes specific
phenomena such as negotiating blame through justification and excuses, apol-
ogy, and forgiveness [32–36]. Moral communication is also needed to interact with
other people, in order to regulate each other’s behaviour. People often express
their moral judgments either to the alleged offender or to another community
member [37,38], the offender may contest the charges or explain his action [32]
and conversation or compensation may be needed to repair social estrangement
after a norm violation [39,40].

The third aspect that is crucial would be a norm system, which in this article
we will assume to be the virtues, or the prescription of their notions or concepts.
As argued before, programming this network, in advance, to the detail appears
to be somewhat ineffective, considering the enormous number of norms, which
in turn are activated in highly context-specific ways, and imply a subtle and
constant adjustment of the system network and all new context situations that
can occur that were not predicted by these norms in the first place.

According to Malle [30] and other authors mentioned throughout this paper,
a more promising direction is to mix teaching through interaction with unsuper-
vised and supervised learning, “practice” through constant browsing of existing
data (for instance, novels, conversations, movies, children’s stories) along with
feedback about inferences. A great example of the latter is crowdsourcing of
“inquiries” (such as the Open Roboethics Initiative, in 2014).

Real life interaction may also provide a tight associative network, constantly
strengthened through physical interactions with the world and communicative
interactions with other community members. This would then help explain why
norms can be rapidly activated, and some norms faster than others [41].

The fourth, is a moral vocabulary that allows the agent to represent these
virtues, use them in judgments and decisions, and communicate about them.
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Finally, the fifth valence concerns moral cognition, that can be defined as
the norm network that allows to quickly detect and react to prototypical norm
violations, such as direct physical harm to another person.

As Malle [30] states, to avoid comparisons of every identified event against
every stored norm, therefore losing a considerable amount of time, the context
must be transformed into a constrained problem. Though the idea is to have
virtues/norms activated locally, such that specific physical and social contexts
trigger a manageable set of norms, thus confronting segmented events to be
compared to a smaller set of norms. The main goal is that, over time, the features
that are used to identify events may also become features that trigger specific
virtues. But for this to happen, it is required a module specifically ascribed to
practical knowledge execution and storage, which would be linked to the virtue
submodule, constantly updating the latter.

Wallach, Allen & Smit suggest that for Virtue Ethics, since we aim to culti-
vate a moral character in the robot, it can be achieved by (i) a top-down app-
roach, using predefined virtues to be our general theory or (ii) through a bottom-
up method, allowing the computer to learn on its own [2]. In their point of view,
the latter would need the contribution of connectionist views (e.g., neural net-
works), in which similarities have been noticed with Aristotle’s Virtues [42]. Con-
nectionism provides a bottom-up strategy that allows the building of capacities
that we traditionally regard as complex, such as pattern recognition or natural
category creation, by mapping statistical regularities in complex inputs. Through
the gradual accumulation of data, the system will then develop responses that
can go beyond the particular situations in which it has been trained [2], allowing,
also, the robot to be sensible to cultural differences.

Unlike top-down ethical theories, in bottom-up approaches the goal functions
as an ideal to be discovered. In bottom-up approaches an environment is created,
where an agent explores courses of action, learns, and is rewarded for behaviour
that is praiseworthy.

The particular trait of this mechanism is that if the output is not the correct,
the machine autonomously changes the values and the weights until it obtains the
desired result. Accordingly, Honarvar & Ghasem-Aghaee [43] trained a neural
network to identify whether some medical actions should be considered right
or wrong and the machine was actually able to identify a fair number of cases
previously trained.

Moreover, Aristoteles supported the idea of the unity of virtue thesis, which
implies a close relation between virtues and practical wisdom. A good example
to illustrate this point is the virtue of kindness. When parents want children to
learn this virtue, they tell them to be gentle and show them how, by teaching
how to pat the kitten or hold the new baby. This will probably be done more
than one time, in different ways, since it will take time for the child to learn.

Annas also supports this vision by noticing how virtues are not taught sepa-
rately to children. If we want to teach a child how to be generous, besides encour-
aging her to give things away, we need to teach to some degree the conception of
ownership as well as fairness and justice. Annas argues that this shows that some
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virtues “cluster”, since life itself is not compartmentalized. A moral architecture
should try to preserve this unity, since we cannot say the robot fully understands
honesty if when deliberating it’s only worried about telling the truth and not
also about, for instance, benevolence and kindness, that allows it to comprehend
the harm that same truth may cause [44, p.209].

Given the above described, in the virtue’s submodule, the organization pro-
posed is in the following Fig. 2.

Fig. 2. Virtue’s organization proposal

The example given considers few virtues, since the goal is simply to explain
the interaction between the virtues. If we have a caretaker robot, courage is not
an essential virtue, therefore quantified in twenty-five, on a scale from zero to
one hundred (honouring Aristoteles idea of vice of excess and vice of defect), for
instance. Each number of the scale could have associated with it a probabilistic
set of actions that the robot may or not do. As an example, a robot whose
courage is defined to be 25, could have a 15% probability of standing in the way,
as an obstacle to the entrance of someone who he knows, but doesn’t trust, in
the house (for instance, the owner’s brother). All these sets will change as the
robot learns more information and is confronted with new situations.

On a more abstract level, the virtues are connected to one another by stronger
or weaker connections. In the example above, with caretaker robots, kindness,
benevolence and justice have a stronger connection between them, when com-
pared to courage. These sets can also be altered by the machine, if the system
recognizes that, let’s say, benevolence needs a stronger connection to kindness.
The goal is to allow faster connections between the virtues in the decision mak-
ing and guarantee that the robot knows that if he is considering kindness as a
virtue in the moral dilemma, he also needs to take into consideration the virtue
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benevolence in the decision. The result of this processing would then be used in
the module of decision making.

For implementation, this architecture can use a combination of machine
learning and deep learning for pattern recognition, reinforcement learning for
decisions, and knowledge-based systems for reasoning. The system starts with
an input layer, followed by a model classifying the input into known or unknown
situations. If known, it proceeds to the decision-making module.

Yet, if the input is categorized as a new situation requiring in-depth analysis,
the system can use a knowledge-based system that includes modules for theoreti-
cal knowledge and practical wisdom. The theoretical knowledge module, with its
top-down approach, could utilize natural language processing (NLP) and seman-
tic analysis to extract concepts and ideas from internal or external sources. The
practical wisdom module, with its bottom-up approach, includes submodules for
external feedback, internal feedback, and examples. The external feedback mod-
ule could use sensors and other sources to provide real-time situational data and
feedback, while the internal feedback module could use reinforcement learning
to adapt the system’s behavior based on its performance. The examples module
could use case-based reasoning to draw on past experiences to help inform the
system’s decision-making.

The virtues sub-model has a weighted system, each virtue is assigned a weight
that represents its importance or priority relative to the other virtues. Addition-
ally, each connection between virtues can have a weighted value that represents
the strength or influence of the relationship between the virtues. The weights
for each virtue and the connections between them can be updated over time
based on the robot’s function, as well experiences and feedback from internal
and external sources. This process can be automated using multi-criteria deci-
sion analysis (MCDA) techniques to provide a framework for weighting and
prioritizing multiple criteria or factors.

Finally, the decision-making module incorporates analysis from the model of
the world module, which identifies conflicting virtues and guides moral deliber-
ation. This module could use reinforcement learning algorithms or other tech-
niques to select the appropriate action based on the identified virtues and moral
principles. It learns from past experiences, adapts system behaviour based on
performance, and considers weighted values assigned to each virtue and the con-
nections between them to make informed decisions.

In general, for the implementation of this complex system, measuring accu-
racy, decision robustness, confidence, and comparing performance, alongside
A/B testing, cross-validation, sensitivity analysis are crucial evaluation and vali-
dation techniques. Addressing challenges in data, quality, and updates is critical,
as is scalability across data, modules, and resources. The system’s capacity to
generalize handling diverse situations will also be a challenge. Ethical considera-
tions in implementation involve clarifying accountability, ensuring transparency,
rectifying biases, safeguarding privacy, and enabling human intervention. Assess-
ing long-term consequences involves predictive models and ongoing monitoring.
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User feedback refines decision-making, and successful deployment includes pilot
testing, real-world testing and stakeholder collaboration.

4.3 Conflict Resolution

Opposing to the model of the world module, while using its data, we have the
decision-making module, where the identification of the conflicting virtues and
the moral deliberation takes place. If the robot has been confronted by the
present situation before, from the module identification it jumps right to this
module of moral decision.

One of the major critiques that is often appointed to Virtue Ethics is the fact
that it does not provide a straightforward method for solving moral dilemmas,
while Consequentialism and Deontology each have a distinctive decision proce-
dure for these dilemmas. In the case of consequentialism, it involves looking at
probable consequences of each alternative, and figuring out which is most likely
to produce the best outcome. Deontology, on the other hand, focuses on the set
of rules in order to check if any of the actions violate any prescribed rule.

When it comes to Virtue Ethics, as stated by Annas [45], it appears to be
difficult to apply some of these abstract concepts, such as kindness, for instance,
to real life specific dilemmas and actions.

Hursthouse argues that in a moral dilemma we have a conflict in v-rules,
which according to her are the guidelines set by virtues and vices. For instance,
the virtue of charity prescribes helping others, as the virtue of honesty prescribes
telling the truth or courage advises to face fear without running away. Thus, each
term provides action guidance for dealing with particular moral situations [46].

In this sense, she argues that Virtue Ethics provides a descriptive value of
the action, which the author considers to be the prescription of the rules needed
for action guidance. In other words, do what is honest is a prescription, which
has the other side of the coin, which would be don’t be dishonest [47, p. 35–36]
and morality can be codified through these types of rules, although most Virtue
Ethicists refuse the idea that rules can solve every moral problem we encounter.

Thus, it appears that Virtue Ethics can provide action guidance. How about a
decision procedure? Although contemporary Virtue Ethicists, such as McDowell
[48], reject the idea of a strong version of a codified ethics, they are still open to
some level of it, in the sense that the view that moral principles do not play a
crucial role in the thought and actions of the ideal moral agent [12, p. 145].

However, and while defending that rules are way too strict to be able to
respond to everyday life, Aristoteles did believe that some principles are absolute.
For instance, he states that adultery, theft, and murder are always wrong.

It is true that rules seem somewhat inadequate to solve every single situa-
tion that may occur, but it is also true that there is, technically, a considerate
difference between a rule and a principle, in terms of vagueness as well as appli-
cation. A principle, by definition, is abstract and indeterminate, as its function
is mainly direct behaviour or help in the interpretation of the rules, which, on
the contrary, are applicable in an all or nothing fashion, in the sense that either
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the facts described in the rule occurred and we can use it, or we cannot, if the
requirements of the rule are not met [49].

In this sense, one can reject the strong codifiability thesis, and yet support
the existence of principles in moral judgement. This is what Hursthouse [50]
does. She accepts that rules and principles play a role in moral thought and
decision-making. If unsure of what one must do, he then must do whatever is
kind, generous, and courageous, and avoid doing what is selfish, inconsiderate,
arrogant, and cowardly. In this sense, one might argue, virtues end up being a
kind of principle that guides one’s behaviour.

In the case of robotics, it seems obvious that without a few programmable
principles, morality won’t do much for them. Furthermore, even exceptional cases
must be justifiable, if not through specific rules, in general terms so that every
morally well brought-up person will agree that the right decision has been made.

Also, robots will need a mechanism for conflict solving. If the robot has
the virtues activated directly in work memory it will be easier to identify the
conflict, since it constraints the possibilities. In other words, if a robot knows
he is performing an action that involves compassion, kindness, prudence and
honesty, he knows that he has to search for a conflict in these four virtues,
thus ignoring other virtues such as honour. In this module, besides identifying
conflicting virtues, a list of alternative actions must be elaborated and one of
them chosen, based on the virtues prescribed and their connections.

Now let’s say we have a nurse-robot operating in a pandemic context. This
robot is treating a terminally ill patient, which will probably die in a few weeks.
Due to the pandemic, visits are forbidden. However, knowing that the patient
will die soon, his wife begs the nurse-robot to see him. We know that these
pandemic restrictions will not end anytime soon. How does the robot decide?

First, he identifies virtues in use in the present context. Each virtue has
specific actions attached, with probabilities that were learnt and trained by the
robot itself. Prudence prescribes being cautious as well as following the rules.
Compassion, however, prescribes caring about other people’s suffering, therefore
doing whatever is possible to help.

Remember that the nodes of the virtues shown in Fig. 2 are not necessarily
the same size. Odds are they will have a different proportion, initially defined by
the programmer and then altered by the machine according to its training. This
means while performing tasks and deciding in dilemmas some virtues will matter
more than others, just like it happens with human beings. But this is a trained
robot, meaning decision making will not supposedly be shockingly inadequate.

In the end, the robot identifies the specific actions in the collision course, as
well as which of the virtues have more importance in terms of his function. In
this sense, if the robot reaches the conclusion that prudence is heavier in this
situation, he will deny the request. On the contrary, if the robot finds compassion
as more relevant for the task, he will accept the visit.
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5 Conclusions

We need robots to do more than just work safely. Human-robot interaction
cannot be conceived without a complex moral system to bridge the relation.

Both Consequentialism and Deontology provide a compartmentalized vision
of ethical problems, showing many flaws when it comes to ethical dilemmas in
real life contexts.

Merging machine learning techniques and Virtue Ethics could provide inter-
esting solutions for the challenges that currently exist on machine ethics, with
the adequate training.

The main purpose of this work is to motivate machine ethics research
in the direction of Virtue Ethics and how it can be applied, in practice, to
robots. Though not applicable to every type of robot (excluding, for instance,
autonomous vehicles) cognitive robots should be able to process information
similarly to human beings.
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53. Aristóteles.: Ética a Nicómaco. 5th edn. Quetzal, Lisboa (2004). Translated by

António Castro Caeiro
54. Anderson, M., Anderson, S.: Ethical Healthcare Agents. In: Studies in Computa-

tional Intelligence, vol. 107, pp. 233–250. Springer (2008)

https://doi.org/10.1207/S15327973RLSI3304_02
https://doi.org/10.1207/S15327973RLSI3304_02
https://doi.org/10.1111/j.1467-9280.2009.02411.x
www.bu.edu/wcp/Papers/Cogn/CognDemo.htm
https://doi.org/10.1109/CIRA.2009.5423190
https://doi.org/10.1007/s10892-014-9165-2
https://doi.org/10.1007/s10892-014-9165-2
https://doi.org/10.1111/japp.12103
https://doi.org/10.1111/japp.12103
https://doi.org/10.1111/j.1933-1592.2005.tb00476.x


DrugChecker: Blockchain-Based
Counterfeit Drug Detection System

Amira Zaimia1(B) and Jalel Eddine Hajlaoui2

1 Higher Institute of Computer Science of Kef, University of Jendouba, Jendouba,
Tunisia

amirazaimia@gmail.com
2 MARS Research Laboratory, University of Sousse, Sousse, Tunisia

Abstract. The new technology Blockchain has moved beyond being a
mere advertising slogan to practical applications in industry sectors such
as the pharmaceutical industry. Building on This innovative technology,
several researchers have started to explore it in applications such as data
security, sharing of medical records with doctors or authorised patients,
drug detection. In this paper, We offer a drug verification solution that
allows the user to verify their drug by displaying their name, date of
manufacture and expiration as well as the addresses of the manufacturer,
wholesaler and the pharmacist.
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1 Introduction

Drug counterfeiting has become a concerning global scourge, threatening the
health and safety of millions of people worldwide. The infiltration of counter-
feit drugs into traditional pharmaceutical supply chains has devastating conse-
quences for public health, exposing patients to serious risks, such as therapeutic
inefficiency, adverse effects, and even mortality. Faced with this growing menace,
the search for innovative solutions to secure and guarantee the authenticity of
medications has become a critical priority for the pharmaceutical industry and
regulatory bodies.

In this context, we are proud to present our revolutionary application for
detecting counterfeit drugs, based on blockchain technology. Our solution aims
to address the complex challenge of drug counterfeiting by harnessing the unique
capabilities of blockchain to ensure unfaltering traceability and proactive detec-
tion of counterfeit products throughout the pharmaceutical supply chain.

The remaining sections of this paper are organized as follows:
In the subsequent section we present the essentials of the Blockchain technol-

ogy. In The third section we define the possible attacks on blockchain technology
and their countermeasures. Next, we describe detailed technical design of the pro-
posed solution. After that, We focus in the last section on the implementation of
our system. We also specify the different stages of the implementation and the
results obtained.
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2 State of Art

2.1 Blockchain Technology

Blockchain is a technology designed to store and transmit information. By exten-
sion, a blockchain is a decentralized ledger that records the complete history
of all transactions conducted among users from its inception. The concept of
blockchain has been proposed to solve certain problems in the context of money
transfer. Currently, it is necessary to go through a bank to transfer money. This
transaction can fail due to technical problems, exceeding the daily transfer limits
and additional costs such as transfer fees associated with the money transfer...
Unlike the blockchain where the payment system is overseen by a peer-to-peer
(P2P) network.

Features

– Decentralisation: it is a decentralised database system, the data are dis-
tributed. Consequently, there is no central authority to authorize transactions
or establish specific rules for their acceptance,and no service fees are required.

– Immutability: once transactions are validated, it becomes impossible to mod-
ify or delete them.

– Anonymity: Every user can engage with the blockchain using a generated
address that conceals their actual identity, making it a more secure and reli-
able system.

– Auditability: The bitcoin blockchain stores user balance data founded on the
UTXO (Unspent Transaction Output) model.

Structure The blockchain is a series of blocks that holds a comprehensive
record of transactional data. [1].

Transaction: Transactions are the exchanges made between blockchain users.
Every user possesses a private key utilized for signing their transactions. This sig-
nature process ensures the security and integrity of the data. These transactions
can be medical data, industrial information, monetary transactions...

Block: The block is one of the main elements of a blockchain. Each block
contains the block header, the hash of the previous block and the list of confirmed
transactions, as shown in the following figure.
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Fig. 1. Blockchain structure [15]

The block header contains:
Block version: Define the set of rules to follow in order to validate a block.
Merkle tree root hash: Contains the hash values of all transactions.
Timestamp: Presents the date and time of the mining.
Nonce: Represents a 4-byte field that initiates with 0 and increments with every
hash calculation.
Hash of previous block: It represents the hash value that references the preceding
block.
The body of the block which contains the transactions and the transaction
counter.
Block chaining: Within a blockchain, blocks are interconnected by hash values,
with each block containing the hash of preceding block.These hashes ensure the
cryptographic integrity which prevents the content of existing blocks from being
altered.

Mining. Blockchain mining involves solving a cryptographic problem, resulting
in the generation of new blocks within the blockchain. Miners who successfully
create new blocks are rewarded financially. To find the next block, a miner
must solve a computational puzzle by hashing the block header with various
nonces. Occasionally, when two miners simultaneously discover valid blocks and
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submit them, the network may encounter disagreements on the last block due
to networking delays and synchronization issues.

2.2 Consensus Algorithms

In this section we describe some consensus algorithms.

Proof of Work. The proof-of-work algorithm stands as the inaugural algorithm
devised for blockchain technology. It was proposed by S. Nakamoto to handle
Bitcoin transactions. This algorithm endeavors to solve a mathematical puzzle
using a cryptographic hash function to enable the addition of a new block to
the chain. It uses miners who exploit their computational capacity to validate
and authenticate blocks and transactions in the blockchain. Consequently, the
miners attempt to discover a nonce that can only be achieved through repeated
attempts with various values until the output falls within the specified target
range. Once a participant identifies the nonce, they disseminate the block and
transaction information to the other nodes. Then, if the new block is verified
and validated, it will be added [2] .
Proof of stake it was proposed to resolve the weaknesses of proof of work. It is
a consensus mechanism where the validation of blocks depends on the economic
commitment of the network participants. The mining process does not require
high computing power compared to PoW, which reduces the amount of energy
consumed.

Pratical Byzantine Fault Tolerance. This algorithm was suggested to miti-
gate the Byzantine flaw that occurs in response to a failure raised by the BGP
(Byzantine General Problem).
It is composed of 5 phases [3]:
Request: A request message will be sent to the primary node by the client
Pre-prepare: One of the blockchain nodes is selected as the primary node, while
the remaining nodes act as replica nodes. The primary node disseminates the
request message to the replica nodes via broadcasting.
Prepare: the condenser will be broadcast by the replica nodes to the main node
and to the other replica nodes.
Commit: Upon verification, the node disseminates a commit message to the rest
of the nodes..
Reply: Once a node (including both primary and replica nodes) receives 2f+1
commit messages, it responds to the client, furnishing a new block to the local
blockchain, and establishing a link to the state database. This concludes the
entire process.

2.3 Types of Blockchain

There are mainly three types of blockchains:

The public blockchain: It is a decentralized network functioning on a peer-to-peer
system. It is accessible to everyone: anyone can carry out transactions. This type
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of blockchain can be assimilated to an unfalsifiable ledger managed by miners
whose role is to verify transactions and validate blocks.
Private blockchain: it’s a private network runed by a central body that is respon-
sible for adding blocks to the blockchain. Access to this type of blockchain is
restricted and requires the approval of the central body. It offers different access
rights to people in the same network to ensure data confidentiality.
Consortium blockchain: This is a partially decentralised network [3]. The valida-
tion of blocks is taken by the majority of the most important members and not by
the whole network as in the private blockchain. It offers a better confidentiality
of transactions. This blockchain is preferable in the banking sector.

2.4 Blockchain Platforms

There are several platforms for designing blockchains such as Ethereum, Bitcoin,
Hyperledger Fabric, Litecoin, Peercoin... In this section we focus on Bitcoin,
Ethereum and Hyperledger Fabric.

Bitcoin is the world’s first crypto-currency defined by Satoshi Nakamoto
in 2008 [4]. It facilitates direct online payments from one party to another,
by passing the involvement of a central authority. It was introduced with the
aim of resolving the problem of double spending, where the same electronic
coin is used to pay for several things. In the centralized system, this problem
is solved through a central authority which can be a bank or other trusted
third party, Nakamoto proposed a time-stamping server which ensures that all
transactions appear chronologically in the database. Electronic payments are
ensured by generating bitcoin transfer transactions between users.

Ethereum was co-founded by Vitalik Buterin, who first had the idea in Octo-
ber 2013. After a year, he created the ethereum foundation. The first version of
the platform was released in June 2015 [5].

Ethereum is a blockchain allowing the creation of smart contracts by users.
It is a public and secure data structure where all transactions are signed by
the sender, grouped into blocks and the blocks are chained. Smart contracts
are autonomous programs capable of executing predefined conditions. Smart
contract systems allow the transfer of assets according to pre-designed rules.
Each contract has an address in ethereum.

In 2015, The Linux Foundation established the Hyperledger project with the
goal of promoting blockchain technologies across various industries. Built upon a
modular architecture, it exhibits remarkable levels of privacy, resilience, flexibil-
ity, and scalability. [6] Hyperledger Fabric belongs to the family of Hyperledger
blockchain projects. Similar to other blockchain technologies, it incorporates a
ledger, utilizes smart contracts, and serves as a transaction management system
for participants. The Hyperledger Fabric network consists of a set of of nodes
such as peers, principals, customers...
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2.5 Attacks and Countermeasures

While blockchain technology is widely acknowledged for its strength in security,
privacy, and immutability, it is not entirely immune to various types of attacks.
In this section, we present a study on possible attacks on blockchain and their
countermeasures.
Double spending attack refers to the use of the same crypto-currency for
transactions. For example, in bitcoin an attacker creates a transaction Tx1 using
a set of coins with the address of the seller’s recipient and spreads it across the
network. At the same time, he creates and disseminates another transaction Tx2
using the same coins with his address or a wallet that is under his control. As
soon as the seller receives enough confirmations, he releases the product to the
dishonest customer. Once the attacker’s chain surpasses the length of the main
chain, other miners come to a consensus and adopt the attacker’s branch. Tx1
is then replaced by Tx2. As a result, the attacker receives the product and the
funds at the same time.

The most effective and simple way to avoid double spending is to wait for
several confirmations before delivering goods or services to the recipient. In par-
ticular, the possibility of successful double-spending decreases as the number of
confirmations received increases. Another possible solution is to detect a case of
double spending by monitoring the progress of the blockchain and, once detected,
identify the adversary and take appropriate action [11].

In a Selfish mining attack, an adversary attempts to mine his blocks pri-
vately and release them when the public chain of honest miners begins to app-
roach the length of the private chain. In the context of the longest string rule, the
initial measure implemented is known as uniform link breaking. This instructs
the consensus nodes to uniformly and randomly select the chain to be extended,
irrespective of the order in which they received them. The Zeroblock algorithm
[12] The Zeroblock algorithm safeguards against this attack through the imple-
mentation of a novel timestamp-free technique. In this method, each block must
be created and transmitted within a specified maximum time interval. If a selfish
miner retains a block privately for longer than this interval, an honest miner will
reject it.

Eclipse Attack: This refers to a form of attack where an attacker attempts
to isolate nodes, thereby compromising their incoming and outgoing traffic. The
attacker seizes complete control of a node’s connections to the blockchain net-
work, thereby exerting dominance over all incoming transactions to that node.

To avoid this type of attack, A. Ghosh et al. [13] propose to use whitelists
and to block incoming connections. Another solution proposes to set a limit on
the number of incoming connections. One solution is to store the connections in
a confidential table [11]: the nodes connected by the users will be stored in a
confidential table.

Sybil Attack: This type of attack involves an attacker creating multiple virtual
identities to gain control over the entire network. These nodes with virtual identi-
ties are known as Sybil nodes. Through this method, the attacker can disconnect
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genuine nodes from the blockchain network. Miners join the network to obtain
rewards, and the attacker can generate a large number of credentials within the
network. Additionally, a malicious node can also execute a Sybil attack by intro-
ducing numerous zero-power miners to the blockchain network. These miners
engage in data dissemination but lack the capacity to mine new blocks. These
Sybil nodes promote the propagation of a single attacker’s block within the net-
work while halting the dissemination of authentic user blocks. To counter the
effects of the Sybil attack, a solution has been proposed where each participating
node monitors the behavior of other nodes and checks if any node is transmitting
blocks from a specific user within a certain time frame. Such behavior is deemed
malicious, and the nodes responsible are blacklisted and reported to other nodes
to prevent the propagation of blocks from the Sybil node..

The 51% attack, also known as the majority attack, In the blockchain
context, a 51% attack takes place when a group of miners or a single miner
acquires control over more than 50% of the computing power within the network.

Normally, when a miner finds a solution to validate a block, he shares it on
the network for verification. If this is the case, the network validates the solution
and the miner receives a reward. In the case of a 51% attack, the malicious
miner creates his chain in private, which explains the existence of two distinct
blockchains: one followed by all the honest miners and the other followed by the
dishonest miner.

2.6 Blockchain in the Pharmaceutical Sector

Ever since the advent of blockchain technology, several researches have been
carried out to exploit it in order to find solutions to existing problems in the
health field such as counterfeit drugs, sharing of medical records.

Jamil et al. [7] discussed the problem of counterfeit drugs and in this context
they proposed a solution based on hyperleger fabric to improve the supply chain.
It is a proof-of-concept application that ensures the sharing of personal medical
records between doctors, nurses, patients and pharmacists. It also tracks the
supply chain of medicines.

Andressa et al. [8] proposes a blockchain architecture based on hyperledger
to share patient medical records. This architecture is composed of four related
elements which are clients, blockchain, storage system and certification authority.
Kuma et al. [9] propose a blockchain solution, called Medical chain that ensures
the storage of the drug supply chain to be able to detect counterfeit drugs while
encrypting QR (quick response) code.

Long et al. [10] present a solution based on blockchain technology called
DrugLedger. It is a drug traceability system that ensures data confidentiality. It
implements the packaging and repackaging mechanisms for drugs.

Several projects have been set up in the pharmaceutical field. Table 1 contains
some examples of these projects.
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Table 1. Pilot projects for drug traceability based on blockchain technology [16]

Product and pilot participants Type of solution Platform

IBM, KPMG, Merck, Walmart Blockchain-based track and trace
system.

Hyperledger

IDLogiq Blockchain-enabled intelligent med-
ication management with authenti-
cation.

Private plat-
form

MediLedger-Amerisource Bergen,
McKesson, and drug manufactur-
ers Genentech, Pfizer, Gilead

A blockchain-powered system for
product verification, specifically
designed for handling salable
returns.

Permissioned
Enterprise
Ethereum

TraceLink-over 22 participants
including manufacturers, whole-
salers, distributors

Blockchain-based network solutions
enabling digital recalls with inter-
operability.

Hyperledger

Indiana university health and
Wakemed health and hospitals

A blockchain-powered solution for
tracing specialty medicines across
providers’ networks, whether inter-
nal or external

Private plat-
form

LedgerDomain-University of Cali-
fornia Los Angles health

A blockchain-based solution
designed for the detection of
counterfeit products.

Hyperledger

SAP Multichain-Merck,
Amerisource Bergen, GSK,
Amgen, Boehringer Ingelheim,
McKesson, Novo Nordisk

A blockchain-based system for ver-
ifying counterfeits and tracking sal-
able returns.

Multichain

The above mentioned solutions are not opensource, most of them are intended
to manage electronic medical records or to share them between patients and
doctors. However, none of these solutions tackles the challenge of medication
verification utilizing the Ethereum platform.

3 Proposed Work

3.1 Actors

The basic components include manufacturer, Wholesaler, pharmacist and
Patient.

– Manufacturer: This actor produces medicines, to be prescribed to patients to
curing or vaccinating them, and sends them to the wholesaler.;

– Wholesaler: This actor accepts the medicines sent by the manufacturer, stores
them and sells them to the pharmacist;

– Pharmacist: This actor accepts the medicines and delivers them to the
patients.
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– Patient: it is the person who will benefit from the system, he will check
the origin of the medicines to make sure that they are counterfeit or real
medicines.

3.2 Global Architecture

This architecture is composed of 3 parts:
The front-end which contains the user interfaces. These interfaces are devel-

oped with React Bootstrap HTML and CSS.
Back-end: This is an important part, it ensures the communication with the

blockchain network, and the front-end provided to the user.
distributed ledger network: This is a Peer-To-Peer network that encompasses

the different nodes. We have created a private blockchain network for our project
with ganache which is composed of 10 nodes.

Fig. 2. Global architecture

4 Implementation

A brief description of our proposed solution ’Drug Checker’ is as follows:
In the first step, the manufacturer adds the medicine which will be sent

directly to the wholesaler. The wholesaler checks the information of the received
medicine and accepts it to be sent to the retailer. Next, the retailer, also known
as the pharmacist, accepts the medicine. Finally, the patient checks whether the
medicine is real or counterfeit by typing CIP code and batch number.

The Fig. 3 explains the approach of our system.
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Fig. 3. DrugChecker

Fig. 4. Add Drug

To add a drug, the manufacturer enters the drug information in the form
shown in the Fig. 4.

The interface shown in the Fig. 5 allows the wholesaler to verify the manu-
facturer’s address and accept the drug to be sent to the retailer.

The main interface of our system in the Fig. 6, the user accesses the applica-
tion to check a drug. It is enough to enter the cip code with the lot number in the
search field. If the drug exists, an interface will be displayed that contains the
name of the drug with the supply chain of the drug presented by the addresses
of the manufacturer, wholesaler and retailer and the dates of manufacture and
expiration. If not an interface that contains an error message will be displayed
on the screen.
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Fig. 5. Accept Drug

Fig. 6. Check Drug

Conclusion
Nowadays, the new blockchain technology offers potential applications to over-
come some of the challenges faced by the health sector. This technology is also
capable of disrupting the world of banking, insurance and other financial ser-
vices. By using blockchain technology, the pharmaceutical sector has managed to
grow and evolve towards decentralisation. Nonetheless, the challenge of uphold-
ing trust between medical product sellers and buyers persists. The presence of
malicious entities may give rise to doubt regarding their credibility. Moreover,
the production of medicine encompasses numerous decentralized processes and
sub-processes, necessitating traceability, accountability, and safety. To address
this issue, we have introduced a blockchain-based solution called “Drug Checker”
to detect counterfeit drugs. In our proposal, we have furnished comprehensive
information regarding traceability and fraud detection aspects of the solution.
Our system helps to mitigate the problem of counterfeit drugs. We used the
ethereum platform, ganache to interact with the blockchain in order to realize
our solution.
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Abstract. The neural network can create recommendations on any topic, includ-
ing psychological themes. This raises an ethical issue: the generated text may be
perceived by the user as expert advice, not being compared with other sources,
but still used to make decisions.

The goal of the study: assess the perception of text generated by a neural
network on standard psychological topics (using ChatGPT as an example) and
compare itwith the perception of recommendationswritten by a specialist psychol-
ogist. 236 participants took part in the experiment. A quasi-experimental design
with one sample was used with the introduction of two equivalent experimental
interventions: cases with recommendations written by a psychologist and a neural
network.

At a significant level, text generated by the neural network was perceived as
more attractive and inducing the desire to seek help. There is a significant positive
correlation between the positive evaluation of recommendations generated by the
neural network with the perception of the significance of electronic resources and
the reluctance to seek advice from a real psychologist. A negative correlation was
established between the readiness to seek help from a texts were generated by
the neural network and the presence of experience in individual psychological
counseling.

Keywords: psychological recommendations · neural networks · psychological
safety · ChatGPT

1 Introduction

The rapid development of neural network technologies has led to the ability to solve
complex tasks that were previously considered unsolvable. Deep learning models based
on neural networks, which allow for the creation of various texts, are actively being
introduced into educational, commercial, managerial, and entertainment activities [1].
Based on this technology, it has become possible to automatically create news, track
fake news, write stories, and recommendations that can be used in a dialogue with the
user [2].
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The system is capable of generating recommendations on any topic, including psy-
chological ones. This raises an ethical problem that needs to be studied: the generated
text may be perceived by the user as expert opinion, not compared to other sources,
but used to make various decisions. The creation of textual data using a neural network
is based on the processing of a training dataset, which in one way or another has its
limitations in terms of the volume of incoming data and time for training [3]. Through
iterative data analysis, the most realistic text is created, with all the external signs of
completeness [4].

Interaction with a neural network can be seen as a separate form of communication
that can influence a person’s perceptions of theworld.As these technologies occupymore
and more of each user’s life space, it becomes important to study the transformation of
the mass communication system and the changing personal meanings of interaction with
both “live” and artificial intelligence [5].

There is a risk that neural networks may become a production or social filter. Cur-
rently, neural networks performwell in tasks such as emotion recognition [6], publication
recommendation [7], and personality trait recognition [8], allowing for the creation of
a personalized information field for each user, regardless of their preferences. Many
studies have shown that users are easily influenced by recommendations and reviews,
the majority of which are currently generated by neural networks [9]. This means that
information will be filtered through neural networks, and people may be limited in their
choices or only have access to certain types of information.

Numerous studies have focused on examining how users perceive recommendations
generated by neural networks. Some of these studies explore how users perceive and
react to recommendations, while others examine how to improve the quality of recom-
mendations, so that users are more satisfied and likely to use these recommendations in
the future.

In a study conducted by S.Mitchell and colleagues [10], recommendations generated
by neural networks are viewed from the perspective of algorithmic fairness. The authors
point out that developers of automated recommendation algorithms should consider
broader ethical implications of their work, including issues of power and social justice.
The study found that users tend to be quite skeptical of neural network recommendations
and prefer to receive recommendations from people who have experience with what they
are recommending. It was also found that users tend to trust recommendations more if
they have personal experience using the product or service.

According to research by E. Even-Dar [11], people often trust digital recommenda-
tions and may rely on the popularity of a source rather than its informativeness when
making a choice. Personal experience and knowledge are also important factors in
decision-making.

In studies by I. Guy and colleagues [12], it was found that the perception of recom-
mendations givenbyneural networks canvary dependingonhow these recommendations
are formulated and presented to the user. For example, using more detailed information
about users and their preferences can increase the effectiveness of the recommendation
system and the user’s perception of its recommendations. However, if users are provided
with too much information or recommendations that appear too frequently, this can lead
to fatigue and lower trust in the system.
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In his research,NKenigstein noted that users trust a transparent recommendation sys-
tem more [13]. To accept recommendations, users need to know the process of creating
them in order to control the communication process. Overall, the perception of recom-
mendations depends on many factors, such as usage context, user preferences, and the
quality of the recommendation itself. It is worth noting that most studies focus on gen-
eral, commercial, news, and educational recommendations. However, the perception of
psychological recommendations is practically unexplored.

There are several studies dedicated to the implementation of artificial intelligence
technologies in psychological counseling. Y. Li suggests the possibility of using hybrid
algorithms to determine the user’s psychological state and develop a plan for psycho-
logical counseling [14]. In the study by C. Zhang and M. Shu [15], an automated model
for collecting psychological information and monitoring the user’s state is described.

It becomes important to study the factors that can help improve the quality of recom-
mendations and formulate ethical boundaries for the use of such recommendations for
psychological assistance. Therefore, the aim of this study is to experimentally investigate
the perception of texts generated by a neural network on topics of standard psycholog-
ical queries (using ChatGPT as an example) and compare it with the perception of
recommendations written by a specialist psychologist.

2 Materials and Methods

In this study, an experimental socio-psychological research model was used, allowing
us to assess the real experience of users interacting with psychological content.

To achieve our goal, we set the following tasks:

• analyze the main approaches to studying the capabilities of working with neural
networks, psychological recommendations, and digital psychological counseling;

• create a case reflecting examples of recommendations from a specialist psychologist
for a typical query;

• generate a case using a neural network (using chatgpt as an example) for a typical
psychological query;

• conduct an experimental study of attitudes towards the created cases; • conduct a
survey on previous counseling experience;

• identify the factor structure of the individual assessment system for cases written by
a psychologist and a neural network;

• identify differences in the perception of cases written by a psychologist and a neural
network;

• identify correlations between the perception of cases written by a psychologist and a
neural network and previous counseling experience.

We hypothesized that: 1) there are statistically significant differences in the percep-
tion of texts written by a psychologist and those generated by a neural network; 2) there
is a negative correlation between the previous experience of receiving psychological
help in the form of consultation and the willingness to seek help from a chatbot.

The sample for the survey consisted of 236 people aged 17 to 40 years (Mean =
20.9, SD = 4.03), of which 86% (203) were women and 14% (33) were men. The study
was conducted in 2023 in Russia, in the city of St. Petersburg.
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The research used survey methods, experimental methods, semantic methods, and
statistical methods of data analysis.

To analyze the previous experience of interaction with a psychologist and the assess-
ment of the significance of psychological help, a survey of respondents was conducted
on the following questions:

1) Do you have experience of contacting a psychologist?
2) Evaluate the effectiveness of working with a psychologist;
3) Assess your readiness (desire) to recommend this psychologist to your acquaintances.
4) I believe that reading psychological literature and recommendations from psycholo-

gists can help solve psychological difficulties.

For the gradation of answer options on questions, the Likert scale was used.
To assess the attitude towards psychological help, a series of questions from the “Test

for determining the need for psychological help” [16] were used: 1) I think that neither
friends nor relatives can replace a professional psychologist when a crisis occurs in life;
2) I do not believe that anyone, even specialist psychologist, can better understand my
problems than me.

A quasi-experiment was conducted on a single sample with the introduction of two
equivalent experimental interventions.

The experiment procedure included a demonstration of two cases with recommenda-
tions on the topic: “How to survive a breakup?”. This request was selected as one of the
most popular according to the Public Opinion Foundation (https://fom.ru/Obraz-zhizni/
14769). To introduce independent variables into the experiment, the “cognitive placebo”
technique was used: both texts were presented as recommendations of psychologists.

Description of cases. The first case was based on a text generated by a neural network
(using ChatGPT as an example). The second case was based on the recommendations of
a psychologist presented on the professional website for psychologists “B17”. The psy-
chologist’s recommendations were selected based on the popularity rating of responses
to the query “How to survive a breakup?”. The author’s style of the recommendation
texts was preserved, the volume of characters was equalized.

During the experiment, after getting acquainted with the cases, participants were
asked to assess their willingness to contact a psychologist who provided these recom-
mendations (a seven-point Likert scale was used). Also, the participants of the exper-
iment were asked to evaluate the recommendations using the author’s semantic differ-
ential, which included the classical factors highlighted by Ch. Osgood (f. Strength, f.
Assessment, f. Activity), as well as an additional factor included (f. Informativeness).

Participation in the experiment was carried out on a voluntary basis. After the exper-
iment, a post-experimental conversation was conducted with the participants, revealing
the goals of the experiment and discussing the results.

Empirical data were processed using mathematical statistics methods: 1) analysis
of primary statistics; 2) analysis of significantly significant differences in the studied
variables (nonparametric Wilcoxon T-test); 3) correlation analysis (Spearman’s rank
correlation coefficient); 4) factor analysis (principal component method, followed by
orthogonal rotation). The significance levels considered in the study were p ≤ 0.05.
At the stage of processing the results of the study, the IBM SPSS 19.0 statistical data
processing software package was used.

https://fom.ru/Obraz-zhizni/14769
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3 Materials and Methods

At the first stage, using a semantic differential, we assessed the perception of psycholog-
ical recommendations and, using the Wilcoxon T-test, revealed significantly significant
differences in the perception of texts written by a psychologist and generated by a neural
network (see Table 1).

Table 1. Significantly significant differences in the perception of recommendations written by a
psychologist and generated by a neural network

Indicators Case (neural
network)

Case (psychologist) Wilcoxon’s
T-criterion

p-value

Willingness to seek help 4.79 4.03 4139.50 0.000016

The “score” factor
(ratio)

4.72 3.94 5853.00 0.000001

The “strength” factor 3.04 3.81 3475.00 0.000001

The “activity” factor 3.77 3.51 9248.00 0.000782

The “informativeness”
factor

4.72 4.28 8518.00 0.000082

From the table provided, it can be seen that respondents rate the neural network-
generated text significantly higher in the factors of “Attitude” (p = 0.00001), “Activity”
(p = 0.000782), and “Informativeness” (p = 0.000082). On the other hand, the text
written by the psychologist is significantly more often rated higher in the factor of
“Strength” (p = 0.00001).

It can be assumed that the neural network-generated text, based on a popular text
array, more often uses clichéd phrases and is primarily aimed at creating general moti-
vating recommendations, which are perceived as kinder, brighter, safer, as well as more
fun, colorful, and understandable.

At the same time, the psychologist’s recommendations have individual characteris-
tics, are aimed at presenting personal opinions on a given topic and creating amemorable
self-presentation to attract clients, which canmake the text more complex, strong, heavy,
exciting, and detailed.

Respondents also significantly rate their readiness to turn to the “specialist” whose
text was written by the neural network, rather than a psychologist (p = 0.000016).

It can be assumed that due to the fact that the text generated by the neural network is
likely to not evoke negative emotions and is formulated in a more journalistic style, it is
perceived as lighter, does not cause tension, and inspires more trust than the text written
by the psychologist.

In the next stage,we studied the factorial structure of the individual evaluation system
of psychological recommendations written by a psychologist and generated by a neural
network (see Tables 2 and 3).

The first factor, explaining 26% of the total variance, was interpreted as the “Esthetic
attractiveness and safety-related perception component”. The leading evaluations in the
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Table 2. The results of factorization of the individual evaluation system of psychological
recommendations generated by the neural network

Name of factors Indicators in the composition of the
factor

Indicator weight

Factor 1 – “Evaluative component of
perception associated with the
concept of aesthetic attractiveness
and safety” factor weight: 6.83; 26%
variance

Great 0.63

Good 0.69

Light 0.75

Clean 0.71

Beautiful 0.64

Safe 0.82

Honest 0.69

Realistic 0.63

Heavy −0.65

Rude −0.75

Exciting −0.64

Understandable 0.64

Factor 2 – “Information component
of perception” factor weight: 5.6;
22% variance

Smart 0.57

Strong 0.66

Attention - grabbing 0.62

Memorable 0.70

Informative 0.82

Informative 0.83

Detailed 0.56

Useful 0.73

Factor 3 – “Affective component of
perception”
Name of factors

Happy 0.62

Cheerful 0.79

Bright 0.61

Young 0.64

Fastindicators: Fast 0.54

factor describe the text as safe, gentle, clean, bright, and kind. It can be assumed that
the non-specific, journalistic direction of the text forms a certain attitude towards the
author, endowing them with the same qualities - safety, tenderness, and kindness [17],
and creates an aura of attractiveness.

The second factor (22% of the total variance) was interpreted as the “Informational
component of perception”. The leading evaluations in the factor describe the text as
memorable, informative, and useful. It can be said that a clear set of instructions/advice
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presented in the text generated by the neural network gives a sense of integrity and
usefulness.

The third factor, describing 11% of the total variance, was interpreted by us as the
“Affective component of perception”. The leading evaluations in the factor describe the
text as fun and youthful. It can be assumed that for the young generation, whose percep-
tionwe are studying, an important factor is the entertainment component of the consumed
content, which also affects the perception of specialized psychological literature [18].

Let us consider the factorial structure of the individual evaluation system of
psychological recommendations written by a psychologist (see Table 3).

Table 3. The results of factorization of the individual evaluation system of psychological
recommendations written by a psychologist

Name of factors Indicators in the composition of the
factor

Indicator weight

Factor 1 – “Self-presentation related
to the concept of attracting attention”
Factor weight: 6.74; 29% variance

Good 0.72

Clean 0.55

Beautiful 0.60

Smart −0.82

Sincere 0.53

Realistic 0.64

Strong 0.82

Attention - grabbing 0.76

Memorable 0.66

Informative 0.84

Informative 0.84

Useful 0.81

Factor 2 – “Evaluative component of
perception associated with aesthetic
and value concept”
Factor weight: 5.91; 26% variance

Good 0.77

Light 0.76

Safe 0.75

Heavy −0.80

Rude −0.81

Happy 0.64

Exciting −0.74

Cheerful 0.61

Factor 3 – “Affective component of
perception”

Complicated −0.52

Bright 0.65

Fast 0.79
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The first factor explaining 29% of the total variance was interpreted as “Self-
presentation related to the concept of attracting attention.“ The leading ratings in the
factor describe the text as good, stupid, strong, informative, and attention-grabbing. We
can say that this factor describes the contradictory attitude of respondents to this text.
This attitude is associated with the use of various communicative strategies to attract
attention, some of which are evaluated as successful, and some are not. It can be assumed
that in the excessive individualization of the text, aimed at trying to evoke emotions in
the reader, the ritualization of the first acquaintance is lost, which allows creating a sense
of acceptance [19].

The second factor (26% of the total variance) was designated by us as an “Evaluative
component of perception associated with an aesthetic and value concept” (as for a text
written by a neural network). The leading ratings in the composition of the factor describe
the text as light, gentle, soothing, safe. It can be said that for some respondents, this text
also seemed safe and easy enough, which contributed to its positive assessment.

The third factor, describing 10% of the total variance, was interpreted by us as an
“Affective component of perception”. The leading estimates in the composition of the
factor describe the text as simple and fast. It can be said that this factor is also common
and is generally associated with the acceleration of communication in the conditions of
digitalization [20].

At the last stage, using Spearman’s rank correlation coefficient, we identified sig-
nificantly significant relationships between the components of perception of the texts of
recommendations and willingness to seek help with previous consulting experience (see
Fig. 1).

Fig. 1. Reliably significant interrelations of components of perception of texts of recommenda-
tions and advisory experience
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From the given correlation pleiad, it can be seen that the readiness to seek help from
a neural network is primarily associated with the perception of its informativeness and
the evaluation of aesthetic and moral attractiveness, creating a safe space for dialogue,
as well as with the evaluation of aesthetic and moral unattractiveness of a psychologist’s
recommendations. It is also worth noting that the readiness to seek help from a neural
network negatively correlates with the previous experience of consulting a psychologist.
It can be assumed that the journalistic style of the neural network, aimed at creating
general recommendations for people without personal consulting experience, appears to
be safer and less anxiety-provoking, as it does not touch upon deep-seated experiences
and descriptions of psychological mechanisms.

The positive correlation between the affective component of the perception of the
neural network’s recommendations and the significance of electronic psychological lit-
erature and distrust of psychological help also confirms the assumption that these rec-
ommendations seem attractive primarily to those who are looking for of a journalistic
and entertaining nature, rather than working with a specialist. An important stage in the
continuation of this work will be the study of the reasons for distrust of psychologists
and the search for ways to expand psychological culture.

The readiness to turn to a psychologist is positively correlated with self-presentation
aimed at attracting users’ attention, as well as with the evaluative component, which
includes the aesthetic perception of the text of recommendations and its safety and
openness.

4 Discussion of Results

Significant differences were revealed in the perception of texts written by a psychologist
and those generated by a neural network. Respondents rate the neural network’s texts
as more attractive, informative and active, while the psychologist’s texts as stronger.
Experiment participants rated their willingness to seek help from a “specialist” whose
texts were generated by a neural network significantly higher, indicating the helping
potential of such resources in organizing psychological support systems.

The analysis of the factor structure of the individual evaluation system for psycholog-
ical recommendations created by a psychologist and a neural network allowed studying
the attractiveness of texts created by the neural network. First and foremost, texts cre-
ated by a neural network are assessed from an aesthetic point of view, in terms of safety,
clarity, and ease.

The psychologist’s recommendation texts are primarily perceived as aimed at the
specialist’s self-presentation and are evaluated as attention-grabbing, strong, but foolish.
It can be assumed that neural network texts are quite neutral and do not cause strong
emotions, which increases their attractiveness, while the psychologist’s texts provoke
contradictory reactions, reducing their overall appeal.

These conclusions are consistent with the research of A.M. Zuraeva, Z.T. Djelieva,
which indicates that among psychological practices, psychologists-bloggers who pro-
vide primarily entertaining content are currently the most popular on the Internet [21].
The second hypothesis about the relationship between previous consulting experience
and the willingness to seek help from a specialist who wrote the recommendations
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was also confirmed. A negative correlation was found between the willingness to seek
help from a neural network and previous experience of consulting a psychologist. The
obtained data correspond to the results of the study by V.O. Anikina, A.G. Popova, N.L.
Vasilieva, which indicate the importance of considering previous consulting experience
in predicting readiness to work with a psychologist [22]. It can be assumed that real
consulting experience, associated with the need to resolve significant problems, leads to
a decrease in the value of generalized recommendations and makes the neural network’s
texts less attractive.

It is important to note the limitations of this study. This stage of the experiment
included the demonstration of only two cases on the same topic in the field of relations.
In the future, it is necessary to expand the topics that will be presented to the subjects to
understand the specifics of reactions to various psychological requests.

Also, in the study, we did not consider the influence of socio-demographic factors
on perception features. There is a specific attitude to psychological assistance in men
and women [23], in people of different age groups [24], which is also advisable to take
into account in further research. It is important to note that most texts in the information
space are creolized and include pictorial content that significantly changes the perception
of information [25]. An important continuation of the research will be the study of the
perception of the text together with photographs, video material.

5 Conclusion

Based on an experimental study, it becomes possible to study the specifics of the request
for psychological practice among young people. The analysis of the cases showed the
educational and motivational potential of the recommendations generated by the neural
network, as well as the limitations of this method. An important aspect of the popu-
larization of psychological knowledge is revealed, which at the moment is primarily
associated with the inclusion of a large number of entertaining and simplified content
in the profiles of a psychologist in the digital space. This process generates specific
expectations from working with a psychologist. In this regard, the importance of pre-
vious experience in counseling when choosing a specialist shows the need to expand
psychological education about the real work of a psychologist.

In the continuation of this study, it is planned to expand the range of psycho-
logical requests for analysis, to study the relationship of socio-demographic and per-
sonal characteristics with user preferences, to clarify requests for digital psychological
assistance.
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Abstract. Consumers today are pushing for greater transparency over the poten-
tial collection and use of their personal information (PI). It is key for organizations
dealing with consumer PI to address privacy concerns and challenges. The use of
an online privacy policy is one of the most effective ways of informing consumers
about an organization’s use of their PI and security measures they have adopted to
protect it against possible threats. The purpose of this paper is to firstly, propose a
holistic set of online privacy policy guidelines and secondly, to ascertain to what
extent online privacy policies, within the South African retail sphere, address the
guidelines. This, in turn, also provides an indication as to whether the online pri-
vacy policies address conditions of the Protection of Personal Information Act
(POPIA). Both qualitative and quantitative analysis methods were used on a sam-
ple of 18 retail websites. While it was found that all retail websites had an online
privacy policy, some were still failing to meet the proposed guidelines and as such
recommendations for improvement are provided relating specifically to access,
third-parties, information quality and accountability.

Keywords: Online privacy policy · Personal Information · POPIA

1 Introduction

Online privacy is important in the context of a modern technological society. With the
ever-increasing importance of the internet, there is a need to adopt safeguards that protect
users from the invasion of their privacy and access to identifying their PI. According
to Izogo, 51% of South Africans with internet access were already shopping online in
2018, and the numbers have since been increasing [1]. Mapande and Appiah wrote about
how the South African online spending curve reached a high of 53 billion Rand in 2018,
with a yearly anticipated growth of 15% all through 2021 [2]. The Covid-19 pandemic
fast-tracked this incline, as more and more consumers opted for online shopping as a
preferred method of shopping [3]. Parallel to that, more retailers have since invested in
an online presence because the convenience and accessibility to large markets which
online shopping presents made engaging in it more enticing [3, 4].

This increased move and need for online shopping is not one that is met without
challenges, one of which is related to consumer privacy. The PI of consumers, such as
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physical addresses, cell phone numbers, email address, age, race, gender, and billing
information - to mention a few, are collected while shopping online [5] and without ade-
quate measures in place, this PI can easily land in unwarranted hands without consumer
consent.

Moraka [6] writes about an increased incline in data breaches by cyber attack-
ers. These result in consumers being scammed, their identities being stolen and, most
commonly, receiving unwarranted calls and SMSs from telemarketers [7, 8]. The data
breaches are not limited to consumer PI, but consumer trends are also recorded and
analyzed, as a means of “improving” customer service, experience and for customized
marketing. This is called “web tracking” and is unfortunately at the cost of the violation
to consumers’ privacy [9–11]. Though greatly advantageous, online shopping has, unfor-
tunately, created a profitable business for cyber attackers of all kinds. As a result, laws
related to data privacy have gained momentum around the world and most government
initiatives seek to protect privacy and reputation through privacy policies [6, 12].

The purpose of an online privacy policy is to inform the consumer about the retailers’
data practices; what consumer PI is collected; how it is used; if there is further processing
with third parties and how the PI is stored while using the website [10]. For the interest of
consumers’ PI protection, the online privacy policy needs to be in line with legislation,
like the Protection of Personal Information Act (POPIA) of South Africa [40].

On the 1st of July 2021, POPIA was made mandatory in South Africa, as an attempt
to curb privacy violation and allow for the handling of PI more effectively to safeguard
individuals from possible threats [13–15]. POPIA calls for PI to only be processed given
that the purpose is adequate, relevant, not excessive, individuals must be notified about
the processing of their PI and given the opportunity to consent to it. This method of
processing is called the ‘notice and choice’ model for web privacy, and it ensures that
consumers are notified about the data collection and allowed a choice between opting in
or out [9]. Notice and Choice serves to grant individuals greater control over how their
PI is collected and used. Although conditions and legal requirements are addressed,
POPIA does not, however, explicitly specify what should be covered by, or included in,
an online privacy policy.

POPIA defines the eight conditions that must be met when personal information is
being processed in South Africa as: “accountability, process limitation, purpose specifi-
cation, further processing limitation, information quality, openness, security safeguards,
and data subject participation” [40]. As such, online privacy policies must address the
eight conditions to be aligned with POPIA and South African organizations require
guidance for this.

The aim of this paper is to firstly propose guidelines of what should be included
in an online privacy policy - this will be done using the scoping literature review and
PRISMA method. Secondly, the proposed guidelines will be used to evaluate a sample
of South African retail website privacy policies and to propose recommendations for the
retail industry to improve the content of online privacy policies in line with the proposed
guidelines, which will also aid in better alignment with POPIA’s requirements.
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2 Research Problem

The ongoing expansion of the Internet has led to more and more consumers sharing a
lot of their PI and often consumers do this without fully understanding what service
providers do with the trail of digital footprints they leave behind [16]. Some websites
abuse users’ confidence bybuying, selling, or analyzing their PIwithout consent.Without
help, people frequently do not comprehend the consequences of privacy issues or take
any action to remedy themand, as such, privacy policies are used as ameans of addressing
this pertinent issue and informing consumers about the different uses of their PI [17].

Case and King [18] recently did a study on several Fortune500 companies’ privacy
policies to ascertain compliance with Fair Information Practices based on notice, choice,
access, and security principles which ensure effective consumer PI protection. These
principles are acknowledged by the United State government agencies but could very
well be adopted, even in South Africa, as they are aligned with some of the POPIA
conditions. Case and King [18] findings revealed that almost all businesses have their
policies online and that the majority of those policies contain the four principles and
despite the widespread and precise use of data collecting, there seemed to be a gap
regarding security measures adopted to protect consumers’ personal information [18].
Privacy policies are informed by a country’s legislation and in the South African context,
POPIA is used.However, as POPIA is founded on principles and doesn’t explicitly define
the criteria or guidelines of what should be included in a privacy policy, this has opened
it to interpretation [19].

3 Background

This section presents an overview of privacy, consumer privacy concerns, POPIA and
the purpose of online privacy policies. Studies that investigated privacy policy guidelines
are also explored.

3.1 Privacy and Consumer Concerns

Over time, privacy has proven difficult to conceptualize, define, and it has been suggested
that it is highly contextual and cannot be generalized [15, 20, 21]. Lin et al. [10] writes
about how the idea of privacy is ill-defined and usually contentious in the digital context.
Larsen, however, provides a definition for privacy as a state of human life marked by
social isolation and public exposure [22]. This condition includes any PI that the person
in question has chosen to keep confidential and does not want anyone to know about [22].
In the South African context, the South African Constitution states that “everyone has
the right to privacy, which includes the right to not have: their person or home searched;
their property searched; their possessions seized; or the privacy of their communications
infringed” [41].

When appropriate privacy protection measures are not in place, consumer PI can be
easily exploited [2, 13]. It has been found in over 15 countries that 87%of people agree on
the need for legislation to prevent the violation of consumer PI [23]. Consumers are less
likely to utilize a site if their privacy is abused [23, 24]. Sigmund [24] further describes
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how the young and educated seem to have more privacy concerns in comparison to the
older generation. It can, therefore, be agreed that there is a pressing need for a data
protection regime that is precise, and which facilitates the development of legislation,
which is in line with technological advancements of the digital age, to protect the privacy
of individuals [22]. The use of online privacy policies is precisely for this need and, as
such, POPIA is an extension of the constitutional right to privacy and governs how PI is
processed and used in South Africa.

3.2 Protection of Personal Information Act (POPIA)

On the 1st of July 2021, the Protection of Personal Information Act, No. 4 of 2013 came
into effect. The aim of POPIA is to ensure that PI is processed lawfully. POPIA defines
the different roles involved in the collection, use, transfer, storage, and application of
PI in South Africa as the ‘Responsible Party’- which is the retail website owner in
this case. The ‘Operator’ – a third party contracted by the responsible party to process
personal information on their behalf; ‘Information Officer’- a designated individual
within an institution responsible for ensuring compliance with POPIA; and the ‘Data
Subject’- which is the person whose PI is being processed. Furthermore, Section 3(a)
of the act defines the eight conditions that need to be met for the lawful processing
of PI in the country as; Accountability: the responsible party must ensure they are
POPIA compliant. They accept responsibility for any violation and are responsible for
the collection and processing of data subjects’ PI and how it is shared with third parties;
Process limitation:PImust be processedwithout the violation of data subjects;Purpose
specification: PI can only be collected for a specific, documented and lawful purpose,
related to the activity or function of the party collecting it and data subjects should
be aware of the purpose; Further processing limitation: this must be consistent with
the purposes for which the PI was collected; Information quality: the responsible
party must ensure that PI is complete, accurate, not misleading, updated if needed, and
consistent with the purposes for which it was collected;Openness: the responsible party
must ensure that data subjects are aware of PI being collected, its purpose, source, name,
and address of the responsible party and whether collection is voluntary or mandatory;
Security safeguards: PI must be kept safe and secure, which necessitates the use of
security measures; Data subject participation: data subjects have the right to access
and amend their personal information, as well as have the opportunity to delete it if
necessary.

3.3 Purpose of Online Privacy Policies

The online privacy policy is a legally enforceable agreement between the website owner
and user, and it is produced in accordance with the laws and regulations of a country [10,
25]. On it, the responsible party unilaterally and proactively declare the principles and
measures for the safeguarding of consumer PI being collected, what PI is being collected
and its intended use. The privacy policy describes the way organizations gather, utilize,
share, and transfer consumer information and how information security is ensured [10,
26]. Online privacy policies are important and need to be clearly visible to consumers
when they visit the retailer’s website.
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A study by Dias et al. [27], defined Information collection, Use and Disclosure,
Disclosure purpose, Opt-Out, User Access, Security, Use of cookies and Child privacy as
suitable conditions for privacy policy guidelines. Isaak and Hanna [28], only highlighted
Public transparency, Disclosure for users, Control: “Do no track” and notification. All
the afore mentioned can be applied in a South African context. Limited studies have
been done defining a comprehensive set of guidelines for online privacy policies in a
South African Retail context. The aim of the next section is to review existing literature
and to propose a holistic set of guidelines for online privacy policy content.

4 Literature Review

Ascoping literature review, using the PRISMAmethod,was followed to identify existing
criteria and guidelines for online privacy policy content [42, 43]. The objective of this
literature review is to gain insights and perspective from related studies and propose
guidelines that South African Retailer website owners can follow to implement and
improve their online privacy policies.

IEEE, Scopus, and ACM databases were used to collect literature dated between the
years 2016 and 2022. Boolean operations were used in conjunction with the key words,
for example, “POPIA AND Websites”; “online privacy policies AND South Africa”;
“privacypoliciesANDwebsites”; “POPIAANDCompliance”, “WebsitesANDprivacy”
and only English written journals and articles relating to online privacy policies and
guidelines were selected. The titles and abstracts were screened, full text of potentially
relevant articles were retrieved and reviewed for eligibility into the final inclusion. Some
articles were found through the references, which were also downloaded and verified
for inclusion. According to the inclusion criteria, there was a total of 64 articles. The
number of relevant articles was then significantly reduced to 15 after excluding papers
that did not meet the inclusion criteria as seen in Table 1 below.

Table 1. Reporting items for the systematic review – adapted PRISMA

Database Scopus IEEE ACM Total

No. of records identified from database 28 17 19 64

Records removed before screening 8 5 12 25

Records screened 20 12 7 39

Records excluded 4 0 1 5

Reports retrieved 16 12 6 34

Records not retrieved 6 1 1 8

Records assessed for eligibility 10 11 5 26

Records excluded 2 6 3 11

Records in review 8 5 2 15
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4.1 Summary of Website Criteria

In total, ten consolidated guidelines were derived from the reviewed studies which are
consolidated in Table 2 below. The table shows that some studies covered all these
guidelines, whereas others only focused on a few. Notice (15), choice (15), security (15)
and purpose specification (9) were the privacy principles that were included in most
studies for online privacy policy content.

Table 2. Summary of privacy policy guidelines

Study Objective 1 2 3 4 5 6 7 8 9 10 Total

This study presents the first extensive audit of
disclosure of third-party data gathering in website
privacy policies, with the goal of evaluating the
effectiveness of “notice and choice” to find out if
consumers are informed of the names of the
organizations that gather their data. Over 200,000
websites’ privacy policies are reviewed and data
flows on a million websites are monitored [9]

X X X 3

This study explores the extent to which supervised
binary classification may be utilized to differentiate
between dubious and valid privacy rules that are
placed on websites. A data set containing 67
policies from malicious websites and 100 policies
from reputable websites (from the top corporations
on the Fortune Global 500 list) is used. When all
policy information is manually analyzed, it is
possible to see statistically significant differences
in terms of length and conformity to the seven
general privacy principles [29]

X X X X X X X 7

To provide countermeasures for the growth of the
PI protection legal framework in China, this study
proposes measuring research of well-known
websites in China that combines strategy analysis
and web verification [10]

X X X X 4

This paper defines privacy governance and explores
what successful governance looks like in an online
setting. It seeks to better understand how New
Zealand (NZ) organizations use their websites to
inform users about their privacy practices and
whether those practices follow the privacy laws
established by the NZ government by using a
content analysis questionnaire [21]

X X X X X X X 7

(continued)
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Table 2. (continued)

Study Objective 1 2 3 4 5 6 7 8 9 10 Total

This study adds to the corpus of knowledge by
evaluating the need for, adoption of, and
advertising of privacy policies on the websites of
Portuguese local authorities, as well as by
gathering evidence of those authorities’
compliance with privacy standards [27]

X X X X X X 6

This study was carried out to look at the practices
of the Fortune 500, the largest organizations, to see
if the concepts of notice, choice, access, and
security are supported by the Fair Information
Practices [18]

X X X 3

This study suggests that user friendly privacy
policies that use fair information practices based on
OECD guidelines will provide a competitive
advantage by establishing trust between website
owners and users [30]

X X X X 4

Through concentrating on the comparative study of
privacy policies—the main means by which service
providers advise customers about the collection
and use of their data—this study helps readers
better comprehend websites. It examined 1,562
websites and their privacy policies in comparison
to premium websites to better understand the data
usage dangers connected with such services [31]

X X X X X X 6

This study reports on the compliance evaluation of
privacy protection in e-Government systems in the
countries of Anglophone West Africa, specifically
in Ghana, Nigeria, Liberia, Sierra Leone, and
Gambia, to partially fill the gap of literature lacking
on investigations on the current status of
information security and privacy protection of
e-Government services in Africa [32]

X X X X X X X X 8

This study aims to measure the improvements in
privacy laws worldwide brought about by the
(General Data Protection Regulation) GDPR. It
makes use of the data mining application Privacy
Check to compare three corpora (totaling 550) of
privacy policies automatically between before and
after the GDPR. Additionally, it manually
examined the policies in two corpora to assess the
present state of GDPR compliance throughout the
world [33]

X X X X X X 6

(continued)
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Table 2. (continued)

Study Objective 1 2 3 4 5 6 7 8 9 10 Total

In this research, online privacy policies from ten
industries in the three biggest economies in South
Asia—India, Pakistan, and Bangladesh—are
evaluated. The policies are evaluated based on
accessibility, readability, and conformity with 8
privacy principles using a manual qualitative study
on a dataset of 284 well-known websites [34]

X X X X X X X X 8

The study’s objective was to examine policies from
public websites in the United States Association of
Research Libraries compliance with American
Library Association privacy policy guidelines [35]

X X X X X X X 7

This study assessed the Middle Eastern region’s
main banks’ and mobile money providers’
adherence to privacy laws and privacy notices’
readability [36]

X X X X X X 6

This study demonstrates an automated analysis of
the GDPR and Pakistan Data Protection Act
compliance of privacy policies on Pakistani
websites [44]

X X X X X X X 7

This study compared the privacy policies of 30
Nigerian internet retailers with those of the Fair
Information Practices (FIP) principles [37]

X X X X X X X 7

Table note: (1) Notice, (2) Choice, (3) Purpose specification, (4) Third-Party, (5) Access, (6)
Security, (7) Storage(8) Information quality, (9) Data collection limitation, (10) Minor data
protection

4.2 Proposed Online Privacy Policy Guidelines

The ten guidelines derived from the scoping literature review were revised to seven
guidelines. Notice, choice, and minor consent were combined because all three address
consent. Storage was incorporated in Transparency and Purpose Specification as it per-
tains to how long the retailer intends on storing the consumer PI. Table 3 describes the
proposed guidelines and includes a mapping to the conditions in POPIA.
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Table 3. Proposed online privacy policy guidelines

Proposed Criteria Mapping to POPIA guidelines

Notice & Choice: Online privacy policy content
should inform the consumer about their PI
collection practices, the types of PI they collect
and allow consumers to consent to their PI
collection practices or decline by using opt-in/out
method. Considerations for minors under the age
of eighteen should also be made

Processing limitation (section 9–12) &
Openness (section 17–18),

Transparency and Purpose Specification: The
online privacy policy content should clearly
inform the consumer about the purpose for which
they collect their PI, what type of PI is collected,
how they collect it and how long they retain it

Purpose Specification (section 13–14),
Openness (section 17 & 18)

Third-Party: In the event the collected PI is
shared with third parties within or outside the
country’s borders, the online privacy policy
content should clearly specify that. The retailer
should also take accountability in ensuring that
the third parties comply with privacy guidelines
and only use the PI for its initial intended use

Further processing limitation (section 15)

Security: The online privacy policy content
should inform the consumer about the security
mechanisms they have in place to secure their PI
and that in the event of a data breach, the website
owner will inform the affected parties as well as
the Information Regulator

Security Safeguards (section 19–2)

Information Quality: The retailer should ensure
that the collected consumer PI is accurate and up
to date. This can also be achieved by allowing
consumer access to their collected PI as per the
proposed guideline 6. This should be clearly
articulated in the online privacy policy content

Information quality (section 16)

Access: The online privacy policy content should
have a paragraph informing the consumer about
how they can access PI collected about them and
allow them to update or delete their PI

Data subject participation (section 23–25)

Accountability: The retailer should ensure that
their privacy policy aligns with POPIA conditions
and regulatory requirements for the processing of
consumer PI. This should be articulated in the
online privacy policy content

Accountability (section 8)
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5 Research Methodology

5.1 Research Paradigm

The interpretivism philosophical paradigm was adopted as the relative ontology that
interpretivists use as it allows for several interpretations of the same occurrence [38].
This paradigm is applied by analyzing literature from authors in various countries. This
is largely because privacy is context based, and privacy policy guidelines are informed
by the laws governing a specific country.

5.2 Research Design and Methodology

A case study research methodology is applied. Yin [39] defines a case study as an
empirical method that “investigates a contemporary phenomenon (the “case”) in depth
and within its real-world context, especially when the boundaries between phenomenon
and context may not be clearly evident”.

This study implores a single case study research method with embedded multiple
units of analysis by reviewing online privacy policies within the South African Retail
Industry, from eighteen different companies against the proposed online privacy guide-
lines as indicated in Table 3. The retail industry is the main unit of analysis, and the eigh-
teen retailers constitute the analysis sub-units. A research ethics clearance was obtained
for this project through the university’s relevant research ethics bodies and, as such,
organizational confidentiality and privacy is protected.

5.3 Data Collection and Analysis

A non-probability, purpose sampling method was used in the collection of the online
privacy policies. In non-probability sampling, there is no way of knowing the probability
of a subject being selected, and, purpose sampling permits the researcher to choose the
sampled data at their convenience [45]. The range of selected retailers varied from food,
clothing, and household items.

A combination of both qualitative and quantitative data analysis methods was used.
First, the online privacy policies were uploaded to Atlas.ti and a content analysis method
was used by searching for words such as “consent”, “opt in”, “security”, “data breach”,
“amend”, “delete”, “third-party” and “collected” to identify data practices within the
privacy policies and group them into codes of relevant themes. An excel spreadsheet
was also used to track if each one of the retailers had a privacy policy pop up when the
site was visited and if they had a hyperlink at the bottom of their webpage.

6 Results

Only seven of the eighteen retailers had a privacy policy notification pop-up on the
landing page of their website. All eighteen retailer websites had a hyperlink at the
bottom of their page directing consumers to their online privacy policy page (Table 4).



436 J. Maraba and A. Da Veiga

Table 4. Online Privacy Policy pop-up

Frequency Percentage

Retailers with privacy policy pop-up 7 38%

Retailers with online privacy policy hyperlink 18 100%

All the sampled retailers addressed Notice and Choice; Security; Transparency and
Purpose specification guidelines. This is great effort towards safer consumer PI pro-
cessing. Only 94% addressed Access, 61% explicitly informed consumers about third
party processing and 39% obliged with Information quality. These findings indicate that
although all retailers had an online privacy policy on their websites, there is still a lack
of consistency with some of the guidelines this study suggests.

The least addressed guideline, at a 22% is Accountability and this indicates the
retailer’s attempts to recuse their responsibility towards POPIA and their neglect to
fostering good consumer relationship and trust. Figure 1 illustrates an aggregated view
of how the eighteen online privacy policies addressed the proposed guidelines.

Fig. 1. Aggregated view of retailer online privacy policy.

7 Discussion and Recommendations

The study revealed that the content of the reviewed South African retailer’s privacy poli-
cies 100% addressed Notice and Choice, Transparency and Purpose Specification, and
Security. Ninety-four percent addressed Access. Consumers should be granted access
to their PI collected. This is closely tied to consent, as consumers have the right to opt
out of any agreement, at any given time. Not only that but granting consumer access to
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collected PI allows for better quality of the PI, as they can update/amend their PI when
necessary. As the collector of the PI, retailers should take sole responsibility for the cost
of processing and retaining consumer PI. This should be addressed in the content of the
online privacy policy. Sixty-one percent addressed Third-party, the content of an online
privacy policy should clearly inform the consumer of any third-party processing and if
so, also state that the third-party will process it in line with the initial collection purpose.
Thirty-nine percent addressed Information Quality and 22% addressed Accountability.
It is imperative that any changes to the online privacy policy be communicated with
consumers, to allow consumers adequate consent to the continuation of processing their
PI. This should be clearly stated in the content of the online privacy policy. The content
of the online privacy policy should clearly state that the retailer takes full accountability
for any loss or breach to consumer PI and disclose any breach to both the consumer and
Information Regulator.

8 Limitations and Future Work

The proposed guidelines do not serve as a compliance measure for POPIA, however
further work can be done assessing their comprehensiveness in improving the online
privacy policies, with guidance from a regulatory perspective, as well as validation from
an expert panel. Further insights to this study can be derived from examining consumer
opinions and encounters with the online privacy policies and how that affects consumer
habits. This paper only sampled eighteen South African retail stores and this number
could be increased for a broader view of the content of online privacy policies within
the retail industry.

9 Conclusion

The objective of this study was to propose guidelines for the content of online pri-
vacy policies and to apply it to determine whether the online privacy policies on South
African retail websites address the proposed guidelines, and to make recommendations
for improvement. For this purpose, an embedded single case study, with multiple units of
analysis, was used where eighteen different South African retail online privacy policies
were analyzed against the proposed online privacy policy guidelines as derived from a
scoping literature review. It was found that not all the guidelines were addressed in the
online privacy policies. Access, third-party, information quality and accountability were
aspects that required attention in online privacy policies. The guidelines and recommen-
dations can aid retail website owners to improve their online privacy policies. Future
research will focus on expanding the guidelines to incorporate more guidance from a
regulatory perspective and to include a larger sample of retailers’ online privacy policies
in the review.
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Ziediņš, Roberts Ervı̄ns I-282
Zimmermann, Robert I-313
Zinn, Arndt-Hendrik II-113
Zurita, Bryan II-220


	 Preface
	 Organization
	 Contents – Part II
	Sustainability
	Exploring the Relationship Between Innovation, Entry Modes and Destination Countries
	1 Introduction
	2 Literature Review
	2.1 Internationalization
	2.2 Innovation and Internationalization

	3 Methodology
	4 Results
	5 Discussion
	6 Conclusion
	References

	Flexibility and Productivity in IoT Programming: A Case Study with Mruby
	1 Introduction
	2 IoT Programming Environment
	2.1 Mruby
	2.2 Node-RED
	2.3 RBoard

	3 Integrating Data-Flow Design and Mruby
	3.1 NodeRED-to-mruby Code Generator
	3.2 Asynchronous Execution on Mruby
	3.3 Implementation of NodeRED-to-mruby

	4 Implementation Results and Evaluation
	5 Conclusion
	References

	Agile Model for the Gradual and Short-Term Deployment of an Enterprise Architecture in the Financial Sector
	1 Introduction
	2 Related Work
	3 Method
	3.1 Benchmarking Agile Methodologies
	3.2 Benchmarking of Scalable Frameworks
	3.3 Benchmarking of Enterprise Architecture Frameworks
	3.4 The SAFe Implementation Roadmap
	3.5 Design of the Agile Model
	3.6 Base Framework
	3.7 Agile Modeling Design
	3.8 Agile Model for Enterprise Architecture

	4 Case Study
	4.1 Scenario 1
	4.2 Scenario 2

	5 Conclusion
	References

	Digital Master Plan as a Tool for Generating Territory Development Requirements
	1 Introduction
	2 Literature Review
	3 Methods of Generating and Setting the Requirements of a Digital Master Plan
	3.1 Data Collection and Comprehensive Analysis
	3.2 Requirements Generation
	3.3 Prediction Stage - Selection of the Concept
	3.4 Scenario-Modeling and Results Evaluation According to Criteria
	3.5 Decision-Making Stage

	4 Experiment
	4.1 Scenario for the Addition of a New School

	5 Discussion
	References

	Cooperation and Technological Capacity Development Among Companies: Evidence from Ecuador
	1 Introduction
	2 Data and Variables
	2.1 Data
	2.2 Variables
	2.3 Estimation Strategy

	3 Results
	4 Conclusions
	References

	Technological Solution in Real Time Based on IoT Devices to Optimize Soccer Team Training
	1 Introduction
	2 Related Documents
	3 Proposal for a Technological Solution in Real Time Using IoT Devices
	4 Development
	5 Validation
	5.1 Definition of Test Indicators
	5.2 Definition of Indicators for Surveys
	5.3 Questions Format for Interviews

	6 Conclusion
	References

	Methods of Allocation of Urban Centers
	1 Introduction
	2 City Central Places Allocation Problems Background
	2.1 Definition of the Urban Central Place
	2.2 Spatial Division of Territory for Centrality Assessment
	2.3 Criteria for Assessing Centrality of Places
	2.4 Literature Review of Methods of Allocation of Central Places

	3 Methodology of Identifying Central Locations
	3.1 Method for Determining the Centers of Population Congestion in the City and Assessing their Connectivity. Method 1
	3.2 Method of Defining Centers of Urban Spaces Based on Extraction of Points of Interest. Method 2
	3.3 Method of Automatic Identification of Central Locations in a City. Method 3
	3.4 Method for Delimiting Agglomeration Boundaries: Leveraging Open Data and Identifying Urban Centers. Method 4

	4 Experimental Studies of Methods
	4.1 Validation of Method for Determining the Centers of Population Congestion in the City and Assessing their Connectivity
	4.2 Validation of the Method Based on Points of Interest
	4.3 Validation of the Method of Automatic Identification of Central Locations in a City
	4.4 Validation of the Method for Delimiting Agglomeration Boundaries: Leveraging Open Data and Identifying Urban Centers

	5 Discussion
	6 Conclusion
	References

	Characterization and Comparison of Maximum Isometric Strength and Vertical Jump Among Novice Runners, Long Distance Runners, and Ultramarathoners
	1 Introduction
	2 Materials and Methods
	2.1 Participants
	2.2 Instruments
	2.3 Procedures
	2.4 Vertical Jump
	2.5 Statistical Analysis

	3 Results
	3.1 Maximal Isometric Strength
	3.2 Vertical Jump

	4 Discussion
	4.1 The U Generated Higher Levels of FIM Than Runners N and LD
	4.2 The U Presented Lower FEE Capacity Than the N and LD Corridors

	5 Conclusions
	References

	Energy Efficient Fill-Level Monitoring for Recycling Glass Containers
	1 Introduction
	1.1 Waste Fill Level Detection Methods
	1.2 Deep Learning Methods for Time-Series Classification
	1.3 Explainable Artificial Intelligence Methods

	2 Dataset Description
	3 Proposed Method
	3.1 Features
	3.2 Probabilistic Classifier
	3.3 Finding the Best Fill Level via Dynamic Programming

	4 Evaluation and Results
	4.1 Classifier Optimization and Implementation Details
	4.2 HMM Parameter Optimization
	4.3 Results

	5 Application of XAI Methods
	5.1 Feature Selection
	5.2 Training Classifiers After Feature Selection
	5.3 Energy Efficiency Improvements

	6 Conclusion
	References

	Impact of Biometric Sensors on Physical Activity
	1 Introduction
	2 Biometric Sensors
	3 Applications of Biometric Sensors
	4 Benefits of Biometric Sensor Integration
	5 Challenges and Limitations
	6 Conclusions
	References

	A Domain Specific Language Proposal for Internet of Things Oriented to Smart Agro
	1 Introduction
	2 Architecture Design
	2.1 Metamodel
	2.2 Transformación Modelo a Texto

	3 Proposal Validation
	4 Conclusions
	References

	Survey Based Analysis on Processed Food and Organic Consumption Pattern in India
	1 Introduction
	2 Literature Review
	3 Methodology
	4 Analysis and Interpretation
	5 Conclusions
	Questionnaire a Study on Processed and Unprocessed Food Consumption Pattern of Customers
	References

	Technology and the Generation Gap: How E-Expertise Present in Youths Positively Affects Online Purchases
	1 Introduction
	1.1 Financial Risk
	1.2 Product Risk
	1.3 Time and Convenience Risk
	1.4 Demographic Factors

	2 Methods
	2.1 Procedures
	2.2 Measures
	2.3 Data Analysis

	3 Results
	3.1 Sample
	3.2 Products Purchased Online
	3.3 Scales and Items
	3.4 Regressions

	4 Discussion and Conclusions
	References

	Internet of Things in Business & Management: Current Trends, Opportunities and Future Scope
	1 Introduction
	2 Research Methodology
	2.1 Assembling
	2.2 Arranging
	2.3 Assessing

	3 Analysis and Findings
	3.1 RO1. To Quantify the Trends of Publication on IoT in Business & Management
	3.2 RO2. To Find Most Influential Articles, Top Contributing Source, Top Contributing Authors, Top Contributing Country, Top Contributing Sponsoring Agency and Top Contributing Affiliation on IoT in Business & Management
	3.3 RO3. To Draw Inferences About Scope and Opportunities for Studies on Internet of Things in Business & Management

	4 Limitations and Scope of Study
	5 Conclusion
	References

	Ethics, Security, and Privacy
	Literature Review of SMS Phishing Attacks: Lessons, Addresses, and Future Challenges
	1 Introduction
	2 Theoretical Background
	2.1 Deep Learning Algorithms
	2.2 Datasets

	3 Research Methodology
	3.1 Research Questions
	3.2 Search the Relevant Documents
	3.3 Define Search Terms (Search String)
	3.4 Inclusion and Exclusion Criteria
	3.5 Result of Review

	4 Evaluation of Results and Discussion
	5 Challenges and Research Directions
	6 Conclusions
	References

	One-Time Passwords: A Literary Review of Different Protocols and Their Applications
	1 Introduction
	2 Research Methodology
	2.1 Planning Phase
	2.2 Perform Review Phase
	2.3 Report Result Phase

	3 One-Time Passwords
	3.1 Protocols for Generating One-Time Passwords
	3.2 Methods of Receiving One-Time Passwords
	3.3 Classification of the Use of One-Time Passwords

	4 Discussion
	4.1 One-Time Password Generation Protocol

	5 One-Time Password Selection Strategy
	6 Conclusions
	References

	Social Engineering Shoulder Surfing Attacks (SSAs): A Literature Review. Lessons, Challenges, and Future Directions
	1 Introduction
	2 State of the Art
	2.1 Shoulder Surfing
	2.2 Authentication
	2.3 Face Recognition
	2.4 Deep Learning

	3 Methodological Design
	3.1 Search the Relevant Documents
	3.2 Inclusion and Exclusion Criteria
	3.3 Quality Evaluation of Research
	3.4 Result of Review

	4 Evaluation of Results and Discussion
	4.1 Challenges and Future Research Directions

	5 Conclusions and Future Work
	References

	Adaptive Key Management-Based Privacy Preservation Protocol for Healthcare Data
	1 Introduction
	2 Literature Survey
	2.1 Related Works
	2.2 Survey

	3 Privacy Preservation Protocol
	3.1 Proposed Model
	3.2 Data Storage Under Blockchain Technology
	3.3 Objective Function

	4 Optimal Key Agreement Protocol
	4.1 Data Hiding Process
	4.2 Data Restoration Process
	4.3 Adaptive Key Agreement Protocol Using GWO

	5 Results and Discussion
	5.1 Experimental Setup
	5.2 Computational Time Analysis for Encryption and Decryption
	5.3 Computational Time Analysis in Terms of Heuristic Algorithms
	5.4 Convergence Analysis
	5.5 Overall Restoration Analysis

	6 Conclusion
	References

	Reflector Saturation in Amplified Reflection Denial of Service Attack Abusing CLDAP and Memcache Protocols
	1 Introduction
	2 Background and Related Work
	2.1 AR-DDoS Attack Abusing CLDAP Protocol
	2.2 AR-DDoS Attack Abusing Memcache

	3 Methods and Procedures
	3.1 Test Scenarios

	4 Tests and Results
	4.1 Results for CLDAP
	4.2 Results for Memcache

	5 Discussion and Comparision with Related Work
	5.1 Implications for Detection, Mitigation, and Security Management

	6 Conclusion and Future Work
	References

	Maturity Model of Response Protocols to Ransomware Scenarios in the Mining Sector
	1 Introduction
	2 Related Work
	3 Methodology
	4 Maturity Model Comparison
	4.1 Information Security Management Maturity Model
	4.2 Cloud Cybersecurity Maturity Model for the Financial Sector
	4.3 Information Security Maturity Model for Software Developers
	4.4 Maturity Model of Defense Protocols Against Ransomware Scenarios

	5 Proposed Maturity Model
	6 Validation and Discussion of Results
	7 Conclusion
	8 Financing
	9 Gratitude
	References

	Ethical and Legal Challenges of Holographic Communication Technologies
	1 Introduction
	2 Review of Literature and Conceptual Framework
	2.1 Digital Ethics
	2.2 Holographic Communication Technologies
	2.3 Existing Ethical and Legal Frameworks
	2.4 Ethical Technology Assessment (eTA)

	3 Methodology and Methods
	3.1 Empirical Settings and Participants
	3.2 Approach
	3.3 Data Collection
	3.4 Data Analysis

	4 Empirical Findings
	4.1 Theme 1: Design and Users’ Participation
	4.2 Theme 2: Privacy and Data Protection
	4.3 Theme 3: Existing Challenges as Starting Point
	4.4 Theme 4: The Quest for a Framework

	5 Discussion
	6 Conclusion
	References

	Evolution, Collaborations, and Impacts of Big Data Research in Ecuador: Bibliometric Analysis
	1 Introduction
	2 Methodology
	2.1 Extraction of Information
	2.2 Formulation of Research Questions

	3 Results
	4 Conclusions
	References

	Data-Driven Intelligence Can Revolutionize Today's Cybersecurity World: A Position Paper
	1 Introduction
	2 Why Data-Driven Intelligence for Next-Generation Cybersecurity?
	3 Data Insights and Modeling
	3.1 Cyber Data Insights
	3.2 Data-Driven Modeling with Explanation

	4 Real-World Cybersecurity Application Areas
	4.1 Critical Infrastructure
	4.2 Digital Twin
	4.3 Smart Cities
	4.4 IoT
	4.5 ICS/OT
	4.6 Metaverse
	4.7 Advanced Networking and Communications

	5 Challenges and Research Direction
	6 Conclusion
	References

	The Relation Between Mayer’s Multimedia Theory and Berthoz’s Simplexity Paradigm for Inclusive Education
	1 Introduction
	2 Mayer’s Multimedia Theory
	3 Between Complexity and Simplicity: Simplexity
	4 Multimedia Theory and Simplexity: Inclusive Connecting Points
	5 Conclusions
	References

	A Serious Game About Apps, Data-Sharing and Deceptive Design
	1 Learning About the Deceptive Design Patterns
	2 Data Collected, Research Questions and Data-Analysis
	3 Discussion and Concluding Remarks
	References

	Ethical Implications of Transparency and Explainability of Artificial Intelligence for Managing Value-Added Tax (VAT) in Corporations
	1 Introduction
	2 Theoretical Background: AI in VAT Management
	2.1 VAT Management and AI
	2.2 Transparency and Explainability in AI Systems
	2.3 Ethical Implications of AI in the Tax Domain
	2.4 Existing Literature on AI for VAT Management

	3 Research Design
	3.1 Sample and Data Collection
	3.2 Integration of Findings and Background of the Research
	3.3 Interviews Protocols

	4 Results and Discussion
	4.1 IT Company that Implements Tax Technology Solutions for Corporate
	4.2 Tax (VAT) Professionals in Corporates
	4.3 Tax (VAT) Advisor
	4.4 Governmental TAX Experts

	5 Conclusion
	References

	A Systematic Literature Review: Towards Developing a Data Privacy Framework for Higher Education Institutions in South Africa
	1 Introduction
	2 Research Problem and Research Questions
	2.1 Problem Statement
	2.2 Research Questions

	3 Background
	3.1 Protecting Privacy in the Education Sector
	3.2 Overview of the Global Landscape of Data Privacy Laws
	3.3 Overview of Data Privacy Law in South Africa

	4 Research Method 
	5 Search Results
	5.1 Literature Search Results
	5.2 Data Analysis and Selection
	5.3 Data Analysis and Selection

	6 Results 
	7 Discussion
	8 Conclusions
	References

	Model for a Real Estate Property Title Management System Using Blockchain
	1 Introduction
	1.1 Related Research

	2 Method
	2.1 Model
	2.2 Benchmarking
	2.3 Application (dApp)

	3 Simulations
	3.1 First Scenario
	3.2 Second Scenario

	4 Results
	4.1 Results for the First Scenario
	4.2 Results for the Second Scenario

	5 Conclusion
	References

	Machine Ethics and the Architecture of Virtue
	1 Introduction
	2 Ethics and Robotics - An Overview of the Current Challenges
	2.1 Utilitarism
	2.2 Deontology

	3 Key Concepts of Virtue Ethics
	4 An Aristotelean Hybrid System - A Proposal
	4.1 Top-Down Vs Bottom-Up Approaches
	4.2 The Proposal for a Hybrid System
	4.3 Conflict Resolution

	5 Conclusions
	References

	DrugChecker: Blockchain-Based Counterfeit Drug Detection System
	1 Introduction
	2 State of Art
	2.1 Blockchain Technology
	2.2 Consensus Algorithms
	2.3 Types of Blockchain
	2.4 Blockchain Platforms
	2.5 Attacks and Countermeasures
	2.6 Blockchain in the Pharmaceutical Sector

	3 Proposed Work
	3.1 Actors
	3.2 Global Architecture

	4 Implementation
	References

	Perception of Psychological Recommendations Generated by Neural Networks by Student Youth (Using ChatGPT as an Example)
	1 Introduction
	2 Materials and Methods
	3 Materials and Methods
	4 Discussion of Results
	5 Conclusion
	6 Financing
	References

	A Study of Online Privacy Policies of South African Retail Websites
	1 Introduction
	2 Research Problem
	3 Background
	3.1 Privacy and Consumer Concerns
	3.2 Protection of Personal Information Act (POPIA)
	3.3 Purpose of Online Privacy Policies

	4 Literature Review
	4.1 Summary of Website Criteria
	4.2 Proposed Online Privacy Policy Guidelines

	5 Research Methodology
	5.1 Research Paradigm
	5.2 Research Design and Methodology
	5.3 Data Collection and Analysis 

	6 Results
	7 Discussion and Recommendations
	8 Limitations and Future Work
	9 Conclusion
	References

	Author Index

