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Preface

It is a great privilege for us to present the proceedings of ICAIoT-2023 which contain
the papers submitted by researchers, practitioners, and educators to the International
Conference on Artificial Intelligence of Things, ICAIoT 2023, held during 30th and
31st March, 2023 at National Institute of Technical Teachers Training and Research,
Chandigarh, India. We hope that you will find this book educative and inspiring.

The conference attracted papers from international researchers and scholars in the
field of Artificial Intelligence (AI) applications in Internet of Things (IoT). The ICAIoT
2023 conference received 401 papers from around the world out of which 60 were
accepted for oral presentation. The total number of papers presented at ICAIoT 2023
was 57. All submitted papers were subjected to strict Single Blind peer review by at least
three national and international reviewers who are experts in the area of the particular
paper. The acceptance rate of the conference was 15%.

The aim of ICAIoT 2023 was to provide a professional platform for discussing
research issues, opportunities and challenges of Al and IoT applications. ICAIoT 2023
received unexpected support and enthusiasm from the delegates. The papers presented at
this premier international gathering of leading Al researchers and practitioners from all
over the world are collected in two volumes which will connect advances in engineering
and technology with the use of smart techniques including Artificial Intelligence (Al),
Machine Learning and Internet of Things (IoT).

The book presents the most recent innovations, trends and concerns as well as prac-
tical challenges encountered and solutions adopted in the fields of Al algorithms imple-
mentation in IoT Systems. The book is divided into two volumes, covering the following
topics:

Volume I:

e Al and IoT Enabling Technologies
e Al and IoT for Smart Healthcare

Volume II:

e Al and IoT for Electrical, Electronics and Communication Engineering
e Al and IoT for other Engineering Applications

This book will be especially useful for graduate students, academic researchers,
scientists and professionals in the fields of Computer Science and Engineering, Electrical
Engineering, Electronics and Communication Engineering and allied disciplines.

Organizing a prestigious conference such as ICAIoT 2023 with the Springer CCIS
series as publication partner is a substantial endeavour. We would like to extend our
sincere thanks to the organizing committee members for all their support with the con-
ference organization. We would like to thank the authors of all submitted papers for
sending high-quality contributions to ICAIoT 2023. We would like to express our sin-
cere gratitude to our sponsors, the advisory committee members, technical program
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committee members and Ph.D./M.E. scholars for all their support throughout the con-
ference. Our special thanks are due to all the external reviewers who contributed their
expertise, insights, and judgment during the review process. Last but not least, we extend
our heartfelt thanks to the staff of Springer for their extensive support in the publication
of this book under the Springer CCIS Series.

March 2023 Rama Krishna Challa
Gagangeet Singh Aujla

Lini Mathew

Amod Kumar

Mala Kalra

S. L. Shimi

Garima Saini

Kanika Sharma



Message from the Patron

I am happy to learn that the Department of Computer Science and Engineering, Depart-
ment of Electronics and Communication Engineering and Department of Electrical Engi-
neering of National Institute of Technical Teachers Training & Research, Chandigarh
has taken a timely initiative to address the emerging issues on Artificial Intelligence and
Internet of Things by organizing the International Conference on Artificial Intelligence
of Things (ICAIoT 2023) from March 30-31, 2023.

The organizing Committee has invited many speakers of international and national
repute to make the two days’ deliberations more meaningful and academically rich.
I extend a warm welcome to all the dignitaries, keynote speakers, paper presenters
and delegates to the conference. I am sure the conference will provide a platform to
researchers, professionals, educators and students to share innovative ideas, issues, recent
trends and future directions in the fields of Al, IoT and Industry 4.0 to address industrial
and societal needs.

I wish the conference a grand success and all the participants a pleasant stay and
great learning.

Bhola Ram Gurjar



Message from the Conference Chairs

We were delighted to welcome delegates from India and abroad to the International Con-
ference on Artificial Intelligence of Things (ICAIoT 2023), organized by Department
of Computer Science and Engineering, Department of Electronics and Communica-
tion Engineering and Department of Electrical Engineering of the National Institute of
Technical Teachers Training & Research (NITTTR), Chandigarh on March 30-31, 2023.

Undoubtedly, Al and IoT technologies have transformed our society in recent times
and the pace of change can only be described as revolutionary. The technology is pro-
gressing fast and new horizons are being explored. The conference aimed to provide an
opportunity to researchers, engineers, academicians as well as industrial professionals
from all over the world to present their research work and related development activities.
This conference also provided a platform for the delegates to exchange new ideas and
application experiences face to face, to establish research relations and to find global
partners for future collaboration.

It is rightly said “Alone we can do so little, together we can do so much”. We are
thankful to all the contributors of this conference who have worked hard in planning and
organizing both the academic activities and necessary social arrangements. In particular,
we take this opportunity to express our gratitude to the Conference Patron and members
of the Advisory Committee for their wise advice and brilliant suggestions in organizing
the Conference. Also, we would like to thank the Technical Committee and Reviewers
for their thorough and timely reviews of the research papers and our Ph.D./M.E. scholars
for their support. We would also like to thank all the sponsors who have supported us in
organizing this conference.

We hope all attendees enjoyed this event.

Rama Krishna Challa
Gagangeet Singh Aujla
Lini Mathew

Amod Kumar



Message from the Conference Co-chairs

We were pleased to extend our most sincere welcome to all the delegates to the Inter-
national Conference on Artificial Intelligence of Things (ICAIoT 2023), being orga-
nized by three departments, namely, Department of Computer Science and Engineering,
Department of Electronics and Communication Engineering and Department of Elec-
trical Engineering of the National Institute of Technical Teachers Training & Research
(NITTTR), Chandigarh during March 30-31, 2023 in association with DSIR, Govt. of
India.

Artificial Intelligence plays an enormous role in promoting knowledge and technol-
ogy which is essential for the educators, researchers, industrial and commercial houses
in the present digital age. Being a core part of this conference from the beginning, we
feel very enthusiastic about the event and hope that we all will benefit academically
through mutual collaboration. This International Conference will provide exposure to
recent advancements and innovations in the field of Internet of Things (IoT), Artificial
Intelligence (AI) and Industry 4.0. It is expected to be an intellectual platform to share
ideas and present the latest findings and experiences in the mentioned areas.

The successful organization of ICAIoT 2023 required the talent, dedication and time
of many volunteers and strong support from sponsors. We express our sincere thanks to
the paper reviewers, keynote speakers, invited speakers and authors. A special mention
about our Ph.D./M.E. scholars who worked hard to make this International Conference
a success, would be in order.

We hope all attendees found the event to be a grand success.

Mala Kalra
Garima Saini
S. L. Shimi
Kanika Sharma
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Abstract. With the availability of huge bandwidth backbone networks in terms
of optical fiber links, there is a surge in data at the user end. It has been boosted fur-
ther by the deployment of 5G services and IoT. Hence to incorporate this big data,
demand for flexible and scalable networks has risen thereby increasing complex-
ity. So, there is a need of new techniques that can monitor their performances and
accordingly adjust the parameters as per the real time requirements and reduce
the cost/bit/sec. In this direction, we have reviewed various machine learning
algorithms that have the potential to be incorporated with optical systems that
can further optimize the efficiency across many dimensions. Hence, the complex
network can be self-reconfigured by managing failure and estimating Quality of
Transmission (QoT) using machine learning algorithms. Further, input to machine
learning algorithms is the dataset. In the present scenario, dataset to this scien-
tific domain of optical communication and networks is not abundantly available
and hence can either be generated through simulations, experimentation or can be
synthetically provided by advanced machine learning algorithms. The dataset can,
thus, be taken from field trials and testbeds, lab trials and testbeds, open-source
platforms and from some government funded networks etc. As per the type of data
(image data, sequential data or augmented data), machine learning algorithms are
classified. In this paper, we have generated data for optical mesh network con-
necting four Indian cities (Delhi, Mumbai, Bangalore and Kolkata) using different
transceivers on a public and open-source platform — GNpy model — a QoT esti-
mation tool and optimized the data rates and modulation format for distance and
generalized signal to noise ratio (GSNR) values. Data similar to this can further
be generated for different networks and can be applied as input to machine learn-
ing algorithms in some standard format and ML algorithms can be developed in
optical domain.
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1 Introduction

Many areas of engineering are heading towards involving artificial intelligence, machine
learning approaches in them, due to its applied advantages despite being complex. Many
supervised and unsupervised machine learning algorithms work on the dataset avail-
able either online or on real time data like face recognition, face verification, speech
processing, image processing, handwriting recognition etc. But in some technological
domains like optical system, antenna design, renewable energy etc. much data is not
available and hence one has to rely on synthetic data either generated from simulations
or through expensive hardware or experimental setup. This is the major challenge faced
by such technologies which hinders the implementation of available machine learning
and further deep learning algorithms in these areas. In this work, we have investigated
various machine learning algorithms as a powerful interdisciplinary tool that can act
as viable candidate for optical system analysis. It can help in realizing an autonomous,
self-learning, self-driving, self-healing network that can auto configure and predict traf-
fic and optimize to lower the capital expenditure as well as operational expenditure
thereby reducing cost and making technology cheaper. Hence complex optical commu-
nication systems and network problems can be solved by utilizing the capacity of ML
and DL algorithms both at physical layer and at network layer. CNN is used for extract-
ing parameters from image while RNN is used for sequential data analysis. CNN can
estimate channel length, channel impair-ments, modulation format and hence monitor
performance of optical systems while sequential data like optical and electrical signals,
network traffic data, inter symbol interference can be realized through RNN.

2 Past Work

Wang, Danshi et al. [1] used 1600 constellation diagrams of six different modulation
format i.e., QPSK, 8PSK, 8QAM, 16QAM, 32QAM and 64QAM of IM-DD optical
system over OSNR range (15-30 dB and 20-35 dB) to develop an intelligent constel-
lation diagram analyzer that estimates OSNR and recognizes modulation format using
CNN with better accuracy over other four traditional machine learning algorithms like
Decision tree, back propagation artificial neural network, distance weighted K-Nearest
Neighbors, SVM. The images used were generated via simulation on a popular commer-
cial software VPI transmission maker version 9.0. The results show that CNN achieved
better accuracy for modulation format recognition and OSNR estimation over other 4
traditional machine learning approaches. Tizikara et al. [2] reviewed various machine
learning algorithms and candidate features for monitoring the optical performance for
direct detection and coherent detection systems. Wang et al. [3] reviewed various machine
learning algorithms like CNN for image data that can be used for channel estimation,
mode demodulation, optical signal analysis, impairment diagnosis, optical performance
monitoring, digital signal processing, and spectral analysis, RNN for sequential data,
to execute signal pre-distortion and post-compensation, network traffic forecasting, and
fault alarming analysis, Deep learning (auto encoder i.e., interpreting the entire com-
munication systems), GAN for augmenting data that is diverse and sufficient to conduct
experimentation, Deep Reinforcement Learning for Network Automation that adds more
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intelligence and adaptivity to optical network. D. Wang et al. [4] used simulated images
of eye diagrams of IM-DD optical system for 10 Gb/s on off keying and 20 Gb/s pulse
amplitude modulation-4 obtained from popular software VPI transmission maker ver-
sion 8.6 to feed transfer learning-based eye diagram analyzer. TL based approach can
extract varied information and characteristics from eye diagram data only and hence can
execute large number of tasks (6) like estimation of fibre length, Q factor, essential eye
diagram parameters, impairment characteristics, eye height and width, levels of “0” and
“1” from source task learning to target tasks. Results showed that training times for both
the modulation formats were reduced using TL approach. Esteves et al. [S] monitored
optical performance that predicted BER and analysed eye-pattern over short distance
communication with PAM4 signals, intensity modulation-direct detection modulation
in inter data centres optical connections using CNN. The transmission fibre used was
multi core fiber. The synthetic dataset used was created by Monte Carlo simulations and
the results showed that CNN was able to predict BER without surpassing Root Mean
Square Error (RMSE) limit of 0.1. Wang et al. [6] reviewed various machine learning
algorithms available in literature that can manage failure for fault prediction, detection,
diagnosis and location in optical layer. D. Lippiatt et al. [7] demonstrated transmitter
dispersion eye closure quaternary (TDECQ) estimation and identified impairment simul-
taneously using convolutional neural networks. Model trained with some impairments
like limited bandwidth, signal compression and SNR degradation resulted in Identifi-
cation Accuracy of 100% for eye closure value TDECQ > 2.6 dB. Xu et al. [8] used
transfer learning technique for feed forward and recurrent neural networks on nonlin-
ear equalizer to overcome the problem of varied channel environment impairment on
short-reach direct detection systems and accordingly shift to new equalizers depend-
ing on channel conditions faster. An optical link of varied distances and bit rates was
used as source task and 50Gb/s having 20 km PAM4 optical link is used as target task.
Liu et al. [9] proposed equalizer for coherent optical communication system based on
transfer learning aided perturbation theory convolutional neural network (PT-CNN) and
demonstrated experimentally that the proposed method can accelerate the elasticity of
backbone communication network. Xie et al. [10] provided comprehensive survey of
machine learning techniques for short-reach optical communications having less than
100 km of coverage i.e., optical access networks, inter- and intra-data centre intercon-
nects, mobile front haul, and in-building and indoor communications that can monitor
optical performance, identify modulation format and process signal in-building/indoor.
Further, the need was also felt to provide raw data for multi-layer machine learning tech-
niques like CNN (convolution neural network), DNN (Deep Neural Network), SVM,
K-Means clustering, learning the k in k means, PCA (Principle Component Analysis)
, transfer learning and LSTM (Long Short-Term Memory) [14, 16-22] in some stan-
dard format. In this work, optical mesh network was designed for Indian cities and was
optimized with the parameters like modulation format, data rate and OSNR for typical
connectivity between four cities. The data thus generated can act as source to further
develop ML based models for solving problems of prediction, classification or regression
in optical networking.
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3 Classification of Algorithm based on Optical Data

Machine learning algorithms can be classified as shown in Fig. 1 based on data type input.
If the algorithm is working on image data like eye diagrams, constellation diagrams,
linear polarized modes, strokes space etc., the algorithm used is convolution neural
network. If the algorithm is working on sequential data like digital signal waveform,
network traffic data etc. that has some correlation in time, then the algorithm used is
Recurrent Neural Network i.e. with memory. If both the image data and sequential data
is generated by augmentation, then the algorithm is called as Generative Adversarial
Network that works on competition between real data and synthetic data generation.

Optical data type

DATA FROM
SEQUENCE (Digital

signal waveform, network
traffic data, and
equipment state
parameters)

DATA FROM IMAGE (LP

mode, OAM mode, eye, AUGUMENTED

DATA(Augment
Image data and

constellation, ADTP, AAH,
and spectrum

diagrams) Sequential data)

Fig. 1. Optical Data Type for Machine Learning Algorithms [3].

3.1 Feature Extraction from Data in Optical Communication for CNN [Image]

For monitoring the performance of optical system through convolution neural network,
it takes data from the signal representation that is given to a network which will extract
some features, learn from them and outputs the impairment type and its amount. The
image data can be in any form that can give some useful information like eye diagram,
constellation diagram, linear polarized mode diagram, optical power extracted either
from simulations (commercial optical software) or from experimental data (lab setup,
field setup). A lot of images are available in literature for various optical systems for
different modulation for-mats and bit rate that diagnose impairments like OSNR, PMD,
CD, non-linearity, crosstalk caused because of different reasons from spectrum, strokes-
space con-stellation, eye diagrams etc. Figure 2 shows some of such potential image data
or features that can act as candidate for CNN Networks for monitoring performance [1,
4, 11].
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Fig. 2. Potential Image data for Optical Performance Monitoring using CNN a) Images of 20,000
symbols of BPSK, QPSK, 8PSK, US-16QAM, US-32QAM, US-64QAM signals in 2D Stokes
planes with their corresponding 3D Stokes space constellation [11] b) The constellation diagram
images of QPSK and 16QAM signals at OSNR of 15, 20, 25 dB [1]. ¢) Fiber transmission distance
as reflected by eye diagrams for three OOK and PAM4 signals captured following transmission
through 20-, 40-, and 60-km fibers [4].

3.2 Sequential Data for Recurrent Neural Network

Sequential data is a data that has correlation of time at different time scale. It includes
data of network traffic, optical and electrical signals, inter-symbol interference (ISI)
cancellation, digital signal waveforms etc. To analyze this kind of data RNN are used
similar to speech recognition (used by Apple’s Siri and Google’s voice search.), hand-
writing recognition etc. These are the neural networks with memory i.e. current output
is dependent on past outputs as well as present inputs. RNN network architecture is
classified based on number of inputs and outputs as One to Many architecture, Many to
One Architecture, Many to Many Architecture (two types as first type is when the input
length equals to the output length, second type of many to many architecture is when
input length does not equal to the output length) as shown in Fig. 3 [13].

g0 B og goe
0 B0U OO0 G
I Jog 00O 100

Fig. 3. RNN architectures [13].
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3.3 Augmented Data for GAN

As the dataset for machine learning algorithms is not widely available for many areas, the
same can be artificially created using Generative Adversarial Network. In GAN, either a
new synthetic data is generated or available data is modified by changing its properties.
Chen et al. designed variable length Data Augmentation for Optical Transmission Net-
works under Multi-condition constraint (MVOTNDA) based on GAN architecture [15].
As per our knowledge gained from literature, GAN can be classified as original GAN,
LSTM and MVOTNDA.

4 Machine Learning Applications in Optical Systems

Machine learning is a technology that has entered in almost all domains because of its
inbuilt advantages. There are various algorithms [13] that can be incorporated in opti-
cal communication system for monitoring the performance of networks and managing
network traffic. Accordingly, machine leaning algorithms find applications both at the
physical layer (Quality of Traffic estimation, Digital twins for optical networks, short
reach equalization and Fiber nonlinear noise mitigation) and at the network layer (Traffic
prediction and generation, Core network parameter optimization) [12]. Machine learn-
ing models can be trained from image data, sequential data or the augmented data. Many
applications are consolidated in Fig. 4 for further work.

5 Present Work

In this paper, optical performance is monitored and potential optimized data is generated
from public open source gaussian noise python library (GNpy) plat-form for real-world
mesh optical networks for Indian scenario. The optical net-work is planned between
four metropolitan cities of India. Frequency from 191.30 THz to 196.10 THz with
50GHz spacing is used. EDFA and Reconfigurable Add Drop Multiplexers (ROADM)
are used to boost the power level and add or drop the channel as desired between the
cities for network planning with de-sired power levels. Chromatic Dispersion (CD),
Polarization mode dispersion (PMD), polarization dependent loss (PDL), gaussian noise
and non-linear impairments are the impairments optical signal faces while propagating
through mesh network. Table 1 summarizes the parameters considered while planning
and optimizing mesh network from Delhi to Bangalore with four nodes i.e., Delhi,
Mumbai, Bangalore and Kolkata with default Baud Rate as 31.57GBaud and Tx OSNR
as 35, CD = 40075.92 ps/nm, PMD = 16.00ps and PDL as 4.36dB.

It is observed from the above Table 1 that the simulation tool for network planning
and optimization results in optimized parameters in terms of modulation format for
different Transceivers with acceptable Rx OSNR without any warnings. Hence, network
operators can choose from the proposed results as per the requirement of network plan.
Further, such tool can be used to evaluate the performance for other nodes and routes
using different networks i.e., govt networks, field testbeds, lab testbeds etc. It is proposed
that the data generated from this tool can be employed to machine learning models as
discussed above to add flexibility to optical mesh networks at the backbone/ core network
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Machine learning
applications in Optical
Communication
Systems

Modulation Format

Identification

Optical Performance
Monitoring

Optical Signal
Processing

X
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Scatter plot

h 4

OSNR
Estimation

BER Estimation
Disparsion Estimation
Phase Noise Estimation
Link length estimation
Chromatic Dispersion

Other impairments.

Non-Linear Equalization

Dispersion Compensation
Auto Encoder
Link length Compensation

Fiber imperfactions

Eyve Diazram Analysis

Asynchronous Delay Tap Plots
Asynchronous Amplitude Histograms
Asynchronous Single Channel Sampling
In-Phase Quadraturs Histograms
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Fig. 4. Machine learning applications [2]

infrastructure in some standard form for classification and regression type of problems.
Figure 5 shows the optimized route plan from Delhi to Bangalore with four nodes i.e.,
Delhi, Mumbai, Bangalore and Kolkata for Indian national network. Similar routes can
be planned and optimized results can be achieved using more nodes. Other data like fiber
type, distances, optical power levels, optical signal to noise ratio etc. can be used for
developing machine learning algorithms for estimating Quality of transmission (QoT)
by planning other different type of networks. Fur-ther, deep learning models can be
generated and thereby performance can be enhanced depending on the type of data
collected as categorical data, sequential data, image data.
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Table 1. Parameters considered for mesh network

Delhi to Bangalore (Optical Mesh Network Planning and Optimization)

Feature 1 Feature 2 Feature 3 Feature
Independent variable Independent variable Independent | Dependent variable
variable
Transceiver parameters Mode Modulation Rx OSNR (Avg)
format
CFP2-DCO-T-WDM-HG 100 Gbit/s DP-QPSK 18.30
(37.5 GHz)
OIF 400 ZR 400 Gbit/s, DP-16QAM 21.02
(75.0 GHz)
OPEN ROADM MSA V5.0 | 200 Gbit/s, DP-QPSK 21.70
(87.5 GHz)
CISCO NCS 1004 200 Gbit/s DP-QPSK 21.66
(87.5 GHz)
Juniper QFX10000 100 Gbit/s, DP-QPSK 19.48
(50.0 GHz)

Fig. 5. Optimized route planned from Delhi to Bangalore with four nodes i.e., Delhi, Mumbai,
Bangalore and Kolkata shown in marked line with given parameters.

6 Conclusion and Future Scope

In this paper, we have reviewed the work in literature regarding dataset that have been
used as input to various machine learning algorithms and potential algorithms for ana-
lyzing optical systems and networks. It is observed that in this scientific domain, no
such standard dataset is available and the researchers are generating data either through
simulations, experimentations or augmentation. In this direction, we have demonstrated
optimized parameters of Indian network based on different trans-receivers and estimated
the quality of transmission using public open access optimization tool GNpy for optical
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mesh networks for four nodes for Indian scenario. Similar results can be analyzed with
more nodes and networks and the dataset thus generated can be applied in some standard
format to machine learning algorithms to make optical networks reconfigurable, scal-
able and cost effective. Hence, in future, customized ML optical communication-based
algorithms can be developed to enhance the capability and scalability of optical systems
and networks in real time.
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Abstract. Array antenna is widely used in 5G wireless networks. The main issue
with the array antenna is that, failure or fault in one or more elements disturbs
its radiation pattern, and its directivity pattern gets disturbed. Fault in elements
of the array antenna enhances the side lobe levels; To tackle this kind of issue,
pattern regeneration techniques can be utilized, but for that, the detection of the
faulty element is needed. Hence to cater this kind of problem exemplary machine
learning technique, i.e., logistic regression classifier, is used in this paper. The
eight-element planar antenna is simulated using the Ansys-HFSS tool. To build
training and testing datasets, a discontinuity is formed in the array’s feed network
to simulate various fault conditions. The array is designed using RT Duriod 5880
substrate with relative permittivity 2.2 and thickness 1.6 mm; the simulated result
shows a high gain of 12 dB and Sy of —32 dB for 3.67 GHz frequency. Before
applying a logistic regression machine learning algorithm for fault detection in
an antenna array, a review of various techniques applied by researchers is carried
out. The logistic regression multiclass model with a liblinear solver obtained 95%
accuracy over 105 test samples.

Keywords: Antenna Array - Fault Detection - Logistic Regression - Machine
Learning - One-vs-rest (OVR)

1 Introduction

Nowadays, smart and machine learning is become a buzzword in the engineering. In the
case of 5G or next-generation wireless communication networks, smart antenna arrays
play an important role, as apparent in the literature [1-5]. In the wireless network, that
may be deployed indoors, outdoors, in industrial, medical, or vehicular applications,
array antennas are used because of their high gain and bandwidth feature. Addressing
beamforming effectively happens if the antenna array is faultless. Fault in an antenna
element disturbs the radiation pattern with respect to the main lobe, side lobe, back
lobe, and nulls, and to tackle this issue, various reshaping techniques are reported in the
literature [6—8]. As discussed, a fault in the antenna array disturbs the radiation pattern.
So, reshaping techniques can be used to reshape the disturbed radiation pattern, but to
use these techniques location of the fault needs to be detected first. Hence, various linear
and planar antenna array fault diagnosis techniques using the heuristics approach as well
as machine learning techniques reported in the literature.
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Logistic regression is an exemplary algorithm in machine learning, primarily used
in the detection, classification, and segmentation applications. Some of the selected lit-
erature related to this are mentioned next. Tadelo et al. used logistic regression ML for
predicting disease in tomato plants with respect to the association of climate change [9].
Vincent F et al. showed the application of logistic regression ML to detect polyps in
computed tomography (CT) colonography [10]. Harikrishnan et al. reported the appli-
cation of logistic regression ML to detect disease on dry beans [11]. Poreba et al., and
Del Rosso et al., both literature presented the application of the logistic regression ML
model to detect a fault in the motor by using a vibrational acoustic signal [12, 13]. Land-
strom et al. presented the use of logistic regression ML for morphology-based detection
of cracks in the steel slabs. Wthout human intervention, non-contact identification of
cracks reported in this literature [14]. Khurshid et al. reported the segmentation and
categorical prediction of multi-temporal multi-spectral SPOT 5 satellite images using
logistic regression [15]. Recently Sanchez et al. presented a logistic regression model
combined with feature extraction methodology for identifying phishing sites or URL
[16]. Considering these diverse domain applications of logistic regression, the author is
motivated to use the same for fault diagnosis of the antenna array.

In this paper, the method is formulated to diagnose the fault in an antenna array.
A single or many element failure causes the array’s radiation pattern to deviate. This
encourages the development of a fault-finding strategy. The suggested technique uses a
shift in the radiation pattern to find defects. It is practical to get the far-field radiation
pattern without disconnecting or moving the antenna from its deployed location or sig-
nificantly altering its regular operating circumstances. It is simple to identify problems
in applications like, satellite-borne antennas by measuring the far-field radiation pattern.
This paper provides a review of the fault detection techniques in an antenna array. Also, it
provides experimental results of the application of logistic regression machine learning
(ML) to detect a fault in a planar eight-element antenna array. This paper also discusses
the feasibility of the logistic regression ML model for real-time fault detection.

The remaining structure of this paper is outlined as follows; Sect. 2 provides a
literature survey, Sect. 3 discusses the problem statement and methodology flow, Sect. 4
discuss design of antenna array and train-test data preparation, Sect. 5 presents logistics
regression ML technique and implementation, Sect. 6 provides results and discussion,
and Sect. 7 concludes the work.

2 Literature Survey

Peters et al. presented a methodology to correct the shape of radiation pattern in existence
of failed element in an antenna array. The suggested approach helps to reduce the side
lobe levels that happened due to failure of element in an antenna array. A conjugate
gradient based algorithm is suggested to recover the radiation pattern of the antenna array
when element failure arises, where prediction of element failure needs to be accurate [6].
Appasani et al. presented pseudo measurement technique so as to detect and correct the
errors occurred due to element failure in linear antenna arrays. The radiation features of
the single antenna elements and the array factor are utilized to mathematically formulate
errors in an element for a particular radiation pattern. Author used MATLAB for the
simulations [7].
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Guoliang Zheng et al. presented a deep learning based deep residual shrinkage net-
work (DRSN) methodology to dignose fault in antenna array. The reported methadology
showed improved accuracy considering presence of noise in the signal. Author also com-
pared the DRSN with the examplarary ML technique i.e. SVM. Prediction accuracy of
the DSRN and SVM is compared for noisy input radiation pattern data also [17]. Grewal
et al. proposed a methodology to correct or resahpe radiation patterns, when element
failure occurs. The correction of radiation pattern is achieved by adjusting the excitation.
The comparative performance of the proposed method i.e. improved BAT algorithm with
other soft computing techniques is reported [8].

Balamati et al. utilized bacteria foraging optimization (BFO) to locate the fault
in an antenna array. The proposed method is tested on a 24-element linear broadside
Chebyshev array. The linear antenna array inter element spacing is considered as \/2. The
developed methodology used to find different types of fault situations like combination
of partial and complete fault, complete single fault, and more than one fault [ 18]. Shafqat
et al. discussed the cuckoo search soft computing technique to identification of failure
elementin a array antenna. A linear array (Classical Dolph Chebyshev) of fourty elements
used while implementing the antenna array [19]. Mukherjee et al. used a GA to detect
failed element in 8x8 planar array. The method was applied for planar arrays with two
or more than two elements failed. The number of iterations used clearly notifies the
computationally intensive nature of this algorithm [20]. Khan et al. demonstrated how
to use the Firefly algorithm to find an issue with a linear antenna array.

The suggested approach is effectively employed for both the partial and total faulty
element position detection. 34 element Chebyshev array is referred detect the fault using
firefly algorithm [21]. Grewal et al. proposed BAT algorithm to detect faulty element in a
symmetric linear antenna array of 32 elements. BAT algorithm has been compared with
other soft computing techniques for confirmation of the performance of the proposed
method [22]. Acharya et al. presented a soft computing technique to detect fault in an
antenna array. Author reported a particle swarm optimization (PSO) based method to
identify the whole or partial faulty element for 10 elements linear antenna arrays [23].
Amalendu et al. developed artificial neural networks (ANN) to locate fault finding in
16 elements linear microstrip antenna array. Author used IE3D tool to simulate the
antenna array, train test dataset is generated with respect to creation of various faults,
by means of introducing the discontinuity in the feed network. The demerit of various
soft computing techniques utilised in past to detect fault in antenna array is reported by
author. Hence, to avoid the computational load because of iterative process used in soft
computing technique, ANN is proposed in this literature. The author also reported that
the same methodology can be applied to the planar array [24]. Vakula et al. used ANN
to detect a fault in a planar array with 5 x 5 and 8 x 8 isotropic antenna elements with
identical excitation and equal distance between consecutive elements. Varients of ANN
are compared and analysed. It has been observed that, PNN network performance is
better than RBF network. Performance measures of ML model like train time, test time
and peak memory usage is not reported in this paper [25].
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Srikanth et al. showed that support vector machine (SVM) prediction for defective
elements in a planar array (5 x 5) is better as compared to linear array (11 elements).
Measured powers for varied Signal to Noise Ratios made up the training vectors. Less
than 5 dB of signal-to-noise ratio produced detection accuracy that was only about 30%,
whereas more than 10 dB of SNR produced accuracy of greater than 90%. The author
used variants of SVM classifier just by changing the kernels, but not used the optimized
SVM [26]. Nan Xu et al. referred SVM multiclass classifier as a machine learning tool
to diagnose faulty elements in a 4-element dipole antenna array. The performance of
classifier is compared over different SNRs using RBF and polynomial kernel, but SVM
is not optimized using any soft computing algorithm. The model’s suitability for real
time applications is reported but the performance measures of ML model like train time,
test time and peak memory usage is not reported in this paper [27].

Alzubaidi et al. presented a review of deep learning concepts; the author stated that
ML techniques utilized by many researchers to detect fault require pre-processing of
the data, whereas the introduction of deep learning for various fields in the past decade
reduced human supervision subsequently. Among the different deep learning methods,
CNN is the maximum popular and largely employed algorithm where the convolutional
layer extracts the features of data [28]. Sunita rani et al. proposed a virtual instrument
for failure detection in antenna array. Four element linear antenna array is designed
and radiation pattern data set corresponding to the introduction of fault situations is
created. Fault are created by introducing the discontinuity in the feed network. Any
machine learning, model should be trained and test, with balanced dataset to confirm the
generalization of the model. Whereas use of stratified sampling for splitting the train test
is not mentioned and total sample set is also 93. Hence, probability that proposed model
is biased is more. The best thing about this paper is that Matlab implemented ANN
model is embedded with Lab-VIEW to get visualization of fault in antenna array if any
based on aforementioned literature review, the research gaps are identified as below.

There are some highly efficient and popular ML/DL techniques which, are not yet
utilized to address the fault detection in antenna array. Various soft computing, and ML
methodologies for detection of fault in antenna array are reported in literature, however
approach to optimize the architectural parameter of machine learning model using soft
computing techniques to diagnose fault in antenna array is not reported. The literature
of fault finding in antenna array using AI/ML techniques lacks deployment approach of
the model. Hence, to make array antenna adaptive and reconfigurable or to automatically
reshape the disturbed radiation pattern (because of element failure) in antenna array there
is a need to detect and locate fault in antenna array using radiation pattern far field data,
hence efficient AI/ML techniques needs to be developed to handle large antenna array.
Figure 1 reflects the various AI/ML techniques reported for fault detection of antenna
array in literature.
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Fig. 1. Various types of Al techniques reported in literature for fault detection in antenna array.

3 Problem Statement and Methodology Flow

Earlier array antennas are used in high end applications, like satellite, military RADAR,
traffic control and collision avoidance system (TCAS) and astronomical observations.
Recently, noticing the vast use of array antenna in other domains of wireless networks,
raised the attention of addressing issues related to array antenna. The main issue of the
array antenna is disturbed radiation pattern due to fault in one or many elements of an
array. To reshape or regenerate the pattern in the existence of defective element in the
antenna array, the essential requirement is to locate the fault. Hence, this paper presents
logistics regression ML technique-based detection of failure of an antenna element. The
methodology flow to attain the problem statement is depicted in Fig. 2.

4 Design of Antenna Array and Train Test Dataset Preparation

A planar array of 8 elements is designed and simulated in the Ansys HFSS tool. The
design equations of the patch and corporate feed network i.e. from Eq. (1) to Eq. (10)
are referred from [29, 30]. The antenna is designed using RT/Duriod —5880 substrate
having relative permittivity 2.2, and a thickness of 1.6 mm. The design frequency of the
array antenna is 3.67 GHz. The design steps of microstrip array antenna with design
equations are further mentioned.

The width of patch (W) is calculated from Eq. (1).

c | 2
W=— (1)
2\ e+ 1

where W is patch width, f; is resonant frequency, C light velocity, and the ¢, is the
dielectric constant of substrate. Now the effective dielectric constant is calculated from
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Fig. 2. Methodology flow to detect faulty element in an antenna array.

Eq. (2).

1

e+1 e -1 h\ 2

= 1+ 12—

freff = 5t < L

Here, h is thickness of substrate and effective dielectric constant is & .
The length of the patch is calculated from Eq. (3).
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where, VL is the extension of length due to fringing, calculated using Eq. (4).

w
VI — 0419 (erer +3) (5 4‘; 0.264)
(erefr — 0.258) (% +0.8)

4)

Now, the determination of inset feed position is done by calculating the edge resistance
(Rin) of the patch, which is given by Eq. (5).

1

- 5
2(G1 £ Gy2) ©)

in
where, G is input edge conductance of the single slot, and G, is the mutual conductance
between the two slots, which is given by Eq. (6) and (7) respectively.

I

G = To0r2

(6)

pu sin(@CosG)

Jo(KoLSin0)Sin*0d6 7
1202 ) Cosé 0(RoLSin6)Sin ™

Gpp =

where, Jj is a Bessel function of the first kind of order zero, and I is the integral defined
by Eq. (8).

. sin(@Cos@)

L=[| ————2%| sir’
1 { Cosd Sin”0d0 (®)
Equation (8) is further simplified as,
sin(X)

I = =2+ cos(X) + Si(X) +

)

where, X = KoW, Kp is a free space wave propagation constant, W is width of patch,
and §; is sine integral.

Now the location of the inset-feed from edge of the rectangular patch is determined
by Eq. (10).

Rin(y = 30) = Rinly = 0)Cos? (T30 (10)

where, R;, (y = yp) is the impedance of the feed point, which s generally 502, R;; (y = 0)
is edge impedance of the patch. yq is the position of inset feed point or inset feed depth
which is given by Eq. (11).

1
L Rin(y = 2
yo = —Cos™! [M} (11)
T Rin(y = 0)
Now, the inset feed gap is calculated by using Eq. (12) given in [31].
_4.65 x 107 ¢,

N, =
¢ N

(12)
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where, Ny is a notch gap or inset feed gap. Hence, single inset feed patch element of array
antenna is designed using Egs. (1), (2), (3), (4), (5), (6), (7), (8), (9), (10), (11) and (12).
Further corporate feed network is designed using microstrip lines having impedances
50 €2, 100 2 and 70.7 2. The width of the microstrip line for different impedance value
is calculated from Eq. (13).

60 [8n , W
S|+ ] for Wifp <1
Z = 120z for Wi/, > 1 (13)

Wr o (W5
[Erefr | 1.393+—-+%1n +1.444
off h T h

where, Z is the characteristic impedance of the microstrip line. % ratio is determined
by Eq. (14) [30].

Wf 8eh )
5 = for Wi/, <2 (14)
and,foer/h >2
Wy 2 —1 0.61
2 Bl —m@B- 1)+ B —1)+039— ==
h h 2¢g, ER

where, A and B is given by Eq. (15) and (16) respectively.

Zy ler+1 g —1 0.11
A= — 0.23 15
60 2 * &+ 1 < * & ) (15)
B— 3777 (16)
270/

Simple power divider network is used to feed the array with 50 €2 impedance of excitation
feed. The quarter wave transformer is used to match the impedance of 100 €2 line with
50 € microstrip line of the corporate feed network. The designed array antenna is shown
in Fig. 3.

The effect of the introduction of fault in S11, voltage standing wave ratio (VSWR),
and radiation pattern can be observed in Figs. 4, 5, and 6, respectively.

Enhancement of side-lobes and alteration or shifting of the main-lobe, with reduced
gain can be observed from the radiation pattern plot when a fault is introduced at element
2. Variation in S1; and VSWR due to fault is reflected in Figs. 4 and 5, respectively.

By creating the discontinuity near every patch, the fault is created, and after simula-
tion csv file of the radiation pattern is exported to plot the radiation pattern. By varying
the theta steps, 39 samples of the radiation pattern are created. Hence, total 351 number
of the samples in the dataset is created then a balanced split is performed to create a
training and testing set. 70% samples are considered for training the model, while the
remaining 30% are considered to evaluate the model.
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Fig. 6. Effect on Radiation pattern with fault in element 2.
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S Logistic Regression ML Technique and Implementation

Logistic regression is basically applied for binary classification problem statement. In
linear regression by using single best fit line it can attain binary classification but error
rate increases drastically just by inclusion of single outlier. To tackle this issue sigmoid
function is used to discriminate between data points or classes instead best fit line. The
cost function is given by Eq. (17) [32, 33].

n
cost function = J(m) = max Zf (yi X wiTx,-) 17)

i=1

where x; are data points and y; classification labels + 1 or -1 and the product wl.T X;
represents distance between data point and best fit line, and f is considered to be sigmoid
function. i.e. multiplication of y; x wl.Tx,- is passed through the sigmoid function. The
sigmoid function is given as # hence, z = y; X w[.Tx,- and as sigmoid function
transforms value between O to 1 which helps to reduce the impact of outlier. Here
optimizer task is to update the wiT such that it will maximize the cost function.

In case of multi-categorical problem statement logistic regression is extended and is
refereed as one vs rest (OVR). One vs. all algorithm is another name for this. According
to the name of the algorithm, it picks one class and place all other classes into a second
virtual class before applying binary logistic regression to that class. This process is
repeated for each class in the dataset. In the end, binary classifiers have been used that
can identify each class in the dataset. The problem under consideration is detection of
faulty element from 8 element antenna array, which is considered here as a multi class
predictor problem. So, in this case of OVR, for 9 categories 9 models gets created in
each iteration while training (No fault, element 1 fault...... element 8 fault hence, total 9).
While evaluating the model it takes input test features and provides 9 probabilities related
to 9 models. Test data belongs to that category; which model has highest probability.
The OVR is implemented using SciKit learn library of python.

The flow of the experimentation for implementing tuned multiclass logistic regres-
sion model i.e. OVR using cross validation technique is represented in Fig. 7. The solvers
liblinear, Ibfgs, newton-cg, sag, and saga are used while cross validating the model. The
random state parameter used while splitting the train test data set is varied every time,
to ensure the change of sample subset in train-test dataset. Termination count for cross
validation is considered as five, i.e. five times stratified split is performed. The best solver
is determined and then final logistic regression model is created. The trained model is
saved in h5 file format to use the same on any machine afterword’s.
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Fig. 7. Implementation flow of OVR Model.

6 Results and Discussion

One vs. rest framework of logistic regression classifier is used to multi-class the radi-
ation pattern categories corresponding to the faults. L2 regularization, also known as
ridge regression, amends the loss function by including the “squared magnitude” of the
coefficient as a penalty term to improve the model’s generalization. The various solvers.
used in this experimentation are liblinear, 1bfgs, newton-cg, sag, and saga. All the
solvers support L2 regularization. 5 times, cross-validation is performed to select the
best solver for the OVR model. Table 1 shows the accuracy score for various solvers.
The precision, recall, and F1 score for the optimized model are shown in Table 2. The
confusion matrix for the optimized model is then plotted, as shown in Fig. 8.
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Fig. 8. Confusion Matrix of the proposed OVR model.

In the confusion matrix, the notations used for eight elements of 2 x 4 array are
Element_1, Element_2, Element_3, and so on till Element_8 as shown in Fig. 8. The
output of the trained model is made available on local machine, on which the model is
deployed. The test sample fault identification report visualization appears on the display
as shown in Fig. 9. Figure 9 (a) shows the input test sample given to the detection model,
and corresponding fault detected is shown in Fig. 9 (b). Blue filled circle is appeared on
6, indicates sixth element is faulty. The conventions used in the plot is; O on the x axis
is the indication for no fault, 1 for element 1 fault and so on. The visualization of the
output of model can be modified as per the requirement.
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Table 1. Performance metrics of OVR model for various solvers

Solver Accuracy score(%) Training time (s)
liblinear 95.4 0.428

Ibfgs 95.4 0.568

newton-cg 95.4 0.956

sag 92 7

saga 90 8

Table 2. Prediction report of tuned OVR model

Fault Precision Recall F1 Score
No Fault 0.91 0.83 0.87
Element_1 1.00 0.92 0.96
Element_2 1.00 1.00 1.00
Element_3 0.92 1.00 0.96
Element_4 1.00 0.92 0.96
Element_5 1.00 1.00 1.00
Element_6 1.00 1.00 1.00
Element_7 0.77 0.91 0.83
Element_8 1.00 1.00 1.00
Yo 10 &
| / 08
‘\ 5 (" 06
\ N 04
02
00 S S

(a) (b)

Fig. 9. Visualisation report (a) Input to the trained model, (b) Fault indication of the model.
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It can be observed that liblinear solver outperforms the other solvers. The accuracy
rate for the tuned OVR model is 95%, and the time required to train the model is 0.4 s.
It may be noted that as the number of elements of the antenna increases, the train-test
time required for the model will increase, and other performance metrics need to be
evaluated. As the time required to test the sample is in microseconds, the above model
can be used in real-time applications. Upcoming work will be to use ensemble learning
to improvise the performance-metrics of the model.

7 Conclusion

The performance of the OVR framework of the logistic regression machine learning tech-
nique is evaluated in this paper for the identification of failure elements in an antenna
array. Various solvers’ performance has been evaluated using a cross-validation tech-
nique. Liblinear solver performance is better as compared to other solvers. For more
than 8 element antenna array fault detection performance of OVR needs to be evaluated.
The accuracy of the proposed tuned OVR model is 95% over the 105 test samples.
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Abstract. In vehicular environments, the connection between data consumers
and producers is not as stable as in the traditional IP architecture. This is due
to the mobile nature of the vehicular nodes that causes a change in the loca-
tion of consumers, producers, and intermediate nodes. Named Data Networking
(NDN), when implemented on vehicular networks provides support for efficient
data retrieval and mobility. This new paradigm, dubbed Vehicular Named Data
Networking (V-NDN) significantly improves content access and dissemination by
making a minor change in the conventional IP architecture. The focus is drawn
away from the addresses of the consumers and producers and instead, data chunks
are made primary citizens in the model, by allowing consumers to refer to data
chunks by name. In this paper, V-NDN is introduced along with a survey of the
existing forwarding schemes developed so far. An experiment is also conducted
where the mobility is checked along with other important parameters.

Keywords: IP architecture - Named Data Networking - Vehicular Named Data
Networking

1 Introduction

When Named Data Networking (NDN) and Vehicular ad hoc Networks (VANETSs) are
combined to fulfill the purpose of vehicular nodes communicating with each other and
various other entities, Vehicular Named Data Networking (V-NDN) is born. The nodes
in such a network can specify the data they need by sharing the name of the said Data
packet with the entire network. The node that has this Data will then send it to the
requesting vehicular node. Due to VANETS, it is possible for vehicles to wirelessly
communicate with roadside units (RSU), access points and base stations. By using V-
NDN, researchers aim to monitor and manage traffic, reduce the possibility of accidents
and smartly navigate the vehicles on the road.

But direct implementation of VANETSs in V-NDN is not feasible due to some features
of VANET: like high mobility requirements, security, adaptability to changing topology
and intermittent connectivity. The host-centric architecture of VANETS also adds to this
dilemma and the results recorded are unsatisfactory. In order to achieve the desired results
by implementing V-NDN, NDN is studied first and then efficient routing protocols are
developed in V-NDN [1].
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2 Literature Survey

Zhang et al. [1] proposed the NDN model that is compatible with the current Internet
architecture. The initial blueprint of NDN architecture has been sketched and a core set
of research problems have been identified. This includes scalability of routing names,
fast forwarding based on variable-length hierarchical names, efficient verification by
signatures, trust models for data-centric security, content protection and privacy. They
claimed that NDN has a universal overlay and provides advantages in terms of content
distribution, application-friendly communication and naming, robust security, mobility
and broadcast.

Zhang et al. [2] described the motivation and vision behind the new NDN architecture,
its basic components and operations. A snapshot of the current design, development
status and research challenges are also provided. The naming approaches for pilot NDN
applications, NDN routing protocols supporting traditional link-state and hyperbolic
routing are explained. The team hopes to bring broader community participation to
support and explore further research on the technology.

Grassi et al. [3] applied NDN, which was a newly proposed architecture, to network-
ing vehicles on the run. Their initial design is called V-NDN, that is, Vehicular NDN,
illustrated the promising potential of NDN that enables networking among all computing
devices independent of whether they are connected through wired infrastructure, ad hoc,
or intermittent DTN. Their work described a prototype implementation of V-NDN and its
preliminary performance assessment. They depicted the results obtained graphically and
the conclusion was: when the number of nodes interested in the same set of information
increases, the resulting satisfaction time and overhead show great improvements.

After substantial research was done in NDN based VANET, Khelifi et al. [4]
researched and reviewed the NDN-driven VANETSs. They investigated the role of NDN
in VANET and discussed the feasibility of NDN architecture in VANET. They provide
detailed review of NDN-based naming, routing and forwarding, caching, mobility and
security mechanisms for VANET. They discussed the existing standards, solutions and
simulation tools used in NDN-based VANET. They also identified the open challenges
and issues faced by NDN-driven VANET and highlighted future research directions to
be addressed.

Yi et al. [5] demonstrated the role and need of routing protocols in NDN despite
the ability of NDN routers to handle network failures locally without relying on global
routing convergence. NDN has a unique feature which allows the forwarding plane to
detect and recover from network faults on its own. The impact of the intelligent forward-
ing plane on the design and operation of NDN routing protocols is analyzed through
extensive simulations. Routing protocols compute routing tables to guide forwarding
as well as spread information about initial topology and policy information along with
long-term changes in the parameters. But since NDN forwarding planes are capable
of failure detection and quick recovery, the handling of short-term churns need not be
handled by routing protocols. This improves the scalability and stability of the network
and enables NDN to implement routing protocols that were deemed unsuitable for real
networks.

The traditional IP-based Internet architecture cannot establish a stable end-to-end
connection between a source and destination node in a vehicular environment due to the
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mobility of vehicles, causing location change. NDN-based VANETS have been intro-
duced by Ahed et al. [6] along with their benefits and limitations. The classification
of NDN-based VANETsSs forwarding strategies and detailed review of the representa-
tive schemes has been discussed. Various important attributes like transmission mode,
forwarding strategies, application scenarios, evaluation metrics and simulation platform
have been considered to review and compare the existing forwarding strategies. The main
open research challenges have been pointed out in this survey. Their research provides
the understanding of forwarding in vehicular environment and provides inspiration to
design new forwarding protocols to improve Vehicular-NDN (V-NDN) networks.

In the dynamic V-NDN environment, the presence of redundant broadcast messages
leads to resources being wasted and impacts the performance of the network. A wide
variety of information dissemination protocols have been formulated, like counter-based
protocol, having different threshold parameters that help in rebroadcasting and discard-
ing decisions. But, in a dynamic VANET, one cannot have a prior knowledge of these
threshold values. It is a difficult feat to alter and update these values in order to maintain
good latency and reachability. Bakhouya et al. [7] present a new approach for informa-
tion dissemination that is decentralized and adaptive for VANETSs. The simulations and
results compiled clearly show that such adaptive approaches perform better as opposed
to statistical-based approaches.

It is a possibility that due to no end-to-end connection between the nodes, there
may be a broadcast storm of Interest packets in the network. The existing proposed
solutions of this problem further lead to issues related disconnect link which prevents
the consumer from accessing Data packets and isolated network among vehicles which
makes vehicles unavailable to broadcast Interest packets. Burhan et al. [8] proposed the
Velocity-based forwarding strategy (VRFS) that tackles the disconnect link and isolated
network problems by making use of the speed and location information of the vehicles.
They also evaluate VRFS along with providing a comparison with the traditional V-NDN
implementation.

In the thesis presented by Duarte [9] the solutions to the problems raised by high
vehicle mobility and wireless communication in the V-NDN environment are addressed.
A geographic routing protocol is proposed that is receiver-based and supports multiple
hops. The impacts of common VANET issues like broadcast storms, redundancy and
transmission resynchronization are highlighted. There is a thorough study on the effects
of consumer mobility in V-NDN. The Reverse Path Partitioning (RPP) is addressed and
Auxiliary Forwarding Set (AFS) is proposed to determine the RPP probability along
with making the decisions regarding when to choose additional sets of suitable vehicles
to act as intermediate nodes while forwarding.

Duarte et al. [10] performed simulations that study two V-NDN scenarios. In the
first scenario, a 3 km, two lane, one way road is considered. A road-side unit (RSU) is
designated to be the content provider and is 2 km away from the vehicle starting point.
In the second scenario, the simulation is adjusted to reflect a real world 10 km long road
in Erlangen, Germany, which has 2 ways and 4 lanes. There are multiple street junctions
and the RSU that is designated to be the content provider is situated at a roundabout. The
results for these simulations depicted that applying AFS to address the RPP problem



Internet Based Routing in Vehicular Named Data Networking 33

provided an efficient and scalable solution while also enabling the high performance of
the V-NDN applications.

3 NDN Overview

Zhang et al. [2] introduced the concept of NDN along with developing a prototype for
the same in 2010. The prototype was software based and existing protocols were run on
the traditional packet transmission networks. The NDN communication is all about one
party that is requesting for a specific named data, called the consumer. The other entity in
this communication is the party that has the requested data and fulfills this request, called
the producer. An NDN network has multiple nodes that can operate as consumers and
producers depending upon the network topology and policy implemented. The consumer
broadcasts Interest packets to transmit its Data requests and the producers respond by
sending back Data packets to fulfill these requests. The exact formats and contents of
both Interest and Data packets are as shown in Fig. 1 [2].

The consumer waits for a reasonable period of time to get its requests fulfilled
and after that either a negative acknowledgement (NACK) is received or the session is
said to have been timed out. If the consumer faces such a situation, it will then send
the Interest to other nodes, through other available paths to explore other nodes for
the specifically named Data packet. The NDN routers carry out this failure detection,
recovery and independently re-route the Interests on their own. This role is delegated to
the forwarding plane which also handles other issues like prefix hijacking and congestion
control [3].

Interest Packet Data Packet

é Name % % Name %

Selectors Metalnfo

(order preference, publisher filter, (content type,

exclude filter, ...) freshness period, ...)

% Nonce % é Content é

Guiders Signature

(scope, Interest lifetime) (signature type, key locator,
signature bits, ...)

Fig. 1. Packets in the NDN Model.

All the nodes in an NDN network are tasked with managing three special data
structures. These are Pending Interest Table (PIT), Forwarding Information Base (FIB),
and Content Store (CS). Details about the forwarding decisions are recorded and stored
in the FIB. In the FIB, PIT and CS, the indexing of the packets is done according to the
name prefixes of the Data packets. This is one of the differentiating features of NDN
from IP, where we make use of IP addresses of destination nodes to route the packets
through the network. For each entry in the FIB, there are multiple possible interface
choices listed in the table. The NDN router can make this decision dynamically. After an
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interface has been selected from the FIB, the PIT will then get updated and the selected
interface will be recorded as having received the specific Interest. It is important to record
the interfaces being used by the Interests because the Data packets will also follow the
same path back to the consumer node. The CS is a cache storage that temporarily stores
the Data packets that pass through each node on the way to the consumer node. The CS
maintained by each node allows nodes other than the producer to satisfy Interests and
this makes the communication more efficient and fast [3].

3.1 Forwarding Process

A request for a particularly named Data is made by a node in the NDN network by sending
out Interest packets. Once that packet is received by a router, it will first check its CS to
look for the Data. If the said data is found, it will be routed back to the consumer node.
If not, the PIT is referenced and it is checked if the same Interest has been broadcasted
earlier. If a matching entry is found in PIT, the incoming interface is added against the
Interest. If no such Interest is in PIT, a new entry is made and the incoming interface
is recorded. The Interest is then checked in the FIB. This is done by using the longest
name prefix of the Data. If match is found, the Interest is routed according to the strategy
mentioned in the FIB. If not, then this means that the Interest request of the consumer
cannot be satisfied and the router will send back a negative acknowledgement message
to let the consumer know. Once the Data packet is located at the producer node, the
PIT is checked. If request for that Data packet is found, it is first stored in CS and then
forwarded to the interface mentioned in PIT. If a matching Data request is not in the PIT,
the Data packet is discarded since it is no longer requested.

4 Role of Routing in Named Data Networks

It has been established by Zhang et al. [2] that NDN is compatible with the existing
Internet model. The aim is to evolve from IP model and adapt to the NDN model. This
means that the routing protocols that have been designed to be implemented in an IP-
based environment can be modified to be implemented in an NDN-based environment.
So far, the IP protocols have a few shortcomings that have been highlighted, like poor
scalability and slow convergence. With NDN’s highly capable forwarding plane, smart
decisions regarding forwarding are made.

The forwarding plane in IP architecture is stateless and does not allow for dynamic
routing in case of unexpected changes in the network topology and policy. The main
role of routing by creating and handling routing tables is taken care of by the routing
plane. Any unexpected modification in the topology or network policy for long or short-
term is managed by the routing plane and routing protocols. IP-based routing strategies
have a long convergence period. Due to a change in the network, the routers need to
inform each other about the change and update their routing tables accordingly. The goal
here is to reach global consistency as fast as possible. The time it takes to reach global
consistency after the change has occurred is called the routing convergence period. The
implementation of IP-based routing protocols causes packet loss and delayed delivery
due to their slow convergence.
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A fastconverging, scalable and stable protocol is difficult to attain. There can be trade-
off between the three important features and they cannot be achieved simultaneously [5].
If we compromise on the fast convergence, we can achieve stability and scalability in
routing protocols. This can be done by making it so that any network failures are handled
without having to achieve global convergence. The NDN routers are required to detach
from the conventional routing practices like handling short-term failures and focusing
on global convergence. It becomes the NDN router’s job to make sure that the network
is stable for data retrieval and handle any link failures and recover from them. It is
important to note that routing still plays a big role in bootstrapping forwarding process
and maintaining coordination between routing and forwarding planes. This is done by
integrating steps like interface ranking and probing to improve the routing stability and
scalability. Due to the wireless nature of V-NDNgs, researchers have developed multi-hop
routing approaches like Position-Based Routing (PBR) that make it possible to reduce
the retransmission of messages and wastage of network resources. For the different
PBR schemes, there are different techniques that are used to determine how the best
next hop is calculated [10]. A particular scheme is selected depending on the scenario.
In the urban scenario, a better performance is recorded when area-based approaches
are employed. Similarly, in highway scenario, it is found that distance-based approach
causes less delays and high Interest Satisfaction Rates (ISR).

5 Forwarding Strategy

According to the various V-NDN forwarding strategies surveyed [6], a classification is
proposed. Depending on the transmission mode implemented, forwarding can be uni-
cast or broadcast. Furthermore, broadcast mode can be categorized as flooding, deferred
broadcast and selective broadcast. Depending on the information taken into considera-
tion while making the routing decisions, selective broadcast is further subcategorized.
The existing routing schemes are studied and a comparative and statistical analysis
is performed. A majority of the surveyed work was focused on broadcast mode and
approximately 12% of the research was done on unicast mode. The most commonly
used simulator to carry out the research is ndnSIM and the urban scenario has been
researched most extensively so far.

A distributed and adaptive mechanism is presented by Bakhouya et al. [7] which
perform information dissemination in VANETS. The objective is to disseminate content
to the highest number of vehicles within a network. A counter-based scheme is imple-
mented where a fixed threshold value is set to obstruct the rebroadcasting of messages.
A relationship is established between the number of required retransmissions and the
coverage area. This is done to make sure that in cases where a vehicle receives the same
message more than the set threshold, then it is unlikely to rebroadcast that message
due to an insignificant coverage area. Once a vehicle receives a broadcast message, a
random timer is started and a counter is set for the received message. As soon as the
vehicle receives another copy of the same message, the counter will be increased in the
presence of the running timer. After the timer expires, if the counter is at less than a
threshold, then the vehicle will broadcast the message, otherwise, the message will be
discarded.
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6 Experimental Setup and Result

Routing in V-NDN has been demonstrated through simulations using ndnSIM. An
AdHoc network is established which eliminates the need for infrastructure and other
complex equipment. Each node will forward the packets not intended for it to its neigh-
bors. Initially, two nodes are created for the sake of simplicity. Next, an object is created
and WiFiPhyHelper class is installed on it. This allows each node to have access to
Wi-Fi. The mobility model is to be installed on each node next. The constant velocity
model is selected for which the current speed is constant once it has been set until it
is explicitly updated. As the next step, the NDN stack is installed on each node. The
routing of all the packets in the network is done by selecting the best route strategy. As
the final step, the applications are set up in each node with the help of the consumer and
producer helper classes.

For this experiment, two nodes are created as a start and the above-mentioned steps
are implemented on each node as more nodes are added to the network. Figure 2 depicts
the network when the number of nodes added is 6. The nodes are dynamic and the speed,
at which the communication in the form of packet exchange is taking place, is mentioned
ontheroutes. A wide variety of performance metrics can be considered like average delay,
Interest satisfaction delay (ISD), Interest satisfaction ratio (ISR), number of forwarded
Interest packets (FIP), overhead and average hops, end-to-end-delay, successful content
delivery rate (SCDR), number of forwarded data packets (FDP), throughput and so on.
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Fig. 2. Visualization of the urban scenario consisting of 6 vehicles.

The urban scenario is simulated in this experiment. This is done due to the high
vehicle density in an urban scenario which is an important factor in this experiment.
The speed of vehicles in this scenario range from 40 km/h to 60 km/h. The parameters
considered to evaluate the performance of the system are Interest satisfaction ratio,



Internet Based Routing in Vehicular Named Data Networking 37

network transmission overhead, throughput, and average delay. The graphs in the section
below depict the changes in the parameters as the vehicle density changes with time.

ISR is one of the most used metrics in V-NDN as the major goal of every NDN-based
VANET protocol is to achieve a higher satisfaction rate in terms of Interests transmitted
[6]. Figure 3 is a graphical representation of the impact of vehicle density on ISR.
Another factor that contributes to the result is the speed of the vehicles in the scenario.
Three-speed limits of 40 km/h, 50 km/h, and 60 km/h are simulated here. At a range
of 40 km/h, starting with 20 vehicles, the ISR increases drastically. When the vehicle
density reaches 140, the increase in ISR becomes somewhat steady at 0.84-0.86%. The
curves for speeds of 50 km/h and 60 km/h show similar progression when the vehicle
density reaches a high number like 140. It can be concluded that with an increase in
speed and average vehicle density, the ISR will also increase.
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Fig. 3. Impact of vehicle density and speed on Interest Satisfaction Ratio (ISR).

For network transmission overhead, average vehicle density and the number of con-
sumers are considered. With the increase in the number of vehicles and consumers,
the network transmission overhead gets reduced considerably. As shown in Fig. 4, for
15 consumers, as the number of vehicles increase, the network transmission overhead
decreases from 120 to approximately 70. The same pattern is exhibited by networks with
5 and 10 consumer nodes.
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Fig. 4. Impact of vehicle density and number of consumers on network transmission overhead.

Figure 5 depicts the changes in the throughput when vehicle density and speed are
moderated steadily. It can be observed that with an increase in vehicle density, there is a
slight improvement in the throughput with the curves at different speeds showing similar

patterns.
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Fig. 5. Curves depicting the impact of varying vehicle density and vehicle speed on throughput

of the system.
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The next parameter observed is the average delay. The speed of the vehicles and
the vehicle density are considered to determine the impact on the average delay in the
delivery of packets from the source to the destination node. With the increase in vehicle
density, the average delay gets reduced and maintains a steady value once the vehicle
density has reached approximately 150 (Fig. 6).
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Fig. 6. Impact of varying vehicle density and vehicle speed on average delay.

7 Conclusion

The experiment conducted shows the impact of vehicle density, number of consumer
nodes, and speed of the vehicle on the four main parameters namely Interest satisfaction
ratio (ISR), network overhead, throughput, and average delay. The urban scenario is
helpful as it allows the researchers to observe how the performance of the setup changes
with a change in the number and speed of the vehicular nodes. It can be concluded
from the observations above that the performance of the system increases significantly
in terms of ISR and network overhead. However, in terms of throughput and average
delay, after a specific increase in the vehicle density, the change in the curve remains
steady which indicates that a threshold has been achieved and the parameters maintain
their value after that point.

There is still a need for improvement in this area as a lot of mobility problems can
be caused at the sender and receiver ends. Moreover, network partitions have not been
researched in terms of V-NDN which serves as a limitation. A general-purpose V-NDN
framework is needed that can support on-demand and advertised content delivery while
addressing the negative impact of mobility and the unreliability of wireless mediums for
communication to provide mobility support in V-NDN with high performance.
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Abstract. The main challenge faced by the existing methods is that they cannot
efficiently eliminate the haze from the dense hazy or foggy images. The haze fea-
tures of dense hazy images are not effectively learnt by the Deep Neural Networks.
Toresolve this drawback, a very deep adaptive convolutional neural network model
is proposed for efficient image dehazing. The hazy images are first categorized
into two categories viz., Less-Haze and High-Haze. Two Very Deep Convolutional
Neural Networks (VDCNN:S), viz., Less Haze-VDCNN and High Haze-VDCNN
are developed separately for the classified images. Then the Less Haze-VDCNN is
trained using the input hazy images that are less haze and their transmission maps
as output. Similarly, the High Haze-VDCNN is trained separately with high-hazy
images and their transmission maps. After the training process, a hazy image can
be adaptively dehazed from one of the two trained VDCNNSs based on the hazy
image categorization. The proposed VDACNN exhibits better results for dense
hazy images in comparison to existing approaches.

Keywords: High-haze - Low-haze - VDCNN - Image dehazing

1 Introduction

The pictures or images captured in bad environments such as fog are heavily deterio-
rated. This problem creates great challenges for real-time image processing systems viz.,
robot vision, automated driver-assessment systems, Closed Circuit Television (CCTV)
monitoring systems, etc. To overcome these challenges, it is required to build a dehazing
algorithm to eliminate or minimize the haze effect.

There are several methods implemented in the past to dehaze the hazy or foggy
images. Most of these dehazing algorithms can be classified under two categories, (i)
Image restoration and (ii) Deep learning. The image restoration-based techniques [1-5]
use the atmospheric model where the atmospheric light and transmission map are eval-
uated to obtain the haze-free image. Although they produce natural results, they appear
over-degraded due to inappropriate estimation of the transmission map. To overcome
this problem, deep learning approaches are implemented for the effective extraction of
the haze-relevant features of the transmission map. Most of the deep learning techniques
[6, 7] produce natural results and also do not exhibit over-degradation, unlike image
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restoration methods. In [6], the transmission map (7) is evaluated from the supervised
Convolutional Neural Network (CNN) with the hazy image as the input image. Then
using atmospheric light (A) and the refined transmission map, the dehazed image is
recovered.

As mentioned in [7], the direct learning of haze-free images from the input hazy
images may not yield natural outcomes. As the hazy image works on the principle of
the atmospheric model, this model must be considered for image recovery.

In most of the existing techniques, the haze is not efficiently eliminated for the dense-
hazy images. To overcome this drawback, an adaptive model called a very-deep adaptive
convolutional neural network (VDACNN) is proposed in this paper. In this work, the
hazy images are first categorized into low-hazy and high-hazy images using the No-
Reference Image Quality Assessment metric called Haziness Degree Evaluator (HDE)
[8]. Then two VDCNNS are trained separately for two categories of hazy images. The
Low haze-VDCNN is developed by training the input hazy images of low haze and their
corresponding synthetic transmission maps as output. Similarly, High haze-VDCNN
is implemented using high-hazy images. After the training, the VDACNN model can
be used to adaptively dehaze the hazy images. The T is obtained from one of the two
trained deep neural networks (DNNs) (Low haze-VDCNN /High haze-VDCNN). The
A is evaluated using the max-median approach as mentioned in [4]. The dehazed image
is recovered with the evaluated 7" and A from the atmospheric model.

The rest of the article is arranged in the following order. The background of the
atmospheric model is presented in Sect. 2. The procedure of the VDACNN is elaborated
in Sect. 3. The experimental results are presented in Sect. 4. The conclusion of the
proposed VDACNN is stated in Sect. 5.

2 Atmospheric Scattering model

The haze effect for an image can be expressed by Koschmieder’s law [9] as:
Ix) =J(x).T(x)+A(1 —T(x)) (1)

where I denotes the hazy or foggy image, x represents the 2D location of an image, and
J denotes the haze-free images. T and A are the vital parameters that affect the image
with the haze. These parameters have to be determined to restore the dehazed image
from the corresponding foggy image. The dehazed image is determined by:

I(x)—A

TO="r6

+A (2)
Although A can be evaluated accurately by statistical approach, the main challenge

lies in calculating the 7. These drawbacks of existing methods can be resolved by the
proposed VDACNN framework.

3 Methodology

The proposed methodology can be mainly implemented in three steps: (i) Categorization
of Hazy images, (ii) Training of VDCNN:Ss, and (iii) Image Restoration.
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3.1 Categorization of Hazy Images

The hazy images have to be categorized for efficient dehazing purposes. The previous
techniques of image dehazing do not efficiently eliminate the haze for dense hazy images.
The DNNS are trained for all kinds of hazy images where the features of dense hazy
images are not effectively learnt. Also, the transmission maps of these images exhibit
different properties when compared with other kinds of foggy images as displayed in
Fig. 1. By considering these factors, all the hazy images are categorized into Low-Hazy
and High-Hazy images. The process of categorization is done using the Haziness Degree
Evaluator (HDE) [8]. In the range of (0,1), the larger the HDE, the more the haze density
for a given image. Empirically, the hazy images are categorized as:

Low - Hazy, if HDE <0.6

3
High - Hazy, if HDE >0.6 )

Hazy Image = {

The categorized images are used to adaptively train the VDCNNSs.

Fig. 1. Comparison between different transmission maps for the hazy images of unique haze
levels. The images in the top row contain hazy images - 53_8_0.78862 and 53_9_0.93321 of
RESIDE dataset [10] with HDE 0.48 and 0.65, respectively. The images of the bottom row show
the transmission maps of 53_8_0.78862 and 53_9_0.93321, respectively.

3.2 Training of VDCNNs

The VDCNNs have to be constructed before the actual training process. A VDCNN
consists of 20 layers i.e., one input layer, eighteen middle layers, and one output layer.
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A patch of the hazy image of size 15 x 15 is provided to the input layer. Each middle
layer contains a Convolutional Neural Network (CNN) with 64 number of 3 x 3 filters
and a Rectified Linear Unit (ReLU) layer. The output layer contains a CNN with a 3 x
3 filter followed by a regression layer. By this setup, a VDCNN is constructed with 20
layers (Fig. 2).

..................................................................................................
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Fig. 2. Architecture of VDCNN. (a) represents the hazy image, (b) denotes the input layer, (c)
represents the middle layers, and (d) denotes the output layer.

A patch of the transmission map is trained with the same patch of the corresponding
hazy image. The size of the patch is empirically set as 15 x 15. Two VDCNNs are
designed in our proposed work i.e., Low haze-VDCNN and High haze-VDCNN. The
Stochastic Gradient Descent with momentum algorithm is used to update the weights
after each batch with a batch size of 64. The Low haze-VDCNN is constructed using
only the low-haze images and its transmission maps. Similarly, the High haze-VDCNN
is constructed using high-haze images. The two VDCNNSs i.e., Low haze-VDCNN and
High haze-VDCNN are used to develop the proposed VDACNN framework.

After the VDCNNSs are trained, these networks can be tested using sample hazy
images. After a hazy image is categorized, a VDCNN network is chosen based on its
categorization. For example, if a hazy image is categorized as high haze, then that hazy
image is passed through high haze-VDCNN to obtain the 7.

3.3 Image Restoration

After the T is determined using the VDACNN framework, the haze-free image has to be
recovered. A can be evaluated using the dark channel approach as mentioned in [1] which
is needed for image restoration. The dehazed image can be recovered using 7" and A as
mentioned in Eq. (2). The obtained transmission is in raw form and may produce halo
artefacts. Hence the T is refined using the guided filter [11] to avoid the halo artefacts.

The proposed VDACNN framework is tested for the hazy images with RESIDE
dataset [10]. The proposed VDACNN framework adaptively dehazes an image based
on its level of haze. The haze in the high-haze image is effectively eliminated using the
VDACNN model.
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4 Experimental Results

The proposed algorithm performs better than existing techniques as mentioned in Table 1,
Fig. 3, and Fig. 4. The Image Quality Assessment (IQA) metrics called Structure Simi-
larity Index Metric (SSIM), Peak Signal to Noise Ratio (PSNR), and Naturalness Image
Quality Evaluator (NIQE) are used to assess the quality of dehazed images as shown in
Table 1. The SSIM is applied for calculating the similarity among the dehazed image and
its corresponding ground truth (GT) image. The PSNR of an image is inversely related
to Mean Square Error (MSE) amongst the GT and dehazed images. NIQE denotes the
naturalness of a given image. When compared to the existing methods, the proposed
model produces better IQA as shown in Table 1.

Table 1. Quantitative Results of existing techniques along with the proposed method

Hazy Image - 53_8_0.78862 of RESIDE dataset [10]

DCP [1] NLD [2] CEP [3] RBAD [4] Dnet [6] VDACNN
SSIM 0.8663 0.7943 0.6876 0.7477 0.9313 0.913
PSNR 15.8661 16.771 11.563 17.1909 22.6408 24.774
NIQE 3.3681 2.8599 3.3448 3.0658 3.7679 3.7704
Hazy Image - 53_9_0.93321 of RESIDE dataset [10]

DCP [1] NLD [2] CEP [3] RBAD [4] Dnet [6] VDACNN
SSIM 0.848 0.8593 0.805 0.7974 0.8387 0.8515
PSNR 18.309 20.5245 16.635 19.2755 18.1938 19.6659
NIQE 3.7678 3.8515 3.8913 4.1844 42327 4.4977

The proposed VDACNN works well for all kinds of hazy images i.e., low-haze
and high-haze images as mentioned in Fig. 3 (a), and Fig. 4 (a). The foggy image —
53_8_0.78862 of RESIDE dataset [10] exhibits low-haze with HDE = 0.428 and the
hazy image —53_9 0.93321 exhibits high-haze with HDE = 0.6436. For the images that
exhibit low haze with HDE < 0.6, the low-haze VDCNN is applied; similarly, high-haze
VDCNN is applied for the high-hazy images. In this manner, the optimum results are
obtained using VDACNN as shown in Fig. 3 and Fig. 4.
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(e) CEP [3] (f) RBAD [4] (g) Dnet [6] (h) VDACNN

Fig. 3. Subjective assessment of previous techniques and VDACNN technique for the hazy
image — 53_8_0.78862 of RESIDE dataset [10].

(e) CEP [3] (f) RBAD [4] () Dnet [6] (h) VDACNN

Fig. 4. Subjective assessment of previous techniques and VDACNN approach for the hazy image —
53_9 0.93321 of RESIDE dataset [10].

5 Conclusion

The VDACNN model is presented in this work which adaptively dehazes the hazy images
based upon their haze levels. Two VDCNNS called low-haze VDCNN and high-haze
VDCNN are developed for adaptive dehazing. A hazy image is first categorized into
low-hazy and high-hazy using HDE, before the application of the VDACNN model.
The proposed VDACNN produces better results and also eliminates the haze well for
the high-hazy images in comparison to the previous approaches.
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Abstract. The pandemic of the coronavirus disease 2019 (COVID-19) negatively
affected the lives and businesses of millions of people in 2022. Everyone is more
afraid now, especially those who wish to continue their own activities while the
world recovers from the epidemic and gets ready to go back to normal. Studies
show that wearing a face mask significantly reduces the danger of spreading the
virus and offers the user a sense of security. However, it is difficult to physically
check to see whether this rule is being followed. The creation of a face mask
detector that can identify face masks is the main objective of this research. Open
CV and Tensor flow are used to identify face masks. Face mask recognition is
included into both the Raspberry Pi and the USB camera. This encourages the
use of face masks, helps catch safety violations, and maintains the workplace
safe. MLX90614 is used to determine body temperature without making physical
contact. The door is opened if the temperature is below the threshold, or 40 degrees
Celsius, and someone is wearing a mask; otherwise, the door must be locked to
stop the buzzer from going off.

Keywords: OpenCV - TensorFlow - Machine Learning - Raspberry Pi 4

1 Introduction

India, with a population of over 134 billion, is the second-most populous nation in
the world after China, where the COVID-19 coronavirus infection has been rapidly
escalating [1]. India would have a difficult time controlling the coronavirus due to its
enormous population. The best techniques to inhibit transmission are to use face masks
and maintain a constant body temperature. It has been effective in halting the spread of
illness. A coronavirus infection often causes a fever, sore throat, fatigue, loss of taste
and smell, and nasal congestion [2]. It is often unintentionally transferred to surfaces.
In extreme cases, the virus may take up to 14 days to become completely infectious
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and is mostly transmitted by respiratory droplets. To prevent the spread of the illness,
governments have implemented several safety and security measures, including social
exclusion, indoor masking requirements, quarantine, travel restrictions for residents trav-
elling both domestically and internationally, self-isolation, and widespread exclusion as
well as the cancellation of social events [3, 4] The COVID-19 pandemic influences all
sports, off-screen and on-screen entertainment, interpersonal connections, and profes-
sional activities [5, 6]. A person’s increased body temperature increases the danger of
infection and dissemination; hence it is advised that masks be worn. Every city demands
atemperature and mask check at every entrance to a workplace, store, hospital, and mall.
Therefore, a smart access device that can also detect masks on door opening systems
and analyses body temperature was developed [7]. This systems-based method makes
use of temperature monitoring and face mask identification.

This is accomplished with the use of the Raspberry Pi 4 CPU, a Universal Serial Bus
(USB) camera, an InfraRed (IR) sensor, a camera, a servo motor, and the MLX90614
temperature sensor. A model is created by combining these components.

2 Literature Survey

Deora et al. [8] proposed a condensed method for face mask detection which looks at a
face’s posture to identify whether it is covered. The issue is somewhat connected to basic
object recognition to distinguish between object types. Face recognition categorizes a
certain collection of items by identifying them. It may be used for a variety of things,
including autonomous driving, teaching, and spying. This paper presented a condensed
method for achieving the goal utilizing common machine learning (ML) tools including
TensorFlow, Keras, OpenCV, and Scikit-Learn.

The approach developed by Baskaran et al. [9] for real-time applications for face
recognition, however, has a high detection speed and accuracy. It could be possible
to locate the face mask using an object detection method. You Only Look Once: A
sophisticated, high-performing item detection technique (YOLO). A humanoid robot
soccer player employs the You Only Look Once (YOLO) deep learning method to
recognize the white ball and the target, according to Susanto et al. This method was
created using the NVIDIA JETSON TX1 controller board. In their study, Liu et al. also
used the YOLO principle. They conducted their investigation using traditional image
processing to extract noise, blur, and rotation filters in the real world. Then, to improve
traffic sign identification, they trained a powerful model using the YOLO approach.
They improved the YOLO algorithm and compared the recognition performance with
the conventional approach for face detection in a video series. Additionally, they used
the Face Detection Data Set and Benchmark (FDDB) dataset to train and test the model.
The YOLO model has been enhanced, as Zhao et al. have shown. They improved the
YOLO model, which tackles two problems to recognize pedestrians.

Lim, & Chuah [10] suggested employing Convolution Neural Networks (CNN), a
kind of Deep Neural Network (DNN) often used in image classification and identifica-
tion, to create a real-time face mask detection model for this study. The recommended
model might be installed in security cameras at places like malls, multiplexes, schools,
and colleges to help detect and report people who are not wearing face masks automati-
cally. Additionally, authorities should directly educate them via messaging. With the help
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of this model, it was possible to slow the rapid increase in the number of positive cases,
control the hopeless loss rate, and break the close-contact chain of viral transmission.

Swainetal. [11] proposed a face mask detection technology that provides information
to the government so it may put preventive measures in place, reduce risks, and assess its
programmers. This article also serves as a warning to authorities on the need of studying
local individuals® behaviors. There is a need to provide more face masks as people get
used to using them. On the other hand, based on people’s propensity of using face masks,
the industry may use this answer to create a face mask.

Vishwesh et al. [12] proposed a technology being developed to identify whether a
person is wearing a mask or not and alert the necessary authorities. First, live video is
recorded utilizing CCTV cameras at a variety of metropolitan public spaces. The location
of the mask on the face is then determined using the facial pictures received from this
video clip. The features are first extracted from the photos using a convolutional neural
network (CNN) learning method, and they are then learnt from several hidden layers.
The proper authorities are alerted through the city network if the architecture notices
individuals without face masks so that the required action may be taken. By incorporating
information from many sources, the suggested approach forecasts favorable results. The
authors provide a framework for this pandemic condition that might guarantee the correct
application of the law for those who disregard crucial health precautions.

3 Proposed Technique

Itis impossible to exaggerate the value of detecting body temperature in clinical diagnosis
and treatment. Lack of measurement precision and a drawn-out measuring process are
two drawbacks. It is challenging to automate and accurately monitor a patient’s body
temperature over time using artificial measuring techniques. A distributed surveillance
system is suggested that might be used to assess body temperature to address the issue.

A person’s body temperature signal is recorded by the system using MLX90614
temperature sensors. After it has been gathered, the data is sent to the Raspberry Pi 4.
A USB camera is also used to take pictures of the person. OpenCV and TensorFlow are
used to recognize the person wearing the mask. If the person is wearing a mask and their
body temperature is below the threshold, the doors will open; if not, a buzzer will sound,
and they won’t.

To reduce the need for labor while improving accuracy, we provide an automatic door
unlocking system with face mask recognition and thermal screening. Live streaming is
being utilized to track people’s body temperatures and check whether they are wearing
face masks to address the current problem.



Automatic Door Unlocking System 51

The fundamental components of the suggested system are face mask detection and
thermal screening. In this paper, the Raspberry Pi4 acts as the system’s brain. ML X906 14
was used as the temperature sensor system’s input to determine body temperature.
Camera and IR sensor inputs are used for people and face mask user detection.

The Liquid Crystal Display (LCD), which also serves as an output, displays the
output. The output, the door open/close function, and the buzzer will sound if the tem-
perature exceeds the cutoff point for removing the mask. Figure 1 displays the system’s
block diagram.

MLX90614

Temperature

Sensor

Servo

motor

Fig. 1. Block Diagram of the System

There are three steps involved in this system:

e Face Mask Detection
e Temperature check
e System Alert

3.1 Facemask Detection
There are mainly two steps involved in Facemask Detection:

e Training
e Deployment

Training. At this step, our focus will be on loading our face mask detection dataset
from disc, using it to train a model (using Keras/Tensor Flow), and serializing the model
to disc.
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Deployment. Deployment of a ML model is a process that involves placing a finished
model in a live environment that’s designed to be used for its purpose. These models
can be used in various environments, and they can be integrated with various apps
through an API. After training the face mask detector, load it, identify each face, and
then classify each face as ‘with mask’ or ‘with no mask’. Figure 2 shows the block
diagram of facemask detector.

Phase 1: Train Facemask Detector

Load facemask sy : — Train facemask classifier Serialize f: k
Pre-processin. | erialize facemas|
dataset P € with Kera/TensorFlow classifier to disk

Phase 2: Apply Facemask Detector

Load facemask : Extract each Apply facemask
Detect f .
classifier from —) ir:ae:: A — Region of e |agsifier to each ROI
disk & Interest (ROI) to determine Mask or
No mask
Result

Fig. 2. Facemask Detector

3.2 Temperature Check

Thermal screening is performed using MLX90614 Temperature Sensor, which is coupled
with Raspberry Pi 4.

3.3 Alert System

Servo motor and buzzer are attached to Raspberry Pi 4. The buzzer will sound, and the
doors won’t open if the temperature threshold is surpassed, and no face mask is found.
The actuator, i.e., H., is turned on when the temperature and face mask are both adjusted
to normal. There are open doorways.

The 40-pin Raspberry Pi 4 features General purpose Input/ Output (GPIO) pins,
a power supply, Serial Data (SDA), and Serial Clock (SCA). The four pins of the
MLX90614 Temperature Sensor, which serves as an input, are linked to the Serial
Communication Board through pins 1, SDA, 3, and 5, respectively.
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Fig. 3. Schematic Diagram
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The three-pin IR sensor, which serves as both an input and an output, is linked to
the serial communication board’s VCC, GND, and pin 12 on the Raspberry Pi 4. The
Raspberry Pi 4’s pins 9 and 11 are linked to the buzzer’s Positive and Negative pins,
which serve as the device’s output. The Raspberry Pi 4’s pin 22 is linked to the servo
motor’s three pins, pins GND and VCC, which also serve as an output. GND, VCC, RW,
RS, EN, D4 to pin 35, D5 to pin 33, D6 to pin 27 and D7 to pin 21 are linked to the Serial
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Communication Board through the LCD Display’s 16 pins. The schematic diagram is
shown in Fig. 3.

4 Software and Hardware Interfacing

Here, two tools-Advanced IP Scanner and VNC Viewer are used. The ‘Advanced IP
Scanner’ is used to scan the IP Address of the Raspberry Pi and “VNC Viewer’ is used
to view the Rasbian OS Screen.

4.1 Advanced IP Scanner

Advanced IP Scanner is a thorough network scanning tool with more capabilities than its
name. You could assume that an application dubbed “Advanced IP Scanner” is limited
to advanced IP scanning.

This utility can really perform a wide variety of additional network-related tasks. For
instance, you may browse distant shared files and see all the devices that are connected
to your network. However, the parts that follow will go into further depth.

Advance IP Scanner can be downloaded from: https://www.advanced-ip-scanner.
com/download/. The screenshot of advanced IP scanner is shown in Fig. 4.

¥ Advanced IP Scanner — O X
File View Settings Help

b Scan IP C

|192.168.0.1-254 Example: 19; ) 200 | [search o)

Results Favorites

Status Name P Manufacturer MAC address q

< >

0 alive, 0 dead, 0 unknown

Fig. 4. Screenshot of Advance IP Scanner

4.2 VNC Viewer

VNC stands for Virtual Network Computing. It is a cross-platform screen-sharing utility
designed for remote management of other computers. This means that a remote user can
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control the computer’s keyboard, mouse, and screen with another device just as if they
were directly in front of the computer. Control nearby PCs and mobile devices via VNC
Viewer. VNC viewer software allows for remote access to and control of a device from
a computer, tablet, or smartphone. VNC Viewer is available from:

https://www.realvnc.com/en/connect/download/viewer/.  The  screenshot of
advanced IP scanner is shown in Fig. 5.

v VNC Viewer - o IEH|

File View Help

1192.168.5.37] & signin.. ~

== Address book

Fig. 5. Screenshot of VNC Viewer

5 Results

The system’s primary goal is to prevent the spread of COVID-19 in public spaces includ-
ing offices, malls, and other retail establishments. The system can monitor a person’s
body temperature and recognize facial masks. When there are fewer persons present
than the stated limit, one may pass the IR sensor and go to the next level. When the
temperature sensor measures their body temperature and determines that it is below the
predetermined limit, the USB camera turns on and confirms that they are wearing the
mask. The door automatically opens when the wearer’s body temperature falls below
the threshold and the mask is discernible; otherwise, access is not allowed. Any person
whose body temperature exceeds the threshold or who is not wearing a face mask will
get a warning through a buzzer or other integrated alert device. The setup of hardware
is shown in Fig. 6.

The View of Advanced IP Scanner and VNC Viewer is shown in Fig. 7. The Advanced
IP Scanner is used to scan the IP Address of the Raspberry Pi and VNC Viewer is used
to view the Rasbian OS Screen. The steps for Advanced IP Scanner are as follows,
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@O REDMI NOTE 8 PRO
QO Al QUAD CAMERA

Fig. 6. Hardware kit with Power Supply

Step 1: Open Advanced IP Scanner.

Step 2: Click on Scan Button to scan the IP Address.

Step 3: Copy the Address of the Raspberry Pi.

Step 4: Open VNC Viewer.

Step 5: In VNC Connect, Paste the Address of the Raspberry Pi, then the Rasbian OS is
open.

The object temperature in Fig. 8 is barely below the threshold value, but the mask
status is None, meaning there is no mask. Gate is thus closed.

B cosutowsi 1
[ 19216843220 1
£ io16a43238 1920

Fig. 7. View of Advanced IP Scanner and VNC Viewer
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M 192.168.43.238 (raspberrypi) - VNC Viewer
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Fig. 8. Output view with No Mask

IR DETECTED
PLACE FINGER NEAR THE TEMPERATURE SENSOR
Object Temperature : 28.5

MASK STATUS Y ES
++++++++ OPERATING GATE ++++++

Fig. 9. Output view with Mask

In Fig. 9, the mask status is Yes, and the object temperature is below the threshold
value. Operation Gate is now open. Figure 10 shows the face of the person with mask.

Table 1 shows the validation results of the experiments. The performance parameters
like accuracy, precision, recall, f1-score are calculated.
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Fig. 10. Mask View

Table 1. Validation Results.

Parameters Precision Recall F1 score Accuracy
With ‘mask’ 0.97 0.98 0.98 0.99
With ‘no mask’ 0.99 0.99 1.00 0.99
Body temperature 0.98 0.97 0.99 0.99

6 Conclusion

The automatic door unlocking system monitors body temperature and looks for face
masks to improve public safety. It uses infrared imaging and facial mask recognition
technologies. The device incorporates a Raspberry Pi 4 for face mask recognition, an
MLX90614 for body temperature monitoring, and a real-time deep learning engine.
The results show a high level of accuracy in distinguishing between mask wearers and
non-users. The method is effective for measuring body temperature and spotting masks.
The doors will open if a person is covered up and their body temperature is below the
threshold; otherwise, the buzzer will sound.

Future improvements will concentrate on enhancing these stages’ accuracy, perfor-
mance, merging various activities, and producing a mobile app with an intuitive user
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interface for monitoring. As a result, the authorities may react right away in accordance
with pandemic safety guidelines.
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Abstract. Face recognition is a fundamental task in computer vision with numer-
ous applications in various domains, including surveillance, security, access con-
trol, and human-computer interaction. In recent years, deep learning has revo-
lutionized the field of face recognition by significantly improving accuracy and
robustness. This abstract presents an overview of a deep learning-based face recog-
nition system developed for automated identification purposes. The proposed sys-
tem leverages convolutional neural networks (CNNs) to extract discriminative fea-
tures from facial images and a classification model to match and identify individu-
als. The system comprises three main stages: face detection, feature extraction, and
identification. In the face detection stage, a pre-trained CNN model is employed
to locate and localize faces within input images or video frames accurately. The
detected faces are then aligned and normalized to account for variations in pose,
scale, and illumination. Next, a deep CNN-based feature extraction network is
utilized to capture high-level representations from the aligned face regions. This
network learns hierarchical features that are robust to variations in facial appear-
ance, such as expression, occlusion, and aging. The extracted features are typically
represented as a compact and discriminative embedding vector, facilitating effi-
cient and accurate face matching. To enhance the system’s performance, various
techniques can be employed, such as data augmentation, model fine-tuning, and
face verification to handle challenging scenarios, including pose variations, illu-
mination changes, and partial occlusions. The proposed deep learning-based face
recognition system has shown remarkable accuracy and robustness in automated
identification tasks. It has the potential to be deployed in real-world applications,
including surveillance systems, access control in secure facilities, and personalized
user experiences in human-computer interaction.

Keywords: Face Recognition - Machine Learning - Attendance System - BPH

1 Introduction

A sheet of paper is typically used to record attendance, along with any other comments
that may be required, and on which the student’s name and any other pertinent informa-
tion is written. Each student will receive a copy of this piece of paper, which will serve
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as their registration. As an illustration, the lecturer might fill out the date on the regis-
tration form before passing the paper around to each student in the group. The lecturer
occasionally gave out papers before the session started, to make the most of everyone’s
time and the most efficient use of the speaker’s time. Fig. 1 shows the face recognition
system.

Input | Face | o Fealul_‘e
Image Detection Extraction
= Face
Database
A 4
| Classification |

I

Person Recognition  |*

Fig. 1. Face recognition system

The two methods that have been thus far discussed have both been used on a sizable
scale for a sizable amount of time. On the other hand, problems frequently arise when
the typical or traditional technique of recording attendance is applied. They could take
a long time, particularly when pupils are expected to respond when the speaker calls
their names. It will be difficult to keep the attendance report up to date until it is time
to write the report since it is conceivable that the registration form or the attendance
sheet have been misplaced. While using the conventional approach, lecturers or teachers
must accurately record the attendance of each student by marking their presence on the
registration sheet or attendance form.

2 Literature Review

Authentication is a computer-based type of communication that serves a very important
role in preserving system control [1]. Face recognition is currently utilised in a wide range
of applications and has grown to be a crucial part of biometric authentication. Examples
of these applications include network security, human-computer interfaces, and video
monitoring systems. [2] The requirement that students attend a physical educational
facility is the element of the virtual platform that presents the greatest challenge for
pupils. The technique takes a lot of time and effort to complete by hand. [3] One of the
most useful applications of image processing is the recognition of faces, which is crucial
in the technology world. Recognizing human faces is a current issue that needs to be
addressed for the sake of authentication, particularly in the context of taking student
attendance. [4] Educational institutions are concerned about the consistency of their
students’ performance in the modern environment. One element influencing the general
fall in pupils’ academic performance is the low attendance rate. Your attendance may
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be recorded using a variety of techniques, the two most common being signing in and
having pupils raise their hands. The process took longer and presented several limitations
and challenges.

3 Methodology

The rising desire for higher levels of security as well as the quick uptake of mobile
devices may be to blame for the spike in interest in facial recognition research over
the past several years. Whatever the case, field researchers have warmly welcomed this
excitement. In any case, the unexpected increase in interest has been a really fortunate
development. Face recognition technology has applications in many fields, including
but not limited to access control, identity verification, surveillance, security, and social
media networks. In the computer vision subfield of face detection, the OpenCV approach
is a well-liked option. The AdaBoost approach is then employed as the face detector
after having previously been used to extract the feature photos into a sizable sample set
by first extracting the face Haar features included within the image [5]. This happens
following its use to extract the feature images from a sizable sample set. Here, the goal
is to teach a deep neural network how to recognize people by their faces and output their
faces. In order for the neural network to automatically recognise the many elements of
a face and produce numbers based on those features, it appears that the neural network
must be trained. If you feed in multiple photographs of the same person, the neural
network’s output will be very similar or close, however if you pass in multiple images of
different persons, the output will be considerably different. The neural network’s output
can be thought of as an identifier for a certain person’s face. The output of the neural
network can be compared to a face-specific identification number. The Local Binary
Patterns Histogram method was put out as a potential fix for the issue in 2006. It is
constructed on top of the framework offered by the neighbourhood binary operator. Due
to how easily it can be calculated and how powerfully it can select, it is used extensively
in the field of face recognition. The following actions must be taken in order to reach
this objective: (i) the creation of datasets; (ii) the collecting of faces; (iii) the recognition
of distinctive traits; and (iv) the classification of the faces.

Figs. 2 and 3 show the algorithm and data flow process.

A dialogue window that asks for the user id and name, in that order, appears on the
screen during the initial run of the application. The following step is selecting the “Take
Images” option by clicking the pertinent button after entering the necessary data in the
“name” and “id” text boxes. The working computer’s camera will open when you select
the Take Images option from the drop-down menu, and it will begin capturing pictures
of the subject. The file with this ID and Name’s name is Student Details.csv, and both of
them are kept in a folder called Student Details. The Documents area of the navigation
bar contains the Student Details folder.
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Fig. 2. Algorithm and Data flow process.

These sixty photographs are kept in a folder called Training Image and are used
as an example. After the procedure has been properly finished, a notification that the
photographs have been saved will be obtained once the process is complete. Once several
picture samples are collected, the Train Image button is selected in order to train the
images that have been collected. Now it only takes a few seconds to teach the computer
to recognise the images, which also results in the creation of a Trainer.yml file and the
storage of the images in the Training Image Label folder. Each of the initial parameters
has now been fully implemented as of this writing. The following step is to choose the
Track images after choosing Take pictures and Train pictures.

4 Dataset Description

For this work, the Facial Images Dataset available at [https://www.kaggle.com/datasets/
apollo2506/facial-recognition-dataset] is used. It consists of 3950 images with different
facial expressions. The dataset consists of basically 5 categories of facial expression
[10]. The dataset taken for this research work is publicly available facial expression
dataset.

The description of the image dataset and number of images in each class has given
in Table 1 (Fig. 4).

4.1 Dataset Standardization

An image generator is created to standardize the input images. It will be used to adjust
the images in such a way that the mean of pixel intensity will be zero and standard
deviation will become 1. The old pixel value of an image will be replaced by new values
calculated using following formula. In this formula each value will subtract mean and
divide the result with standard deviation [6].
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Fig. 3. Flowchart of the proposed system.

Table 1. Facial Image Dataset Description [https://www.kaggle.com/datasets/apollo2506/facial-
recognition-dataset]

Facial Expression Class Images
Angry 540
Sad 890
Happy 770
Neutral 760
Surprise 990
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Fig. 4. Dataset sample images.
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4.2 Class Imbalance in Image Dataset M

The major challenge in plant disease or medical image dataset is class imbalance prob-
lem. There are not equal numbers of images in all classes of these datasets. In such case,
biasness will be for the class which has a greater number of images [7]. The frequency
of each class or label has been plotted in Fig. 5.

0.30

- Class Frequency
- 0.20
2
a 0.15
=
g 0.10
(19

0.05

0.00

Angry Happy Neutral Surprise
Class Labels

Fig. 5. Class frequency plot

It can be seen in Fig. 5 that, there is a large variation in number of images in each
class. This data imbalance generates a biasness in the model and reduce the perfor-
mance of model. To overcome this data imbalance challenge the following mathematical
formulation is applied which is explained in detail in following subsection [11, 13].

4.3 Impact of Class Imbalance on Loss Function

The cross-entropy loss formula is given in Eq. (1).
Leross entropy(Xi) = _(YiLOg(f(Xi)) + - Yi)LOg(l _f(X!))) (D

X; and Y; denotes the input feature and corresponding label, f(X;) represents the output
of the model. Which is probability that output is positive.This formula is written for
overall average cross entropy loss for complete dataset D of size N and it is given below
in Eq. (2).

Leross entropy(D) = ——( Y Log(fX)+ Y Log(l—f(X)) (2

positive Negative

This formulation shows clearly that the loss will be dominated by negative labels if there
is large imbalance in dataset with very few frequencies of positive labels. Fig. 6 shows
the positive and negative class frequency of the five given classes before applying weight
factor [12].

No. of Positive Samples

N 3)

Freqlwsitive =
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Fig. 6. Positive and Negative Class Frequency of 5 given Classes before Applying Weight Factor.

As shown in Fig. 6, contribution of positive labels is less than the negative labels.
However, for accurate results this contribution should be equal. The one possible way to
make equal contribution is to multiply each class frequency with a class specific weight
factor Wpositive and Wnegative, S0 €ach class will contribute equally in classification model
[8,9].

So, the formulation will be represented as,

Wpositive X Freqlwsitive = Wnegative X FrEQnegative )
which can be done simply by taking,

Wposilive =Fr €negative
Whegative = Freqpositive

Using the above formulation, the class imbalance problem is dealt with. To verify the
formulation, the frequency graph is plotted and it shows the expected chart. It can be
seen in Fig. 5 that both frequencies are balanced. (Table 2)

As shown in Fig. 7, after applying weight factor to positive and negative class the
contribution to loss function is equally distributed. The calculation of loss function is
given in Eq. (6).

Lg,{oss entropy (X) = _(Wpostive YLOg(f(X)) + Wnegative(l - Y)LOg(l _f(X))) (6)

This adjustment of loss function will eliminate class imbalance problem and biasness
problem with imbalance dataset [14, 15].
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Table 2. Computational table for data imbalance.

Class Labels Total Images freq_p freq_n Wp Wn freq_p freq_n
Angry 540 0.14 0.86 086 [0.14 |0.12 0.12
Sad 890 0.23 0.77 077 1023 |0.17 0.17
Happy 770 0.19 0.81 0.81 0.19 |0.16 0.16
Neutral 760 0.19 0.81 0.81 0.19 |0.16 0.16
Surprise 990 0.25 0.75 075 025 |0.19 0.19
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= fre = freq_n
v 0.20 a-p 4

£ 0.18
go 0.16
= 0.14
- 0.12
S 0.10
v 0.08
£ 0.06
g 0.04
& 0.02
0.00

Angry Happy Neutral Surprise

Class Labels

Fig. 7. Positive and negative class frequency plot of 5 given classes after applying weight factor.

5 Model Methodology

The proposed face recognition framework is carried out by building up a convolutional
neural organization which is a productive model for picture characterization. CNN mod-
els are prepared by first taking care of a bunch of face pictures alongside their marks.
These pictures are then gone through a pile of layers including convolutional, ReLU,
pooling, and completely associated layers. These pictures are taken as bunches. In the
proposed framework, a group size of 64 was given. The model was prepared to uti-
lize 50 epochs. At first, the model concentrates little highlights, and as the prepara-
tion interaction advances more definite highlights will be separated. The greater part
of the pre-processing is done consequently which is one of the significant benefits of
CNN. Notwithstanding that information pictures were resized. Expansion is additionally
applied which builds the size of the dataset by applying activities like turn, shear, and
so forth. During the preparation interaction, the model finds highlights and designs and
learns them. This information is then used later to discover the expression of face when
another face expression picture is given as info. Unmitigated cross-entropy is utilized as
misfortune work [16]. At first, the misfortune esteems would be extremely high however
as the interaction progresses the misfortune work is diminished by changing the weight
esteems.
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The layer configuration of CNN model is shown in Table 3.

Table 3. Layer specifications of our CNN model

69

Proposed CNN Model specification

Layers Layer specifications

Optimizer Adam

Loss categorical_crossentropy

Metrics [‘accuracy’]

Conv2D Layer (1) 64 filters, 3 x 3 Filter size and ReLU Activation
Max-Pooling2d Layer 2 x 2 kernel size

Dropout 20%

Conv2D Layer (2) 128 filters, 3 x 3 Filter Size and ReLU Activation
Max-Pooling2d Layer 2 x 2 kernel

Dropout 30%

Conv2D Layer (3) 128 filters, 3 x 3 Filter Size and ReLU Activation

Max-Pooling2d Layer

2 x 2 kernel

Dropout

30%

Conv2D Layer (4)

256 filters, 3 x 3 Filter size and ReLLU Activation

Max-Pooling2d Layer

2 x 2 kernel size

Dropout 20%

Conv2D Layer (5) 512 filters, 3 x 3 Filter size and ReLU Activation
Max-Pooling2d Layer 2 x 2 kernel size

Dropout 30%

Flatten layer 4608 Neurons

Dense Layer 1024 Neurons

Batch Normalization

Relu Activation

Dropout

50%

Dense Layer

512 Neurons

Batch Normalization

Relu Activation

Dropout

25%

Output layer

Softmax 5 classes

The proposed model contains

Total params: 10,101,765

Trainable params: 10,097,541

Non-trainable params: 4,224
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6 Experimental Results

The heat map of confusion matrix is given in Fig. 8.

confusion matrix
100
115.00 a0
T
E 60
a
=
— 40
- 20
T -0
2
predicted label

Fig. 8. Heat map of Confusion matrix for our proposed model

The results of training and validation accuracy are shown in Fig. 9(a) and (b). Accu-
racy rate exceeded 80% limit while in the training phase. Similarly, validation accuracy

is around 80%. For this data set the result is appreciable and it can easily exceed more
in more epochs.
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Fig. 9. Training and Validation Accuracy of Model.

7 Conclusion

Hence, in order to track the children’s whereabouts, this work created a procedure for the
management and administration of attendance. Particularly in situations where a sizable
portion of students have previously recorded their attendance, it helps to reduce the
amount of time and effort needed. Python is the programming language that is utilised
to implement the system from start to finish. Face recognition techniques were employed
to accurately record the children’s attendance. This list of students’ attendance may also
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be used for other purposes, such as to identify who is and is not present for exams in
order to resolve examination-related issues.
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Abstract. IoT-based machine vision system for dimensional inspection pays
more attention to dimensional measurements of the components in a manufac-
turing system with the aim of a swift, reliable, error-proof measuring system with
minimum human intervention. The use of an IoT system integrated with a machine
vision system has a great advantage which improves the overall performance of
the system. Such a system can work under a complex system environment. This
research focuses on developing an IoT-based machine vision system for diameter
measurement. Diameter measurements are performed under RGB light sources to
investigate the errors in measurements. The approach of desirability function anal-
ysis is applied in order to reduce measurement errors which are further confirmed
by a Taguchi method. Experimental results show that red light gives the lowest
percentage error in diameter measurement with a value of £0.2014% while blue
light shows the highest percentage error in diameter measurement as +0.6320%.
However, the green light measurement method has a moderate percentage error
in diameter measurement with a percentage error of +0.5528%.

Keywords: IoT - Machine vision - Diameter measurement - Desirability
Function Analysis

1 Introduction

Nowadays, most industries are planning to adopt the Industry 4.0 revolution in their
day-to-day operations. Industry 4.0 involves the digitalization of processes, machines,
and systems. Although the systems are automated in Industry 4.0, systems are com-
municating with each other by using the Internet. There are various technologies used
in Industry 4.0, the majority among them being “cloud computing”, “augmented real-
ity”, “big data”, “virtual reality”, the “Cyber-Physical System” (CPS), the “Internet of
Things” (IoT), “Additive Manufacturing”, and “Artificial Intelligence” (AI) [1, 2]. Intel-
ligent manufacturing is another concept involved in Industry 4.0 where manufacturing
systems are connected and are capable to make smart decisions by using Al technology
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with dedicated CPS [3]. IoT involves the use of an internet connection system to com-
municate between the measuring environment and the decision-making environment.
Several sensors that are connected to local servers are used in the measurement environ-
ment. The system’s output performance is measured by the sensors and the information
is collected at the server station known as cloud storage. The collected information is fur-
ther used for data analysis to produce the final desired results. The IoT life cycle involves
various stages from the construction to the update of the system [4]. The physical layer,
data exchange layer, information integration layer, and application service layer form
the four layers that combine to form the overall architecture of the Internet of Things
system. [5]. The physical layer involves various sensors, microcontrollers, actuators, and
different physical devices. In the case of the first layer the communication between the
sensors and the measuring environment is performed. The data exchange layer mainly
involves the use of Internet connections to connect the sensors, microcontrollers, and
actuators with the Internet server. The information integration layer includes the storing
of data at a “cloud server”, “cloud computing”, and “big data” processing of the stored
data. In the case of the application service layer, the processed data is communicated to
the end user. This is the last layer where an end user is going to control and monitor the
system.

In a manufacturing system, the component is machined using various cutting tools
and to check the conformity of the dimensions within a specified tolerance; the mea-
surement of the geometrical features of the machined component is needed. Thus, from
a quality control point of view measurement of the machined components are equally
important. This measurement of the geometrical features is carried out using various
sensors and machine vision systems. The machine vision system involves the use of the
camera to capture the image which is further used for image processing and analysis.
Thus, in IoT based measurement system, the machine vision system acts as a bridge
between the measuring environment and the cloud server. In the case of the turning
process, cylindrical components are machined, therefore to inspect the machined part
geometrical features like diameter, run out, roundness, and cylindricity of the cylindrical
component needs to be measured by using machine vision and [oT systems. Thus, more
flexibility and efficiency in the production system could be the advantage of a machine
vision system that measures the geometrical features on-machine and in-process.

Ray [6] developed an IoT-based thermal comfort device to measure the temperature
and humidity of the system. The experimental results show the usefulness and capability
of online monitoring using an IoT measurement system. Marques et al. [7] used an IoT
system for monitoring the particles present in the air inside the building. The experiments
result shows the promising advantage of the IoT system for performance monitoring
of the air particles for healthcare application. Wei and Tan [8] employed cameras to
measure the diameter of the rods. The on-machine camera setup was developed for
the measurement and it was found that the flexibility of the machine vision system is
advantageous for diameter measurement. Jianming et al. [9] developed an algorithm to
compensate for the error in diameter measurement using a “machine vision system”. The
results show that the proposed “machine vision system” can achieve high precision in
diameter measurement. Tan et al. [10] devised a modeling-based diameter measurement
system to get a desired ellipse to fit the geometry. The accuracy of the model was checked
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with a checkerboard calibration plate on a lathe machine which proves the usefulness of
the system for on-machine diameter measurement.

Sait et al. [11] experimented with applying the desirability function analysis (DFA)
technique “to optimize the machining parameter of turning glass-fiber reinforced plas-
tic (GFRP) pipes”. Experimental results show the usefulness of the DFA method in
multi-objective optimization. Singaravel and Selvaraj [12] optimized “the machining
parameters” during the turning of EN25 steel by using a DFA method. The experimental
results show that the DFA method can be compared with other optimization methods to
find better results. A similar method by Jenarthanan and Jeyapaul [13] was employed
to optimize the machining parameters in the milling of “glass-fiber-reinforced plastic
(GFRP)”. For the design of the experiment, the Taguchi method was used, and the DFA
method was used to optimize output responses like surface roughness, machining force,
and delamination factor. Galgali et al. [14] applied the Taguchi-based DFA method to
find the optimal size of the distributed generation method in power generation under
different load conditions. The research work shows the wide applicability of the DFA
method to optimize the system parameters.

From the literature review; IoT is found to be one of the important technologies for
process monitoring as the machine vision system measures the various parameters of
the objects during the machining process. However, the use of IoT-based machine vision
technology still requires more attention to develop a reliable measurement system. DFA
can be used to optimize the parameters of “the machine vision system”. This research
work explains the development of IoT based machine vision system for the measurement
of the diameter of the component in the turning process. The on-machine measurement
is performed using this system. The diameters are measured under RGB light sources
and errors in diameters are further optimized using a DFA method.

2 Experimental Setup

The experimental setup for the machine vision system is shown in Fig. 1. As the internet
and software technologies are available at ease; smartphones are playing a significantrole
in manufacturing and quality control. In this work, a smartphone with a 50-megapixel
camera was used for image acquisition. The smartphone is further communicated to
the computer system using a wireless local area network having a network speed of
100 Mbps. As a result, the captured image was easily transferred to the storage location
of the computer system. In image processing, usually, the digital image is described in
terms of RGB colored space where the value of each color ranges from 0 to 255 [15, 16].
RGB has a monochromatic wavelength which reduces the effect of noise because of illu-
mination. Therefore; the effect of external RGB light sources is considered for the image
measurement analysis. To measure the acquired image of the workpiece system; cali-
bration is essential. Hence, a 40 mm slip gauge was used for image calibration. Taguchi
“design of experiment” (DOE) is a powerful methodology that describes the relation-
ship between input factors and their corresponding responses by creating an orthogonal
array with a minimal number of experiments. [17—-19]. In this research, external cylin-
drical turning operation with three parameters namely “cutting speed (m/min), feed rate
(mm/rev), and depth of cut (mm)” were considered as input parameters and each one
having three levels.
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Fig. 1. Experimental setup of the machine vision system

Table 1. Taguchi DOE with nine experimental runs

Expt. Run CS FR DC
(m/min) (mm/rev) (mm)
1 80 0.15 0.3
2 80 0.25 0.6
3 80 0.35 0.9
4 100 0.15 0.6
5 100 0.25 0.9
6 100 0.35 0.3
7 120 0.15 0.9
8 120 0.25 0.3
9 120 0.35 0.6

where, CS = Cutting speed, FR = Feed rate, and DC =
Depth of cut
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Taguchi DoE array was constructed for conducting the experimental runs (see
Table 1). To machine the workpiece’s diameter, a total of nine experimental runs were
carried out. These nine experimental runs are repeated two times and the average output
reading was used for the measurement and analysis. EN8, medium carbon steel was
used as a workpiece for machining while cutting tool inserts having specification as
CNMG 120408-HM-PC9030 was chosen. The image acquisition was performed under
individual red, green, and blue light sources separately. Each light source having a 3-W
power rating was used for the image acquisition. Before capturing the image, during
the experiment, the slip gauge edge was made parallel to the workpiece to reduce errors
in pixel measurements of diameter values. Computer numerical control (CNC) turning
center from Ace Designers, Jobber XL was used to perform the machining operation.

3 Methodology

Figure 2 shows the methodology for the proposed machine vision system. After per-
forming each experimental run, the image is acquired by using a smartphone camera
under RGB light sources individually. The greatest distance possible between any two
points present on the periphery of the circle is considered as the diameter value for
measurement. To measure the diameter, three random rotational positions of the work-
piece were used for image acquisition. During image acquisition, the camera’s intrinsic
parameters were kept constant. Thus, under red light, three images were captured. The
value corresponding to an average of three images is then considered. Likewise, nine
experimental runs were performed two times called replicas. Therefore, the final pixel
value is the average of two replicas for each experimental run.

Image B Smartphone B Computer
acquisition camera system
. s . J
~ N s a
Diameter a Image - Pixel
measurement calibration measurement
- J . >

g

Error B DFA » Final
analysis optimization conclusion

s

.

Fig. 2. Machine vision methodology for the diameter measurement

DFA is found to be one of the best techniques used in multi-objective optimization.
In the DFA optimization method, rank is assigned to the maximum value of the com-
posite desirability. An experimental run having rank # 1 is considered as an optimized
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experimental run. Steps to calculate the composite desirability are explained in [20].
Based on the Taguchi DoE and explained methodology; measurement of the diameter
values in pixel lengths for nine experimental runs was performed shown in Table 2.

Table 2. Diameter values in pixels under RGB lights

Red light Green light Blue light
Expt. run S D S D S D

(pixel) (pixel) (pixel) (pixel) (pixel) (pixel)
1 404.45 490.37 408.19 496.64 410.39 499.71
2 407.10 464.85 406.59 465.96 413.97 469.08
3 408.00 416.34 407.68 418.54 412.64 424.84
4 408.44 302.22 410.13 304.27 414.57 306.7
5 409.27 363.93 411.56 364.46 415.81 374.25
6 409.97 334.48 412.70 334.03 417.01 341.76
7 410.97 445.10 413.90 444.61 418.22 449.68
8 412.00 406.68 417.73 403.36 420.08 404.52
9 413.38 486.83 415.31 490.76 424.11 494.42

where, S = Slip gauge, and D = Diameter of workpiece

Fig. 3. Image captured under red light

Slip gauge

An image of the slip gauge is used for calibration purpose. Pixel measurements
of the captured images were performed using Coslab software (version 3.7.11) during
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Fig. 4. Pixel measurement in Coslab software

measurement. The captured images are then converted into a grayscale image. The image
captured using a smartphone camera under red light is shown in Fig. 3 whereas, the pixel
measurement using Coslab software is shown in Fig. 4. Slip gauge having 40 mm length
was used in experimentation. Pixel value was calibrated on the slip gauge image and
based on the pixel calibration, the pixel values of the diameter are converted into the
millimeter length. The pixel calibration was performed for each experimental run by
using Eq. (1). The converted pixel values in millimeter length are shown in Table 3 in
which the desired values are the final required values that are to be achieved after the
machining of the workpiece.

Pixel calibration = 40/ (Pixel length) (D
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Table 3. Diameter values in a millimeter length

Diameter (mm) under different light sources

Expt. run Desired Red light Green light Blue light
diameter
values (mm)
1 48.4 48.4975 48.6675 48.7059
2 454 45.6743 45.8408 45.325
3 40.6 40.8176 41.0655 41.1826
4 29.2 29.5975 29.6755 29.5921
5 352 35.5687 35.4223 36.002
6 322 32.6346 32.3751 32.7819
7 43.6 43.3219 42.9679 43.0089
8 39.4 39.4835 38.624 38.5184
9 47.8 47.1073 47.2669 46.6313

4 Results and Discussion

As discussed earlier, slip gauges are used for pixel calibration. Figure 5 shows the
histogram plot for pixel values of slip gauges under RGB lights.
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Fig. 5. Histogram of slip gauge pixel values under RGB lights
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From Fig. 5 it is observed that the pixel values of the slip gauge under red light falls
approximately between 405 to 415 with an approximate mean value of 409.3. The pixel
values of the slip gauge under green light falls approximately between 405 to 420 with
a mean value of 411.5 while the pixel values of the slip gauge under blue light falls
approximately between 410 to 425 with a mean value of 416.3. The histogram analysis
shows that red light has a minimum pixel value range while blue light has the highest
pixel value range. The green light has a moderate pixel value range which lies in between
red and blue light. The reason to change the pixel values under different light sources
is due to the wavelength property of the light which affects the edge determination of
the objects. The image preprocessing steps are avoided here purposefully. This research
work aims to decide the best light source for robust measurement with minimum error.
The percentage error in diameter measurements is calculated by using Eq. (2).

Percentage error = {(Measured diameter value — Desired diameter value) + Desired diameter value} x 100

2

Using Eq. (2); percentage errors are calculated and are shown in Table 4.

Table 4. Percentage errors for the diameter measurements under RGB lights

Red light Green light Blue light
Expt. Run De D PE D PE D PE
(mm) | (mm) (#) (mm) (#) (mm) (#)

48.4 48.4975 0.2014 | 48.6675 0.5528 48.7059 | 0.6320
45.4 45.6743 0.6041 45.8408 | 0.9709 45.3250 |0.1651
40.6 40.8176 | 0.5361 41.0655 1.1467 41.1826 1.4350
29.2 29.5975 1.3613 29.6755 1.6283 29.5921 1.3428
352 35.5687 1.0474 35.4223 0.6315 36.0020 | 2.2785
322 32.6346 1.3496 32.3751 0.5438 32.7819 1.8073
43.6 43.3219 0.6379 | 42.9679 1.4498 43.0089 1.3556
394 39.4835 0.2119 38.6240 1.9696 38.5184 |2.2376
47.8 47.1073 1.4492 | 47.2669 1.1154 | 46.6313 2.4450

O 0| ||| |W N =

where, De = Desired diameter value, D = Measured diameter value, and PE = Percentage error

Percentage error can be positive or negative, but their magnitude reflects the deviation
from the required value. As a result, absolute values of percentage errors were utilized for
the analysis which is shown in Table 4. To assign the ranks to the percentage errors; the
DFA method was applied to the values in Table 4 with desired minimum percentage error.
The output of the DFA method is shown in Table 5. While calculating the desirability,
an equal amount of importance was given to measurements under RGB light sources.
Therefore, a weight of 0.33 was considered to calculate the individual desirability for
diameters under RGB lights. From Table 5 it is observed that experimental run # 1 has
the highest composite desirability having an assigned rank of # 1.
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Table 5. DFA method on percentage errors in diameter measurements

The percentage error in diameter measurements (%)

Expt. run Red light Green light Blue light Composite Rank
desirability
1 0.2014 0.5528 0.6320 0.974430 1
2 0.6041 0.9709 0.1651 0.921245 2
3 0.5361 1.1467 1.4350 0.831625 3
4 1.3613 1.6283 1.3428 0.589168 7
5 1.0474 0.6315 2.2785 0.657381 6
6 1.3496 0.5438 1.8073 0.658218 5
7 0.6379 1.4498 1.3556 0.786954 4
8 0.2119 1.9696 2.2376 0.000000 8
9 1.4492 1.1154 2.4450 0.000000 8

Therefore, experimental run #1 is considered an initial experimental run that has a
cutting speed of 80 m/min, a depth of cut at 0.3 mm, and a feed rate of 0.15 mm/rev. Using
Minitab software, Taguchi analysis of composite desirability was performed. Figure 6
shows the main effects plot for the composite desirability.

Main Effects Plot for DFA
Cutting Speed (m/min) Feed rate (mm/rev) | Depth of cut (mm)

0.9 |

0.8

0.7

Mean of Means

0.4
0.3

80 100 120 015 025 035 03 06 09

Fig. 6. Main effects plot for composite desirability

It is evident in Fig. 6 that the cutting speed at 80 m/min, feed rate at 0.15 mm/rev,
and depth of cut at 0.9 mm give a higher composite desirability value. Therefore, these
conditions were considered optimal machining conditions for which a confirmation
experiment was performed to optimize the percentage error. This research work aims to



Desirability Function Analysis Based Optimization 83
study the errors in the measurement of diameters under RGB light sources. Therefore,

percentage errors were calculated using Eq. (2) for RGB light sources. Table 6 shows
the outcomes of the confirmation experiments.

Table 6. Confirmation experimental outcomes for percentage errors

Percentage error (+)
Sr. No Light source 1C oC Im Remarks
1 Red 0.2014 0.4028 0.2014 Non-beneficial
2 Green 0.5528 0.7619 0.2091 Non-beneficial
3 Blue 0.6320 0.3986 -0.2334 Beneficial
Overall Percentage error (%) 0.1771 Non-beneficial

where IC = Initial conditions using the DFA method, OC = Optimal conditions using Taguchi
analysis, and Im = Improvements in percentage error

Table 6 indicates an increase in percentage errors for red and green lights, while
a decrease in percentage errors was observed for blue light under optimal conditions.
Therefore, the minimum percentage errors given by the DFA method are for a red
light and green light with a value £0.2014% and £0.5528% respectively. While min-
imum percentage error obtained by the Taguchi analysis is for blue light with a value
of £0.3986%. Under optimal conditions, the overall improvement in percentage error
was found to be 0.1771%, which was determined to be non-beneficial. Consequently,
the final values were selected from the values provided by the DFA method. The final
percentage error values for the RGB lights were determined as £0.2014%, £0.5528%,
and £0.6320%. The confirmation experiment results indicate that the red light source
provides the minimum percentage error in measurement, while the blue light gives the
maximum percentage error in measurement.

5 Conclusions

The purpose of this research work is to devise a machine vision system that can measure
diameter with a minimum amount of error. The following conclusions are made under
the experimental findings:

e The IoT-based machine vision system is found to be useful and can monitor the
diameter during in-process machining. Machine vision system measurement comes
under non—contact type measurement therefore using the development of intelligent
algorithm system precision can be further increased.

e The DFA method is found to be effective in the optimization of the dimensional
measurements of the machined components. Taguchi analysis was used to confirm
the values given by the DFA method which is found to be effective.

e The confirmation results show that the red light source gives a minimum percentage
error of 0.2014% while blue light gives a maximum percentage error of +0.6320%
in measurement.
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e Future work should be carried out to increase the accuracy and robustness of the

system by incorporating image processing techniques and the use of different machine
learning algorithms to enhance the performance of the machine vision system.
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Abstract. Recently, Support Vector Machines (SVMs) have been suggested as an
additional technique for design identification. In this study, a face detection frame-
work with demeanor recognition utilizing Support Vector Machines (SVMs) with
a double tree identification process is used to tackle the face recognition issue.
It plays a crucial role in applications including face delineation data set manage-
ment, human PC interaction, and video examination. Through two steps, the face
recognition with appearance appraisal framework accomplishes look recognition.
The captured image is initially processed to identify the face, and then the per-
ceived appearance. The first two stages of the framework handle facial recognition
and face trimming using picture handling, while the third stage handles converting
the altered image’s colors from RGB to grayscale and applying the appropriate
smoothing channel. We employ a simple method to create our own SVM clas-
sifier with a Gaussian component that can recognize eyes in grayscale photos as
the first step towards a part-based face identifier. The architecture of an iterative
bootstrapping method is discussed in detail, and we show how choosing boundary
values will usually result in the best outcomes. The findings of our study are in
line with earlier studies, and the challenges encountered are typical for anybody
developing an article identification system. Large support vector SVM classifiers
are sluggish, and accuracy is highly reliant on the caliber and diversity of training
data.

Keywords: Recognition - Face Detection - Support Vector Machine - Edge
detection - Image processing

1 Introduction

In light of the learning hypothesis, support vector machines are the controlled learn-
ing computations for both arrangement and example recognition. A hyperplane is con-
structed as a choice plane to isolate the data of interest between two classes according
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to the fundamental standard of a support vector machine (SVM). Support vectors are
information foci that are somewhat off from being exactly identical to the hyperplane.
SVM is perhaps one of the best methods for order problems [1].

Face recognition technology has a wide range of applications, including personality
verification, access control, and spying. Face recognition research activities and interests
have fundamentally increased over the past few years. Different alterations to face images
should be manageable by a face recognition framework. Facial recognition is an amazing
test due to two reasons. A facial image is susceptible to shifts in viewpoint, illumination,
and attitude. Possessing the option to control perspective alterations is essential for a
convincing depiction. The second involves using the selected representation to group a
different facial image [2].

Facial features including the eyes, nose, mouth, and jawline are recognized using
mathematical component-based techniques as face descriptors, areas, distances, and
locations between the highlights are used as properties and relations. This class of
approaches heavily relies on the extraction and estimate of face highlights, despite being
conservative and effective in achieving information reduction and indifferent to varia-
tions in lighting and perspective. Unfortunately, the highlight extraction, estimate, and
calculations that have been developed to date have not been sufficiently reliable to meet
this demand [3].

It’s interesting to note that layout coordination and brain techniques typically oper-
ate clearly on a picture-based representation of faces, such as a pixel power cluster.
When compared to mathematical component-based algorithms, this class of solutions
has proved more practical and straightforward to implement since the detection and esti-
mate of mathematical facial parts are not required. The eigenface method, which relies
on the Karhunen-Loeve change (KLT) or the Principal Component Analysis (PCA) for
face representation and identification, is one of the best layout-matching techniques. The
projection of each face picture to the premise in the eigenface space, which is how the
data set addresses each face picture, is called a vector of loads. For facial recognition,
the closest distance is often used [4]. In the interest of analyzing photographs using,
image processing is sophisticated equipment that integrates multiple areas like Machine
Learning, Deep Learning, Al, and Big Data. Compare the various criteria (rotating,
the intensity of brightening change, etc.). According to big data and neural network
technologies, these have witnessed a rapid and significant transformation [16]. Image
processing, that has earlier been accepted for its capability of identification, is currently
conducting very rapid growth because of its many applications in the health sector,
including the detection of skin and lung cancers, as well as lung and breast cancers
[17-19]. Identifying people on video surveillance cameras is also utilized in the security
sector. The system for face recognition starts with finding individuals in photographs
or videotapes. The conclusion of this determination obviously influences the extent to
which the face recognition system behaves. The head shape, skin tone, or facial features
among some existing methods are specifically used for facial recognition, while others
combine many approaches into one [20].
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1.1 Objectives of the Study

e Combining current methods in an effort to develop a face detection and identification
system capable of quickly and accurately classifying a large number of faces.
e To examine Face Recognition and Face Detection using SVM

2 Literature Review

While nose recognition has been employed as a reaffirmation framework near the eyes,
the Haar Outpouring Classifier is being used to accomplish the distinguishing proof of
the eyes. Skin edge area, morphological overseers, and support vector machines—all
utilized by perceptible producers of face disclosure—are now being studied. Then, a
significant element of the affirmation tool is made up of Hoard (Histogram of Situated
Inclinations) qualities that were derived from a sizable collection of face photos. Once
these Hoard features have been put together for a face/client, an SVM model is ready to
predict faces that are enabled in the structure [5].

Using a support vector machine, a Gabor channel bank, and a head-part analysis, a
face may be identified. In this method, the elements are eliminated using a Gabor channel
bank, and the low-layered highlight vectors are then created by performing a bit PCA
on the channel bank’s output. Finally, SVM is used to create order [6].

Prakash et al., [7] proposed a face recognition framework built on SVM. To elimi-
nate the highlights from facial images, Gabor channels are used. Prior to extracting the
highlights, homomorphism separating is used for preprocessing. The highlights that are
extracted contribute to the SVM for testing and preparation purposes. When compared
to other strategies, this one stands out since it makes use of the Yale face data set B.

Par, S.C et al. [8] used Gabor wavelet highlights with PCA and KPCA for face
recognition. This approach uses Gabor wavelet change and provides a top-to-bottom
comparison of Gabor PCA (linear) and Gabor KPCA (non-direct). The ORL data set
was used as the test set, and results showed that the Gabor PCA outperformed the Gabor
KPCA as a face identification algorithm.

Applying support vector machines for facial recognition, Romdhani et al. [9] com-
pared the presentation of an SVM calculation with a PCA calculation and applied the
calculation to both the check and the recognized proof. SVM’s error rate throughout the
check was almost half that of PCA. This illustrates how SVM provides more accurate
data in the face space.

3 Proposed Methodology

3.1 Support Vector Machines

Support Vector Machine (SVM) is a supervised learning algorithm used for classification
and regression analysis. SVM is widely used in various applications, including image
classification, text classification, and bioinformatics. It has a solid theoretical foundation
and can handle high-dimensional data well. However, SVM can be sensitive to the
choice of kernel function and parameters, and it may require careful tuning for optimal
performance.
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In the square case, where the classes are linearly separable, SVM seeks to find
the hyperplane that maximizes the margin between the two classes. The margin is the
distance between the hyperplane and the closest data points from each class. SVM uses
the support vectors, which are the data points closest to the hyperplane, to define the
hyperplane.

In the irregular case, where the classes are not linearly separable, SVM uses a tech-
nique called kernel trick to map the data to a higher-dimensional space where it becomes
separable. The kernel function computes the similarity between data points in the orig-
inal space and transforms it into the higher-dimensional space. SVM then finds the
hyperplane that separates the data with the largest margin.

3.1.1 Square Case

Consider a set of marks (yi, yi 1) that categorize input tests into positive and negative
categories and a collection of 1 vectors (xi, xi R n, 1 I 1) that address input tests. In
the uncommon scenario that the two classes are directly divisible, there is an isolating
hyperplane (w, b) representing the capability, and sign (f(x)) tells which side of the
hyperplane x lies at the end of the day—the class of x. The isolating hyperplane’s vector
w may be written as a direct combination of the loads I and xi (also known as a double
representation of w):

f(x) = <w.x> +Db, (1)
W= A @)

Therefore, the decision function f(x) has the following dual representation:
f(x) = Zlgigl a;y; <Xj.x> +b. 3)

To create a straight SVM, identify the insertion characteristics I and offset b such that
the hyperplane (w, b) segregates positive data from negative samples with the maximum
edge. Not all information vectors xi are suitable for the two fold representation of w;
these vectors are referred as support vectors since they have weight I > 0 and structure
w.

3.1.2 An Irregular Case

Problems seldom occur when it is simple to distinguish between excellent and bad
examples in real life. Non-direct support vector classifiers locate loads I of the double
articulation of the isolating hyperplane’s vector w to address the issue of straight division
in the component space. They use a guide that is often not straightforward to transform
input space X into an element space F: X F, x 7 (x):

w = Zl<i<l a;y;9(xi) “4)

While the construction of the decision function f(x) is as follows:

f0 =D, 4y <), 90> +b. )
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Working directly in a highly layered space like F, where test preparation pictures
are often relatively different, would be computationally costly. Anyhow, we may pick
an area F that is controlled by a component K and described by a component capability
K(x,y), K(x, y) = (x) * (y) >, which manages the spot item in F. It is therefore possible
to register the choice capability (Eq. (5)) by just using the portion capability, and it can
be demonstrated that defining the most extreme time isolating hyperplane is equivalent
to addressing the following improvement problem.

3.2 Training
3.2.1 Input Data

As the eyes are one of the most distinctive features of the human face, they are considered
to be the most memorable feature. In our study, we analyzed 1066 preparatory images
of human faces and identified 2132 instances of eyes. Each instance was divided into
20 x 20 pixels and was represented by a 400-layered vector that included the darker
regions of the original image. In addition to this, we generated artificially manufactured
positive examples using various techniques.

In our future work, we plan to provide instances of eyes with varying splendor,
distinctiveness, and orientation. To prepare for this, we collected a set of images that
included faces as well as images without faces. We randomly scaled these images and
excluded the regions that contained positive examples to provide negative examples for
the main cycle of preparation, which focused on the eyes.

3.2.2 SVM Settings

‘We modified the boundary for our SVM to a number between 800 and 1600 and decided
to use the Gaussian bit. It was agreed that the limit for the I loads C would be 10. SVM
classifiers that are steady with prior exploration and have values between 1200 and 1600
had the highest performance (near 5-6.3 for standardized input information) [10].

3.2.3 Bootstrapping

The primary focus of the previously described introduction material, SVM classifier
capacity is ready. Next, the newly acquired capacity is applied to the face- and faceless
preparation pictures, and false positives as well as unfavorable support vectors are utilized
to arrange the unfavorable example set for the following cycle. The excellent example
continues throughout each cycle in the same way.

The accuracy of the classifier generally improves during the initial 4-6 cycles,
depending on the number of negative samples. For example, in the training set after
the initial stage, a classifier with 1200 samples identifies 50-500 false positives in each
image and has approximately 300 support vectors. However, after the fourth cycle, the
number of support vectors increases to over 1300, while the false positives per image
decrease to 0—-10 [11].
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3.2.4 Detection Process

To find objects in a picture, a classifier window is frequently run over it at all conceivable
sizes and positions. A range of scales were selected where eyes are likely to be visible
in pictures. A pyramid of scaled pictures is built to validate a photograph, with the size
rising by 1.1 times for each level inside the realm of possibility. The classifier window
is then run over each picture in the pyramid, with a stage of 2 pixels in each of the two
heads. According to a capability evaluation, the classifier window neglects a portion of
the articles with a scale step of 1.1, which should be evident when physically evaluating
probable locations. Future work should concentrate on both, but for now, this step size
is a decent compromise between precision and speed [12].

3.2.5 Tempo of Instruction

Due to the continuous execution of the preliminary interaction, it takes 3-5 days to
prepare 4 cycles of a classifier capacity. The majority of the time is spent receiving
false advantages while testing the prepared abilities on the information image set. For
example, a capability with 1000 support vectors can repair a 20 x 20 pixel in around
7 ms, but testing takes more than a day when there are many patches in each picture and
more than 1,000 images. Future work is anticipated to greatly reduce testing time since
a fluid-lowered set vectors approach can cause a drop of more than 100% in the normal
number of support vectors used to analyze each picture repair [13].

4 Results

A test set of 25 erroneous front-facing face images with a total of 50 eyes was employed
to evaluate the SVM classifiers. In these images, eye regions were physically separated,
and any window inside a 10-pixel boundary that was precisely categorized was consid-
ered a right hit. The total numbers of false positives and misleading negatives for five
capabilities with different section borders are shown in Table 1.

Table 1. Rate counts for various kernel parameters

Count Parameter False Negative False Positive
700 13 72
800 16 53
900 18 41
1000 19 35
1200 12 62
1300 17 54
1400 20 13
1500 58 52
1600 63 17
1700 72 69
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The cumulative rate counts for kernel parameters are a way of evaluating the perfor-
mance of a support vector machine (SVM) classifier across a range of kernel parameter
values. For each value of the kernel parameter, the cumulative rate count represents the
percentage of data points that are correctly classified up to that point. The kernel param-
eter is a crucial parameter in SVMs that determines the shape of the decision boundary
and can significantly impact the performance of the classifier. Figure 1 reflects the counts
rate for various kernel parameters like false positive and false negative.

From Fig. 1 (a), by plotting the cumulative rate counts as a function of the kernel
parameter value, we can identify the optimal kernel parameter value that maximizes
the classifier’s performance. This approach provides a more nuanced understanding
of the classifier’s behavior than simply looking at the overall classification accuracy.
Additionally, it can help us identify cases where the classifier’s performance plateaus or
decreases as the kernel parameter value increases, indicating over fitting or other issues.
Overall, the cumulative rate counts provide a useful tool for evaluating the performance
of SVM classifiers and optimizing their parameters for specific applications.

From Fig. 1 (b), a lack of diversity in the preliminary positive information has to
be blamed for the misrepresenting negatives. As an illustration, often-used portraits of
people come from a single source, including about 20 distinct individuals, and show
little variation in lighting and viewpoint points. We wish to increase the preparation set
using two images from different sources and erroneous tests produced by modifying the
images. Additionally, because the picture pyramid erred on the side of underestimating
the smallest size at which eyes could be recognized, several eyeballs in the evaluation
set was missed by the identifier. Future research will address this issue as well [14].

Given that a classifier examines more than 50,000 patches for each image and only
marks 0 to 10 of them as eyes, the seemingly high numbers of false positives are less of
a concern. Some of the misleading benefits in the robotized testing actually do suggest
an eye but vanish from the 10-pixel edge region, while others frequently only show up
in a few spots in the image Fig. 2.

Since hiding up-sides will be blended, the penalty for doing so when evaluating
potential part combinations to create a face shouldn’t be severe, and we anticipate that
it will be very difficult to spot a face that contains a fake part (see Fig. 3) [15]. Changes
in the evaluation set’s false positive rate and support vector count for the classifier can
be seen in Table 2.

Table 2 shows the changes in the evaluation set’s false positive rate and support
vector count for the classifier with a Count of 2000. The false positive rate refers to the
percentage of negative instances that are wrongly classified as positive. It is a measure
of the classifier’s accuracy in predicting negative instances.

Count and Support Vector Classifier (SVC) are two different concepts in machine
learning. Count refers to the number of times a particular feature appears in a dataset. On
the other hand, the Support Vector Classifier is a type of supervised learning algorithm
used for classification tasks. It is a form of discriminative classifier that seeks to find the
hyperplane that best separates the classes in the input data.

Looking at the table, we can see that as the number of support vectors increases, the
false positive rate also increases. This indicates that increasing the number of support
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Fig. 1. Counts rate for various kernel parameters like false positive and false negative (a) Rate
counts for various kernel parameters (b) Rate counts for false positive parameters (c) Cumulative
Rate counts for kernel parameters.
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Fig. 2. Eye finderin thereal world. After the third cycle of preparation, the classifier really presents
a few false positives on the evaluation image (area with plenty of information surrounding the
child’s fingers).

vectors in the classifier may lead to overfitting, causing the classifier to become less
accurate on unseen data.

However, we can also see that the number of support vectors does not always have
a direct relationship with the false positive rate. For example, when the count is 0 or 2,
the number of support vectors is 500 and 2000, respectively, but the false positive rate
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Table 2. Changes in the evaluation set’s false positive rate and support vector count for the
classifier = 2000

Counts Support Vectors False Positive
0 500 1500
1 2500 1900
2 2000 1500
3 1000 2000
4 1500 2500
5 2000 2100

is the same at 1500. This could be due to differences in the data distribution and the
complexity of the classification problem.

A confusion matrix is not applicable in the case of Fig. 3, which shows the relationship
between the false positive rate and the number of support vectors for a specific classifier
and count value. The Fig. 3 shows the changes in the evaluation set’s false positive
rate and support vector count for the classifier with a Count of 2000. It provides a
visual representation of the relationship between these variables, which can be helpful
in understanding the behavior of the classifier:

(a) Count vs. Support Vector Classifier: This plot shows the relationship between the
number of support vectors and the false positive rate for different counts. As the
number of support vectors increases, the false positive rate also tends to increase.
However, there is variability in this relationship across different counts, indicating
that the optimal number of support vectors may depend on the specific characteristics
of the data.

(b) Count vs. Count Rate: This plot shows the count rate, which is the ratio of the
number of support vectors to the count, as a function of count. We can see that the
count rate tends to decrease as the count increases, indicating that the classifier may
require more support vectors to achieve the same level of performance on larger
datasets.

(c) Combined Representation of Count, Classifier, and Count Rate: This plot com-
bines the information from (a) and (b) to show how the count, support vector clas-
sifier, and count rate are related to the false positive rate. We can see that the false
positive rate generally increases as the count rate decreases, which is consistent with
the observation in (b). Overall, the figure provides valuable insights into the behav-
ior of the classifier and how its performance is affected by the count, support vector
classifier, and count rate. It can be helpful in guiding the selection of parameters for
the classifier and optimizing its performance on different datasets.
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Fig. 3. Changes in the evaluation set’s false positive rate and support vector count for the clas-
sifier with = 2000 (a) Count Vs Support vector classifier (b) Count Vs count rate (c) Combined
representation of count, classifier and count rate.
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5 Conclusion and Future Scope

The process of computing a face-recognizability proof using the skin edge identification,
facial component extraction, Haar course plan, and possible Histogram of organizer has
been illustrated. Following pre-dealing with phase estimator groups, the image is clas-
sified into face- and non-face-region using the Support Vector Machine (SVM) concept.
After the previous picture highlights have been stored in a document, a fresh photo high-
light is taken to test with all the face highlights. We have presented the face recognition
tests that make use of straight SVMs and a two-tree grouping scheme. The connection
between various methodologies shows that the SVMs may be effectively trained for face
recognition. The trial findings demonstrate that for face recognition, SVMs are a favored
computation over the closest focus method.

We directly implemented a support vector machine and discovered unanticipated
drawbacks. The type of preparation information is crucial to the accuracy of an SVM
classifier; specifically, sufficient variability in test preparation is anticipated to account
for a variety of possible locations, lighting conditions, and halfway obstructions in the
images to be recognized. Additionally, using a classifier with a small number of large
support vectors is inappropriate for usage in web-based frameworks. As a first step
towards speeding up the classifier, we want to use a flowing decreased set vectors tech-
nique. We next plan to expand the preparation cycle by including fake varieties in input
data to address accuracy. Picking diverse facial features and training classifiers to detect
them calls for further efforts to create a face-discriminating framework.
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Abstract. Wireless Sensor Network (WSN) comprises of a lot of sensor nodes
which are implanted in an application system to track hardware elements in a
specific area, such as monitoring of temperature, ocean level tracking, pressure
monitoring, and health care, in addition to various military applications. The net-
work is made up of a sensor network that could detect, compute, and transfer data.
One of the most difficult challenges in WSN is efficiency. Sensor networks have
insufficient energy and are located in remote locations. As a result, restoring the
battery cells in WSN is challenging. Hence suitable cluster-based methods and
cluster head (CH) methodologies has to be incorporated to enhance the lifespan
of the network. In this paper, a clustering-based routing strategy that considers
energy in WSN is developed utilizing the Modified Particle Swarm Optimization
(MPSO) algorithm, which could cluster the network and choose the appropri-
ate cluster heads. The Modified PSO-based Energy-Efficient Clustering Routing
Protocol (PSO-EECRP) of a network is an essential criterion for extending the
network’s life span. Numerous factors are taken into account for the proposed
approach’s energy efficiency, including the intra-cluster distance and the sensor
nodes’ residual energy. Simulations were conducted on evaluation factors such as
energy consumption, Packets delivery ratio, Network Lifetime and efficiency. To
validate the decrease in energy usage, the performance measures are analyzed and
the findings are evaluated by comparing them with an existing algorithm.

Keywords: Wireless Sensor Network - Energy Efficient - Clustering

1 Introduction

The sensor network is a wireless communication system of mobile devices that offers
a number of services, including the protection of the environment and wildlife [1]. It is
predicted to bring about drastic advancements in future innovations with several applica-
tion fields in WSN including health care, virtual environments, home automation, deep
learning, military applications, intelligent systems, etc [2]. WSN have been a popular
preference between many scientists and scholars due to the simplicity of deployment
and operation. Battery-powered sensors have been commonly implemented in hostile
environments where the power supply is challenging to charge up. Moreover, there is
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a number of useful energy-saving methods available in the survey, that are also likely
to prolong the life of the network. The advancement of clustering and routing protocols
within the system serves as one of the most essential methods for preserving the energy
of nodes. As a result, the simplest methods to conserve node batteries is to build an
energy-aware routing protocol.

Clustering seems to be the grouping of a network’s nodes based on specific properties.
Each group has also been defined as a cluster, and that every cluster does have a Cluster
Head (CH) who is responsible for charge of the nodes in a cluster and gathers data from
other cluster nodes before sending it to a stationary or Mobile Sink node (MS). An MS
could be a Base Station (BS) or a device with good capabilities. Clustering is extremely
efficient in maintaining the WSN energy usage balance. In this regard, CH save energy
by attempting to prevent those nodes from getting involved in the transmission of data,
because cluster nodes gather information from the actual area [3].

Static can be functioned in the network based on the application requirements of
WSN. For example, static sinks are adequate for essential and not commercial application
fields such as sensing forest fires, mud slides, and volcanism. Utilizing MS, on the other
hand, is much more beneficial for application areas that contain sensitive and private data
and are time-sensitive, such as army security and monitoring. Moreover, although the
use of MS in the system offers advantages such as high speed data acquiring, low energy
usage, transmission of packets, and safety, it tends to make monitoring and/or managing
the system more difficult than with a static sink due to node topological changes as well
as the configuration of the appropriate protocols [4, 5]. The WSN network is shown in
Fig. 1.

Sink Node

Wireless Sensor Network

Target

Sensor Node

Fig. 1. WSN network

The following is the structure of the paper: The introduction is explained in Sect. 1.
Section 2 provides a brief overview of similar works on methodologies for extending the
lifetime of the network. Section 3 briefly describes the proposed methodology. Section 4
explains the proposed model performance and the outcomes are compared to the existing
method. Section 5 concludes the article.
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2 Recent Works

Energy Soaring-based Routing Algorithm (ESRA) is employed for IoT implementation
in Software- Defined WSN, particularly for observing areas. The proposed ESRA system
carefully selects network CH to solve the control system scheduling problems, in an
effort to improve internet backbone stability and dependability along with the network’s
lifetime [6]. Low-Energy Adaptive Clustering Hierarchy, LEACH [7] is the most popular
protocol for wireless networks. It became the first to organize using a hierarchical system.
Sensor systems into group head sensors chosen at random are all in charge of collecting
and aggregating data from the other sensors (nearby). Each CH sends information to the
BS, to its sensors, as well as its Time Division Multiple Access (TDMA) schedule, to
organize intra-cluster communication. LEACH has drawbacks, such as head selection
being random, with really no regard for sensor residual energy or other factors criteria
for adaptation. It is assumed that all heads will be able to reach the bottom station. When
a head stops functioning, the network suffers and becomes unworkable till a new leader
is elected.

Three distinct measurements such as neighboring repetition, bisection indexing,
and algebraic connections, have been used for a tree-based and CH based structure
for tightly packed IoT systems of WSN. This research describes Fuzzy based Reinforce-
ment Learning for Densely Distributed Grid computing (FRLDG) model that includes
all information gathering nodes in such a densely distributed WSN [8].

The Greedy algorithm and fuzzy clustering method are incorporated for effective
WSN routing. The Greedy algorithm was utilized in this investigation, and a fuzzy
clustering method has been designed for WSN routing efficiency. Multiple networks
contain nodes. The suggested scheme tends to make processing such massive amounts
of statistics, particularly in natural form, challenging for closely packed positioned het-
erogeneous WSN CH or BS to operate. Moreover, the WSN transfer of data to the BS
took a long time [9].

The WSN architecture provided an efficient fuzzy based constant node improvement
method. The major responsibility is to establish a highly secured route across various
layers for WSN. The goal would be to keep track of the sensor node as well as analyze its
behavior. The fuzzy-based continuous node refinement approach was created to assess
its behavior. The algorithm detects and eliminates nodes that aren’t appropriate for
information exchange. The action among all intermediary nodes within the routing path
is controlled by the sending node [10]. Table 1 compares a few recent WSN clustering
and routing analyses.
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Table 1. Comparison of WSN Clustering and Routing Studies.

Year Method Performance Major Findings Drawbacks
attribute
2019 [11] | The artificial bee | Energy balanced Data aggregation | Metrics such as both
colony algorithm | clustering optimization, delays and packet
was utilized to mobile route arrival rates are
collect data Length reduction |ignored
2020 [12] | PoDNTs Creating a Make a link The methodology
(Prioritized structure with a between nodes takes a long
Requested Non dependent endless time
parametric tree-like
Dependent framework and a
Trees) for WSNs | hierarchy
2020 [13] | PSO-ECSM Data gathering Increases life of | Metrics such as
technique using a multi-hop | the network, packet delivery rate
approach and MS and latency are not
inside the taken into account
framework
2022 [3] | TEO-MCRP In WSN, efficient | Increasing The impact of sink
CH selection and | lifetime of a mobility on network
MS route network quality is not

determination are
done

investigated

3 Proposed Method

The proposed approach is based on the properties of two algorithms, one for CH selection
and the other for network routing. The proposed MPSO-EECRP technique provides
an effective hybrid algorithmic architecture. When used in conjunction with a routing
protocol, this strategy yields the best results.

3.1 Network Model

The suggested work in this research simulates a WSN comprising of an “n” number of
sensors that are employed in a rectangular network. There are some assumptions made
concerning the sensor nodes deployment [14].

The networked area is rectangular in shape.

The network’s nodes are stationary.

The nodes in the networked area are scattered at random.

The initial energy is the same for all nodes.

Sensors are assigned a unique identifier (ID) and initial energy.

Based on the transmission distance, a node’s transmission power level may be
changed.
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e The nodes are all homogeneous. Each node has detecting, transmitting, and transfer-
ring capabilities that are activated and although required by the routing algorithm.
The nodes seem to be similar to customers, as well as consumers are not required to
establish if the nodes seem to be relay nodes.

3.2 Energy Model

The energy model is based on the radio model as in [15]. This transmitter uses power
required to run the sensor node’s broadcasting circuits and power amplifier. The energy
utilized by a node is established by two factors: The quantity of information transferred
as well as the distance actually travelled. A sensor network’s energy usage is directly
proportionate to d*> whenever the propagation range d is shorter than the threshold dis-
tance dy, else it is proportional to d*. The amount of energy used by each sensor node
to transmit the data in the packet is provided by Eq. (1).

I X Eple + &fem x I x d? if d < d

1
leeze+8mpmxlxlxd4ifd2d0 M

Er(l,d) = {

E¢e is the energy expended for every bit to function the transceiver circuit, as well
as the amplified energy required for the space prototype. efsm and empm for the multipath
model (depends on the transmitter amplifier). dy is the maximum transmission range.

&
do= | )
8mpm

Accordingly, Eq. (3) gives the resources utilized by the receiver for receiving 1 bit
of data

ER(Z) =1x Eele (3)

3.3 Cluster Head Selection Utilizing Modified Particle Swarm Optimization

Consider S as the swarm space (S € R2) and f: S Ge R to be the cost function or fitness
function. The fitness function is employed to determine where CH should be placed.
The primary goal of a function would be to improve the cumulative effect of the mean
distance from sensor devices in a cluster, remaining energy, and headcount (the number
of occasions when a node performed as the CH).
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Let ) = (X1, X2, X3,....Xp) be for the collection of particles within swarm S assumed
about experimentation. There are N particles exist, each of which includes a velocity
vector and V; position vector X;

T T
Xi = (Xi1, Xi2, Xi3, - - - -XiN) » Vi = (Vi1, Vi2, Vi3, - - - ViN)

where I = 1,2,3,...,N and M is the dimension. To keep track of the best global positioning,
maintains the local (p;) and global best (pg) position between the particles in collection
= (p1,p2, ..-Pm) which provides best particle locations ever visited.

T . .
p; = (Pilv Pis - - - PiN) , pi(t) = arg min f; (t), o (t) = arg min f(pi (t)) 4)

Finally, in the following expression, function f(x(t)) for the i particle:
F(xi(t)) = optimize (&1x] + daX2 + (1—d1—32)X3)

[ il
= — (&)
Z el
Zz 1 E(pl
Z‘C/“ En) s Emin < E(nj) < Epax (6)
1
B = oo H(pi) = (7

0<ady,dr < landad; <d. g, d, &3 are the parameters for weightage. However,
E(p;) and H(p;) constitute consumption of energy and headcount related with p;. nj is
the jth node of cluster k. |Cy| — total number of cluster nodes. The Euclidean distance
among the node n;j and particle p; is denoted as ||nj X; ||

3.4 Algorithm

The algorithm specifies how such packets are transferred from the initial node to the
receiving node (see Fig. 2).
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Begin
for i=1 :N :All nodes
Selecting cluster head using Particle Swarm Optimization Algorithm
end
for i=1 :N :All nodes
if node i is CH
Transmit message to CH of sink()
For j=1: All nodes
Transfer message between cluster member and CH
end
end
end
while (all nodes)
calculate energy usage();
if(node is non elected and energy>0)
compute distance between i and BS
join to the closest one
send data to the closest one
end
end
end

ClusterHeadSelection()

begin

for i-1:All nodes

if node is not CH

choose the shortest distance among CH()
send request message;

end

end

end

4 Results and Simulation

This section presents the performance evaluation results from simulations to demonstrate
the effectiveness of the proposed algorithm.

4.1 Simulation Environment

MATLAB was utilized to develop the proposed methodology using a computer equipped
with an i7 processor, a GPU card, and 8 GB of RAM. The 100 nodes are distributed
at random across a 200 x 200 m? area. The implementation first chooses CH and then
establishes clusters. CH (x1, y1) computes the Euclidean distance among both the CH
and BS, and also the collected information is delivered to the CH through the shortest
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Cluster head
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between CH and
member

Yes

CH?

Cluster Formation

Fig. 2. Proposed Algorithm Flowchart

route from BS. A relay node is implanted inside the network’s core (100, 100). Analyze
a CH with location (x1, y1) and then a node (BS) with location (X1, y1) (X2, y2). The
Euclidean partitioning between the CH and node is determined in Eq. (8):

Distance between Nodes and BS = (x> — x1)? + (y, — yl)2 (8)
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4.2 Performance Evaluation

There are three kinds of sensors in a 100-node network (excluding the BS): detecting
nodes, associate nodes, and CH. The experimental parameters are shown in Table 2.
Several measures, such as efficiency, energy usage, packet delivery ratio, and lifetime
of a network, are now being customized, which may have a considerable effect on the
network. The suggested method’s performance is evaluated by comparing two existing
network protocols, LEACH-C and PSO-C.

Table 2. Simulation Parameters

Parameters Values

Network dimension (m) 200 x 200
Number of sensor nodes 100

Data message CBR traffic

CBR packet size 512 bytes
Transmission range 150m

Receiving power 1000mW

Number of Nodes Varying from 50 to 250
Energy required to power transmitter and 50 nl/bit

receiver (Eegje)

Amplification Energy transmission over a 12 pl/bit/sq.m
shorter range (Efsm)

Amplification Energy transmission over a 0.0014 pl/bit/sq.m
longer range (Empm)

4.2.1 Efficiency

A WSN’s efficiency is determined by its lifetime as well as the processing capacity of
its sensor network. WSN node efficiency is compared to previous research. All previous
techniques, including LEACH-C and PSO-C, enhance the efficiency of the suggested
methodology. Table 3 compares the efficiency metrics of the proposed methods to those
of previous techniques and Fig. 3 shows the efficiency comparison graph for all methods.
The efficiency of the proposed PSO-EECRP method surpasses existing methods.

4.2.2 Network Lifetime

Every one of the nodes is homogeneous but also has multiple roles. This kind of dis-
tribution also directs and helps to balance the load within a cluster, it also leads to
improved network management and extended network lifetime. Figure 4 depicts the
life span of nodes in regards to the number of active nodes. The optimized placement
of CH via swarm optimization is the reason for the proposed protocol PSO-EECRP’s
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Table 3. Comparison Parameters of Efficiency of the Proposed technique to currently available
techniques

Methods Efficiency (%)
(Proposed PSO-EECRP) 95
PSO-C 93
LEACH-C 89
Efficiency(%)

96

95

94

93

92

91

90

89

88

87

86

Proposed MPSO-EECRP) PSO-C LEACH-C

Fig. 3. Efficiency Comparison Graph for all Methods.

achievement. Using MPSO-EECRP, the cluster head is chosen depending on the distance
between the cluster member node and the sink node (BT) and the remaining energy in
that node. Simulation results demonstrate that the drive behind this work greatly boosts
the network’s life expectancy. PSO-C, on the other hand, degrades as a result that PSO
functions are completely centralized at the BS. Furthermore, LEACH-C struggles sig-
nificantly as a result of poor network clustering and CH selection. Table 4 shows the
comparison parameters of the Maximum lifetime of the routes observed for MPSO-
EECRP and Existing models. According to the findings of the simulation, the proposed
protocol does a good job of balancing the network’s energy consumption and extending
the network’s lifetime.

4.2.3 Packets Delivery Ratio (PDR)

Figure 5 depicts a significant rise in the average amount of packets received by modified
MPSO-EECRP. However, the percentage of effective packet delivery remains higher than
its described counterparts. Table 5 illustrates the parameters of the Packet Delivery Ratio
noted for routes based on node count. As the value of PDR increases the performance of
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Table 4. Comparison Parameters of Maximum Lifetime of the Routes Observed for PSO-EECRP

and Existing Models.
Number of Nodes (Proposed MPSO- PSO-C LEACH-C
EECRP)
50 100 100 100
100 100 98 100
150 100 96 90
200 98 94 80
250 94 90 65
300 85 80 55
350 80 60 30
Network Lifetime
120

7 100 il

-

g 80

a

g 60 = —4— Proposed (PSO-EECRP)

£ 40 —— PSO-C

Q

E 50 LEACH-C

0 T T T T 1
50 100 150 200 250 300 350
Number of Nodes

Fig. 4. Sensor Network Lifetime

the network also increases. The proposed modified MPSO-EECRP increases the number
of packets delivered; it reduces communication overhead between the nodes and also
it increases unnecessary overhead due to its route adaptation feature in response to

topological changes in the scenario of the network.

The ratio of data packet delivered to the desired location to available by the source
node is defined as PDR.

where,

PDR

Total number of packets received in a destination

n

Total number of received packets

~ Total number of transmitted packets

= Z No. of source code x No. of packets x Received packets

=1

9
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n
Total packet sent = Z No. of nodes x No of packets sent
j=1

Table 5. Comparison Parameters of Packet Delivery Ratio Noted for Routes Based on Node
Count

50 100 150 200 250 300 350
Simulation Time(Seconds)

Number of nodes (Proposed MPSO- EECRP) PSO-C LEACH-C
50 9 7 4
100 12 10 9
150 22 15 15
200 30 20 19
250 40 26 22
300 45 30 25
350 49 34 21
60

£

£ S0

b

g 40 —4—Proposed (PSO-

S EECRP)

S . 30

$3S - PSO-C

- © 20

@ -

2

g 10 et LEACH-C

s

)

)

e

o

>

<

Fig. 5. Average Amount of Packets Sent During a Simulation

4.2.4 Average Energy Usage in the Network

When compared to alternative ways, the proposed method uses the least amount of
energy. Additionally, both the cluster head sensors and the cluster member’s sensors sat-
isfy the energy consumption improvements. Figure 6 depicts the suggested method’s
effectiveness in delivering maximum sensor activities while saving energy. Table 6
depicts the average energy usage for routes based on node count.
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Table 6. Comparison Parameters of Energy Usage in the Network Noted for Routes Based on

Node Count
Number of nodes (Proposed MPSO- EECRP) PSO-C LEACH-C
50 105 104 104
100 104 95 80
150 100 89 50
200 90 77 30
250 89 70 15
300 80 60 10
350 73 45 5

120

100

80

60

40

20

Amount of residual energy(in joules)

50 100 150 200 250 300 350

Simulation time(Seconds)

~4— Proposed (PSO-

EECRP)

& PSO-C

Fig. 6. Energy Usage in the Network

5 Conclusion and Future Work

LEACH-C

On WSN, the clustering protocol allows sensor networks to decrease packets of data
through data gathering. The decrease in packets decreases wireless transmission costs,
and clustering routing protocols improve the network lifetime and energy usage. The
proposed modified MPSO-EECRP has a 95% Efficiency. According to the simulation
results, the proposed method surpasses other techniques such as PSO-C and LEACH-C.
The proposed MPSO-EECRP algorithm was simulated, and various network perfor-
mance measures including network lifetime, efficiency, packet delivery ratio, and total
energy consumption based on node count were examined. Furthermore, Implementa-
tion of dynamic sensor nodes at larger geometrical area, as well as PSO applications in
heterogeneous WSN in the future.
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Abstract. An induction motor is the most important machine used in all indus-
tries, so the health of the machine is checked regularly by the machine learning
method described in this paper. The objectives of this paper is to get high accu-
racy in predicting the fault of a machine and reduce the training time period of the
model. Prediction of electrical and mechanical faults is achieved by monitoring
the acoustic signal and analyzing it to identify deviations from expected values,
which can indicate the presence of faults. The Al algorithms are trained using
acoustic data acquired from electrical machines. A benchmark data set available
online is used to test the proposed algorithm. The data is segmented into non-
overlapping epochs. Features are extracted by the Kruskal-Wallis algorithm, and
then the data is trained on various models to compare their accuracy. Machine
learning-based diagnostic techniques such as weighted KNN, fine KNN, wide
neural networks, and coarse Gaussian SVM are used and achieve 100% accuracy.
The best algorithm is weighted KNN due to its fast processing time.

Keywords: Supervised Learning - Unsupervised Learning - Acoustic Signal -
Condition Monitoring - Fault Diagnosis - Feature Selection

1 Introduction

According to Industrial Revolution 4.0 and 5.0, industrial processes are getting increas-
ingly complex as a result of the proliferation of intelligent automation. Rotating machin-
ery is an important component of the process. Due to their durability, dependability,
simplicity of maintenance, and wide range of applications, induction motors (IM) are
widely used in industries. Moreover, several applications—such as the motor used to
pump oxygen in hospitals—are quite crucial. The motor must operate nonstop and con-
tinuously. Any error will result in losses to one’s health. Preventive maintenance and
failure-oriented maintenance are the two basic types of maintenance used. In a large
industry, we cannot afford a machine failure, even for a short amount of time, because
there is a large loss of capital, which is not economical for a large industry.

To prevent such a loss, some preventive measures are put in place to avoid a fault
condition. The application of machine learning [1, 2] is used in every field or industry to
find the fault and diagnose the fault, and to do that, a large amount of data with a variety
of faults is needed to improve accuracy.
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To overcome the problem of unwanted shutdown and loss of lives, machine learning
[3] for fault diagnosis has come into existence. Faults like inner race defect(IRD), outer
race defect (ORD) and broken rotor bar are studied here. It is cheaper and safer than
human resources. Because electrical machines [1, 4] are used in all industries, maintain-
ing them is a major challenge. Predictive maintenance is to be done to find and rectify the
electrical fault. Now a days, machine learning is used in every field such as in healthcare
systems for predicting disease viruses, finance systems for predicting stock prices, cyber
security [5], e-commerce, and transportation systems for finding the best routes [6], all
of which are compared and trained to get higher accuracy.

In the context of classification, the research is going with ensemble classifier while
holding the condition of ‘no validation” without PCA. An automatic detection and clas-
sification of the broken rotor bar (BRB) and bearing deficiencies are studied to detect
faults and achieve a maximum accuracy of 95.8% [7]. Bearing and rotor faults have
been taken for the diagnosis of an electrical machine, and the result of ANN is the best
with 99.18% accuracy [8]. The algorithms’ performance was tested by examining their
recognition rates. There were six different SVM kernels examined. Recognition rates of
broken bars up to 97.9% have been attained [9]. Bearing and considering with broken
rotor bar is successfully achieved 100% of accuracy [10]. By using the CNN algorithm,
99.5% accuracy is achieved in the current signature analysis regarding the faults for the
category rotor faults with the consideration of flaws in bearing [11].

The publications mentioned above demonstrate the models’ highly accurate design,
yet many of them are unable to identify multiple defects. Also, the classifier receives
irrelevant characteristics for testing and training [12]. It is typical to think of computing
a high-dimensional collection of characteristics in order to acquire large information. To
achieve high accuracy, only the most dominant features are used, while less important
features are ignored. Dimensionality reduction strategies have been used into fault diag-
nosis approaches to avoid of unnecessary data that might affect diagnostic performance.
Principal component analysis (PCA) is the technique that is most frequently used to
reduce the number of dimensions in data sets. With a shorter processing time and higher
accuracy, this work created a revolutionary defect diagnostic approach. To extract fea-
tures from the fusion of four defect datasets, the obtained signal must first go through
a preprocessing stage. The Kruskal- Wallis method is used to select features [13, 14],
and this method is verified using the ANOVA algorithm. In both cases, we get similar
results for the most dominant feature.

Before applying machine learning algorithms, information about the most common
faults must be known. Today, there are many methods for condition monitoring and
detecting failures in electrical equipment [15], such as

Temperature analysis [16].

Noise and vibration analysis [17, 18].

Chemical and its lubricant or coolant analysis [19] Electromagnetic field analysis
[20].

Analysis of motor-current signature (MCSA) [21].

Model and using methods based on artificial intelligence [3, 22].

In this paper, models have achieved up to 100% accuracy in a resubstitution validation
scheme. To make the model less complicated, only major faults in electric machines are



Machine Learning Based Incipient Fault Diagnosis 115

considered, such as bearing faults, flywheel faults, piston faults, and rider belt faults, and
seven main features are extracted from the data. This paper has five parts, starting at the
beginning with various type of fault followed by the experiment unit and methodology.
Final unit include a discussion on the results and a conclusion.

2 Types of Faults Occurring in Electrical Machines

2.1 Stator Fault

The stator winding can fail due to thermal or electrical stresses, which may result in
short circuits, open circuits, or turn-to-turn faults. This fault can cause the machine to
lose power, overheat, and even cause damage to the other components [23]. If the stator
fault is not detected and rectified, it can lead to a complete machine break- down. The
stator fault can be detected by performing various tests such as insulation resistance
test, winding resistance test, and turn-to-turn resistance test. According to IEEE survey,
stator fault percentage is 28% of total faults occurring on machine [24].

2.2 Rotor Fault

A rotor fault in an electrical machine refers to a problem or damage that occurs in
the rotating component of the machine e.g. rotor winding damage, rotor bar defects,
unbalanced rotor. This component, also known as the rotor, is responsible for generating
the magnetic field that interacts with the stator to produce motion or power. A fault in
the rotor can lead to a number of issues, such as reduced efficiency, increased noise or
vibration, and even complete failure of the machine. According to IEEE and EPRI, rotor
fault percentage’s 9% and 8% respectively. In Fig. 1, the statistical studies of induction
machine (IM) failure with the research work of companies like ABB and tremendous
research publications on the platform of IEEE and Electric Power Research Institute
[25].

2.3 Bearing Fault

A bearing fault happens when an electrical machine’s bearing is damaged, worn out,
or noisy. Vibrations [26] and high heat formation are results of machine failure [4, 27].
Figure 2 shows the bearing structure and its fault. There are several types of bearing
faults, including [28]:

1) Inner race defect: An IRD is a defect in the inner race of the bearing. This type of
fault is often caused by improper installation or contamination.

2) Outer race defect: An ORD is a defect in the outer race of the bearing. This type of
fault is often caused by excessive loads or contamination.

3) Ball defect: A ball defect is a defect in one or more of the balls in the bearing. This
type of fault is often caused by excessive loads or contamination.

4) Roll defect: A roll defect is a defect in one or more of the rolls in the bearing. This
type of fault is often caused by improper manufacturing processes or contamination.
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Fig. 1. Study of induction motor faults (a) ABB, (b) IEEE, (c) Electric Power Research Institute

Vibration analysis [29, 30] is a common method for finding bearing faults. Testing
is carried on the ground of vibration. This is analyzed according to the data synthesized
from vibration levels, so that its anomalies can be identified. Ultrasonic testing is a
non-destructive testing process that uses sound waves to detect bearing faults at a high

frequency.
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3 Experimental Set-Up and Data Acquisition

The initial phase of fault diagnosis is data capture, during which machine properties
are measured and recorded for later study. To collect data, a transducer is placed on the
surface of the machine part. This paper focuses on acoustic signal-based fault diagno-
sis. Unidirectional microphones are used to gather acoustic data [31]. Only sounds that
are focused in the direction of the microphone centers are picked up by unidirectional
microphones. These microphones are less sensitive to background noise. A single NI
9234 data acquisition (DAQ) hardware device with many ports, an NI 9172 USB inter-
face, and a LabVIEW-based data acquisition interface are used throughout the process
to record audio through microphones. A microphone is placed at a distance of 1.5 cm
from the machine. It will produce a clearer and louder sound from the machine. The
output of microphones is analogue in nature. The NI 9234 is used to sample the data
and transform it from analogue to digital form. Then, NI 9172 and LabVIEW interface
are used to store the sampled signal on a computer. A four-channel C-series dynamic
signal collection module (NI 9234) allows for the simultaneous connection of up to four
microphones. As a result, if necessary, an acoustic signal can be acquired from four
locations. All acoustic signals are recorded for 5 s and their sampling rate is 50 kHz,
and the recorded sampled values are saved in.dat files in 24-bit PCM format. Hence,
there are altogether 250,000 samples in each recording. Very few number of sets are
recorded are taken from various location to determine the best spot for recording. These
starting places are determined by past knowledge or human intuition as to which parts
of the machine might reveal crucial details about its current state. The next step is to use
Sensitive Position Analysis (SPA) to determine the best places. Twenty-four positions
were considered as sensitive positions in these experiments.

In this paper, an online data set was used [31]. To make a model, different types of
electrical faults are considered, such as a healthy condition, a rider belt fault, a piston
fault, a flywheel fault, and a bearing fault. To get data, different types of sensors are
used in experimental setups. After getting all types of data, we extract their features
to differentiate the data according to their fault. Induction motor specifications are as
follows:

Parameter of IM: Power: 5 HP, Voltage: 415 V, Current: 5 A, Frequency: 50 Hz,
Speed: 1440 rpm

Different types of fault signals are shown below the Fig. 3. They are called raw
signals, where the amplitude of the signal varies with respect to time. Multiple algorithms
are used in this paper to achieve higher accuracy with acoustic signal.
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Fig. 3. Electrical fault and healthy signal with respect to time

4 Methodology

This experiment aims is to get the best result and most appropriate algorithm for the
classification of many kinds of faults existing in the induction motor. The first step of
the proposed methodology is to collect acoustic data from the motor under different
conditions. In this work, a benchmark data set has been used in which 16385 data
samples are taken for each fault and healthy condition. After that, the data is divided
into segments using a non-overlapping segmentation scheme.

The time domain features such as RMS, mean, energy, variance, skewness, and
standard deviation were extracted from the segmented signal. After extracting the feature,
the data is normalized to get the best result. Except skewness, which was to the extent
of -1 to 1, the normalization was in the range [0, 1]. Feature selection is done by the
Kruskal-Wallis algorithm. After that model is trained in MATLAB using the extracted
features, data has been applied to different algorithms, and accuracy has been checked.
The methodology is shown in Fig. 4.
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4.1 Kruskal Wallis Algorithm

The Kruskal-Wallis algorithm is a non-parametric statistical test that can be used to
compare three or more independent variables to determine if there are any significant
differences among them. This algorithm can also be used for feature selection in machine
learning and data analysis. The Kruskal-Wallis algorithm can be used to extract features
by comparing the medians of feature values across different groups and identifying those
features that are statistically significant in distinguishing between the groups.

4.2 Weighted KNN

Weighted K-Nearest Neighbor (KNN) is a variant of the KNN algorithm, a popular
machine learning algorithm for classification and regression tasks. In KNN, the algorithm
identifies the K nearest neighbors of a new data point based on a distance metric and
assigns the label of the majority class among those K neighbors as the predicted label
for the new data point. However, in the standard KNN, all the neighbors are given the
same weight. In contrast, weighted KNN assigns weights to the K neighbors based on
their distances from the new data point. The closer the neighbor is to the new data point,
the higher its weight. The weight is then used to compute a weighted average of the class
labels of the K neighbors, instead of just taking the majority vote.
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5 Results and Discussion

In the proposed work, three types of validation schemes are used, such as resubstitution
validation, holdout validation, and cross validation schemes, to test the reliability of
the model. The best result is obtained from the resubstitution validation scheme. In this
paper, bearing fault (b), flywheel fault (f), piston fault (p), rider belt fault (r), and healthy
condition (h) data are used. Figure 5 depicts a scatter plot of features extracted from the
data.
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Fig. 5. Scattered plot of features for bearing, flywheel, piston, rider belt fault and healthy condition

The selection of features is one of the most crucial process, to know which feature
is most essential and dominant for predicting the fault. According to the Kruskal-Wallis
algorithm in Fig. 6, the “mean” feature is used as the most dominant feature; its score
is 350, whereas skewness and kurtosis have a very low score in predicting the fault. By
neglecting the low-score features, our model will be less complex, and the training time
will decrease without compromising the accuracy of the model.
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The accuracy does not show much difference between the model having five features
and having seven features, so kurtosis and skewness are neglected in the model. From
Fig. 7, it is clear that the accuracy is nearly the same in both cases. By neglecting two
features of the model, its training period becomes very short, as shown in Fig. 8.

In this work to decrease the training period of the model, only the five most essential
features are selected, which are mean, standard deviation, variance, energy, and rms,
as shown in Fig. 8, and the results are verified using the best three 100%-achieved
algorithms.

Figure 9 gives information regarding the accuracy of different types of algorithms
in bar graph form, which helps in better understanding them. Out of twenty-five algo-
rithms, only four achieved 100% accuracy. In the resubstitution validation scheme, the
percentage of accuracy achieved was highest for the extracted feature set, as shown
in Fig. 9. The accuracy achieved was 100% for weighted KNN, fine KNN, subspace
fine KNN, and wide neural networks; 99.5% for bagged trees; and 94.8% for the fine
Gaussian algorithm.

The confusion matrix gives information about whether the number of predictive
values is right or wrong. To get high accuracy, the diagonal element of the confusion
matrix must have a higher percentage or be close to 100%. It displays the total positive
predictive value (PPV) and false positive rate (FPR). To achieve good accuracy, our PPV
must have a higher value, and our FPR must be as low as possible. As shown in Fig. 10,
the confusion matrix, this model achieves 100% accuracy.

Model 2 (Weighted KNN)

b=Bearing
fault

f=Flywheel
fault

h=Healthy
condition

p=Piston fault

r=Rider belt
fault

True Class

b f h P r
Predicted Class

Fig. 10. Confusion matrix
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6 Conclusion

The proposed method describes a model that can detect the fault with high accuracy and
a short processing time. In this work, multiple Al algorithms available to detect faults
are compared, and it is found that 100% accuracy is achieved for the weighted KNN, fine
KNN, subspace fine KNN, and wide neural network algorithms. The acoustic signature
analysis has been applied. The processing time for prediction is quite high if features
are large in number; by applying the feature selection technique, the processing time
has been reduced. Out of the above models with 100% accuracy, the weighted KNN
algorithm performed the fastest, which suggests that weighted KNN is best for fault
detection using an acoustic signature with high accuracy and less processing time. It
can be stated that the classifier’s accuracy relies on several deciding factors of the data
sets, such as their size, duplication of data, number of null values present in a set, data
quality, and, most importantly, feature selection and low data redundancy.

As future work, it can be suggested that the proposed approach be used for different
monitoring schemes such as Current, Vibration and also combination of them.
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Abstract. The Internet of Vehicles (IoV) is one of the most exciting and practical
ways that corporations and academics are interested in, especially by employing
coordinated unmanned vehicles to explore areas like the automobile industry. To
provide long-term possibilities for task investigations, the IoV connects vehicles,
transportation networks, and communication infrastructure. Data privacy, how-
ever, may be compromised by the coordination of information gathering from
numerous sources. Federated Learning (FL) is the answer to these concerns of
privacy, scalability, and high availability. A well-distributed learning framework
designed for edge devices is federated learning. It makes use of large-scale pro-
cessing from edge devices while allowing private data to remain locally. In this
work, different categories of federated learning have been discussed. A review
of various systems implementing FL for IoV has been presented followed by the
applications and challenges of FL in the IoV paradigm. The paper concludes by
providing future research directions for FL in the IoV.

Keywords: Federated learning - Internet of Vehicles - Machine learning -
Unmanned Arial Vehicles

1 Introduction to Federated Learning

Federated Learning (FL) utilizes a centralized aggregator and provides a solution to the
issues associated with many Machine Learning (ML) clients. It ensures that training data
for federated learning is decentralized to protect data privacy [1]. Two key concepts of
local computation and model transmission have been introduced to lower the privacy
risk and cost of centralized ML systems. In FL, participants train their models by using
local data and then send the model to the server for aggregation, and the server dissem-
inates model updates. In Fig. 1, FL’s high-level map process has been given [2]. In FL,
local models are trained on separate vehicles before aggregating them in the cloud to
enhance security, accuracy and learning efficiency [3]. In two phase mitigating scheme,
an intelligent architecture with FL provides data leakage detection [4] and intelligent
data transmission [5] to improve security [6]. In Unmanned Aerial Vehicles (UAV) fed-
erated deep learning applications with wireless networks, the focus is to improve the
learning efficiency, learning speed significance, conscious joint data selection, resource
allotment algorithm [7], and content caching method for edge computing of FL in IoV.
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1.1 Categories of Federated Learning.

FL depends on five aspects which are heterogeneity, communication architecture, data
partitioning, applicable machine learning models, and privacy mechanism [8]. Figure 2
depicts the classification of FL.
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Fig. 1. Federated learning high-level process map

1.1.1 Data Partition

Based on various distributions of design, FL can be divided into the three types [9] i.e.
horizontal FL, Vertical FL, and Federated Transfer Learning. Horizontal FL is employed
where user attributes for two datasets overlay remarkably but user overlap is minimal.
The data set is divided horizontally, with the same user attributes, but different users
for training [10, 11]. In vertical FL. (VFL), users are overlapped a lot and user features
are overlapped a little. In VFL, data sets are divided vertically and a portion of data is
considered for training wherever users are identical with different useful features [12]. In
Federated Transfer learning (FTL) the users or the users’ attributes are never segmented.
However, it can be employed in cases when there is a lag of information or tags [13].

1.1.2 Privacy Mechanism

Using FL, clients can store data locally and transmit model information for target model
training. In model aggregation, the only significant aspect of FL is model aggregation that
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trains their global model by integrating the model attributes from all clients thus prevent
transferring the metadata throughout the training process [14]. The problems associated
with calculating encrypted data have been resolved using homomorphic encryption key.
In differential privacy, both ML and deep learning use gradient iteration [15], which
incorporates the addition of noise to the result to implement differential privacy to
safeguard user privacy [16].
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LEARNING

| l ! |

PRIVACY SYSTEM MACHINE
DATA PARTITION MECHANISM COMMUNICATION HETEROGEINITY LEARNING MODELS

HFL VFL FTL
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NETWORK
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LINEAR TREE
MODEL MODEL

Fig. 2. The Classification of Federated Learning

1.1.3 Machine Learning Schemes

FL enhance the capability and security of the ML model. Neural network, decision tree
and linear model are the three main ML models. In federated environment, the linear
model of training that mitigates the security issues and attains the same accuracy as
a non-private solution is proposed in [17]. The tree model in FL, random forest and
gradient boost decision trees are utilized for both single and multiple decision trees
[18]. The most famous model of machine learning is the neural network model that
trains complex tasks. In autonomous vehicles using drones target location, trajectory
planning, target recognition services plays a vital role [19]. Due to the drawback of
regular connection between UAV group and base station, centralized training fails in
real time but deep learning provides excellent efficiency with UAV group usually [20].

1.1.4 Communication Architecture

The problems of application scenario of FL are equipment computing and uneven dis-
tribution of user data [21]. All the participants that are under training are in touch with
centralized server for the update of global model. The communication cost of FL is high
for critical problems. To minimize the cost between server and local users the model
data is compressed by secondary sample random rotation quantization [22].
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1.1.5 Methods for Solving Heterogeneity

Different devices affect the accuracy of total training process. The diversions of het-
erogeneity are model heterogeneity, fault tolerance, asynchronous communication and
device sampling [23]. The main factor of FL is the efficiency of unevenly distributed
data from various devices. In FL, the processing of data from various devices affects the
model. Asynchronous communication is the solution to many problems with dispersed
devices in FL settings.

2 Related Work

This section discusses some of the related works of FL in IoV. For intelligent object
detection, a two-layer FL model has been used in a 6G supported IoV environment [24,
25]. The use of a hybrid blockchain method in addition to FL by using DRL to select
optimized participants which improve the learning efficiency has been proposed in [26].
Iterative model averaging is used by the deep network federated learning frame-work
to train the global model by adding the local models in each round of updates [20]. For
the selection of Smart Vehicles (SVs) for FL, local learners are adopted by using round
robin, random scheduling using heterogeneous asynchronous FL networks [27-29]. In
[30], the authors concluded that the Quality of Information (Qol) received by the SVs
is dynamic and will affect the performance of FL. Therefore, to improve the Qol, the
Vehicular Service Provider’s (VSP’s) responsibility is to select SVs of current location
within important areas. With the combination of important areas and Qol, VSP can
obtain beneficial on-road data [14] and trustworthy trained model updates [31] from the
chosen SVs.

In a non-collaborative Stackleberg game model proposed in [32-34], the mobile
devices have full information about the VSPs payment budget. For estimating the traf-
fic with FL that more correctly captures the spatio temporal correlation of the traffic
flow with the use of clustering, FedGRU approach proposed in [35] combines the GRU
(Gated Recurrent Unit) to get the best overall model. A model proposed in [36] Fed-
Prox integrates the edge devices data of distributed training with the Federal Averaging
(FedAvg) model maximization method that improves the reliability of the target task.
In [37], Multiple Principal One Agent (MPOA) based contract optimization is being
employed to maximize the revenue of VSPs in each iteration [38]. OBU in IoV can
gather data and glean local knowledge. A model proposed in [39] replaces data as a
service by know ledge as a service in IoV. Knowledge serves as real information and
is incorporated into data intelligence. IoV cars learn about the environment and the
roads in different locations using ML techniques, and they share their expertise [40]. In
[41], a model has been proposed to maintain balance between the dataset computational
resources and wireless resources that is affected by the combination of vehicle client
selection resource and wireless resource. Table 1 gives the review of previous work done
by various researchers with respect to implementation of federated learning for IoV.

3 Applications of Federated Learning

This section discusses the various applications of federated learning including its
applications for IoVs.
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3.1 Google Keyboard

The prediction of the next word is achieved while improving the quality of the keyboard
with security and privacy [7, 57]. In building the recommended systems, building of
language model is also attained.

3.2 Intelligent Medical Diagnosis Systems

In the centralized method of ML, the data gathering and processing for medical diagnosis
becomes difficult because of privacy and security concerns. With FL, it is possible to
use the data locally without any issues of privacy and train the model for diagnosis
[57, 58]. For small and insufficient labels, federated transfer learning is the solution. To
implement an integrated multi FL network on APOLLO network merges the interrelated
medical system’s longitudinal real world data with health outcome data for the help of
doctors in forward-looking diagnosis of patients [57].

3.3 RSU Intelligence

IoV comprises of RSUs that are designed to receive data to process basic operations.
Different varieties of data are received by RSUs and thus FL can be applied in various
situations. One of the familiar approaches is in image processing. For autonomous vehi-
cles, both onboard Vehicular Computing (VC) and RSU image processing is important.
Collision detection and pedestrian detection also make use of image processing tasks

[7].

3.4 Network Function Virtualization (NFV) Orchestration

NFV enabled network highlights the use of FL in making NFV orchestration in secu-
rity/privacy services and in vehicular service delivery. Each of the networks is divided
into sub-networks which may be further divided, utilizing network slicing techniques
[59]. This added complexity supports the use of FL because NFV orchestrators from
different network partitions can use cooperative ML training to create models capable
of performing operations like VNF installation, scaling, termination, and migration. In
MEC enabled orchestration of NFV, the RSU is placed near the network edge so that it
can act as a network node to hold Virtual network functions (VNFs) [7].

3.5 Vehicular Intelligence

Vehicular intelligence in IoV has many applications such as forecasting the road con-
ditions, image processing in lane detection and popular predictive maintenance [60].
The predictive maintenance uses operational data and alerts the user for maintenance of
specific part by predicting the failure of the component through planned maintenance.
With the use of FL, in addition to vast collection of data, predictive maintenance models
have been built with greater efficiency [7].
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4 Conclusions and Future Direction

Given the importance of communication in federated networks and the privacy risks
associated with transferring raw data, it is mandatory to keep generated data local. In
this situation, two things can be done to further minimize communication: one is to lessen
the total number of iterations of communication rounds, and other is too minimize the
size of message. In this paper, federated learning and its various categories have been
discussed. A systematic review of different systems implementing FL in IoVs has been
presented followed by applications of federated learning in different areas related to loV.
However, due to the heterogeneity of the VCs, system complexity is a major challenge.
Thus, building privacy protection schemes depending on specific devices in IoV is the
future direction. Resolving the tradeoff between communication cost and computational
pressure is another challenge. Distributed FL is forthcoming research direction with
heterogeneous data.
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Abstract. Power system congestion seems to be one of the principal issues that
organizations like system operators deal with on a routine basis in the current
restructured energy market. Congestion on the transmission lines creates signif-
icant issues for the efficient operational management of the deregulated power
system and raises the cost of transmitting power which is an important factor of
consideration. Therefore, itis crucial to examine various methods which can help in
reducing this problem of congestion occurring in transmitting power in the power
system network. Among the most effective methods to solve this congestion issue
is rescheduling the generation side of the power system network. This research
proposes a new fuzzy based hybrid optimization technique which is established on
hybridization of particle swarm optimization and genetic algorithm optimization
technique for minimizing this congestion cost. Utilizing the modified IEEE 57 bus
system, the effectiveness of the given methodology is evaluated, and the results
are discussed.

Keywords: Power Deregulation - Restructuring - Congestion Management -
Optimal Rescheduling - Hybrid Optimization

1 Introduction

Power system deregulation has allowed all power purchasers and sellers equally able to
access the transmission network, in these modern times. Microgrid provides a platform
for integrating various distributed generations and renewables into the grid [1, 2]. The
energy utilities are attempting to satisfy the necessary demand by increasing their gener-
ations, but this is being hampered by the substantial growth in populations and the rising
urbanization [3]. The transmission network, which is the biggest obstacle to equitably
executing the reform of the electrical sector, performs a critical role in the smooth control
of a market that is competitive. The transmission lines become crowded whenever one or
more of the aforementioned constraints are broken because the flow of power in a power
transmission line is constrained by many factors, the stability limit, operating voltage
and heat limits [4—6]. The increasing microgrid penetration to the conventional grid has
added to the worries of congestion management [7, 8]. Severe outages with significant
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economic and social repercussions could be the outcome of not keeping the integrity
of the electrical infrastructure. Control of every electric infrastructure is very important
[9].

Power system congestion prevents the desired power exchange, forcing customers
to buy power from alternative sources at increased prices [10, 11]. Therefore, for the
system to function successfully and reliably, managing this congestion is highly desir-
able and needs to be made easier. Therefore, the primary problem in the restructured
power network is controlling transmission line congestion, which is the subject of much
research. In this work, we propose a model based on the method of scheduling the real
power of generating units that is being used.

In the publications recently published, to tackle the congestion issue, various con-
gestion management strategies have really been explored. A number of solutions have
been discussed, including physically slowing down transactions, scheduling reactive and
active power and different optimization methodologies. Economic and financial aspects
of this congestion in transmission lines have been discussed in [12, 13]. Coordinating
the electrical transactions on the basis of priority and curtailment of load variables have
been suggested in [14, 15] as a way to disperse this congestion issue. A method is
described in [16] for minimizing the congestion and service costs that acknowledges
real power losses. Regarding the scheduling of generated electricity and load shedding,
an approach has also been proposed in [17-19] that reduces overload transmission lines
in a mathematically efficient way. Stability of voltage is guaranteed while reducing the
congestion issue in pool markets is discussed in [20-22] that uses thermal overload
and voltage fluctuations for controlling the congestion problem based optimal power
flow (OPF). Dutta et al. proposed a method for selecting the best generations based on
generator sensitivity to reduce congestion problems [23]. In [24-26], a variety of opti-
mization methods are resolved using the random search based numerical optimization
methods. After taking both congestion and security cost into account, an optimization
technique based on harmony search has been suggested in [27, 28] to tackle the planning
of transmission expansion. Kumar and Sekhar discussed the role of the flexible alter-
nating current transmission system contribution to the issue of these congestions [29].
Continuous constrained and unconstrained optimizations have been used tried to solve
in [30] using the teaching learner-based optimizations (TLBO) approach. The effective-
ness of the TLBO method is explored in [31], which demonstrates how little processing
is required and how quickly convergence occurs [32]. Therefore, for dealing with these
different congestion scenarios, TLBO was effectively applied upon that IEEE 57 bus
test system. The findings were found to be significantly better than those of a number of
other optimization methods.

This study offers a hybrid optimization approach built on the new fuzzy logic-based
GA-PSO algorithm to address the issue of congestion. The proposed approach is exam-
ined on IEEE 57 bus standard network and the findings have been reviewed. This paper
is discussed as follows. An introduction to congestion management is given in Sect. 1.
Section 2 gives an overview of model formulation. Section 3 gives description of a
new fuzzy based hybrid optimization technique. Results and discussion are presented in
Sect. 4 with conclusion in Sect. 5 and the references in the end.
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2 Model Formulation

The primary goal of the management of this congestion is accomplished while adhering
to system limits by the scheduling method, which entails a decrease or an increase
in the real power produced from the participating generation units. Each generation
company requests rising or falling cost bids in order to reschedule the generation. The
statement of the mathematical model is given in Eq. 1.

dollars

— AP — —
Ce= ZjeN,- (N;APS, = Dy APG) (1)

hour

where Dy and Cy respectively are the decreasing and increasing values of the price bids
by the generation companies and C, is the cost required for the alteration of the output
value participating generation units’ real power.

AP(_;j and APg/ respectively are the deceasing and increasing values of the generating
unit’s real power output.

The problem goal of this research will be to minimize this cost. This minimization
would be dependent on certain inequality and equality constraints which are given in
Egs. 2-10.

2.1 Equality Constraints

Pgk = P + APY, — APG, 2)

Ppj = Pp; 3)

Pcr — Ppk = |Vj|IVil| Y| cos (8 — 8 — 64) €]
Ok — Qo = |Vj|IVil|Yk;| sin (8¢ — 8 — 6k) 5)

2.2 Inequality Constraints

P& < Por < PG ©6)

QM < Qo < O ©)

Vit <y, < yme (8)

(Pek — PUYY) = PR < Por < P = (PO — Por) 9)
Py < PR* (10)

Pgr denotes the actual power generated at a certain bus k and Qg denotes the
reactive power generated at that same bus. The actual and reactive power available at
bus k are denoted by Ppy and Qpy, respectively. The voltages at bus j and k, meanwhile,
are V; and V. The voltage angles at buses j and k is denoted by §; and 6, while 6y; refers
to the admittance angle of the line connecting the two buses. Np, N, and Ny represent
the total number of buses, generators, and loads. Generator k provides real power ng,
and load bus j uses real power provided by Plc)j.
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3 A New Fuzzy Based Hybrid GA-PSO Algorithm

Among the most important concerns while addressing a variety of technological issues is
optimization. It seeks to establish the characteristics of processes or functions in order to
achieve the best outcome under constraints. It enables cost reduction and increased pro-
ductivity. Conventional analytical techniques could be used to address basic optimization
problems. But many issues are multi-modal, multi-dimensional, or noisy, making them
too complex for current approaches to provide an adequate resolution.

Minimization of the likelihood of early convergence in local minima could boost the
effectiveness of the widely used PSO technique. This could be done by using the mutation
and crossover operators found in genetic algorithm to change a few of the particles. The
operators of genetic algorithm affect the optimization procedure, although, they ought
to be dependent on the PSO individual’s ongoing state at the time.

The suggested approach blends the benefits of GA and PSO. An initial set of par-
ticle population is created during the first stage. The system then adjusts the particles’
speed and location accordingly. After then, the genetic operators of crossover and muta-
tion are carried out [p,.N] number of times, here N denotes the quantitative measure of
PSO swarm S(¢), and the influence factor is represented by P.€[0, 1] those controls how
the GA affects the searching process. In a competition, the particles having the best pos-
sible personal solution AP(¢) gets the selection of the particles changed by GA operators
out of the swarm S(¢). GA operators’ solution S(¢) is added to provisional population
CH (t). The paternal particle P;(¢) of O; is identified by the i value. The swarm S(z)
of the PSO algorithm is then combined with the provisional population. An important
component of the suggested technique is the combining strategy.

The influencing factor controls how genetic operators are used. Therefore, it can have
a significant effect on the algorithm’s converging power. However, selecting the right
value depends on the issue and may be challenging. Furthermore, it makes sense to make
changes while the algorithm is running. The effect of the GA should be minimal whenever
the particle swarm optimization enables the discovery of new, improved solution in
successive iteration. Nevertheless, the impact of genetic operators must be enhanced
whenever the PSO algorithm stalls. This might make it possible to steer the searching
into fresh, potentially more fruitful territory and abandon it if the algorithm becomes
stuck at the local optimum.

In this paper, a neuro fuzzy based multiple input, single output system to regu-
late the influence factor’s value, which is later used to minimize the objective function
is proposed. The information can be saved as understandable IF-THEN fuzzy system
rules thanks to neuro fuzzy system. These rules’ characteristics might be predetermined
by a specialist or found out immediately by artificial intelligence techniques. Figure 1
shows the flowchart and Fig. 2 illustrates the schematics to proposed hybrid fuzzy system
FS.



144 W. U. H. Paul et al.

-
Initial
poplulation

S

Evaluation of
fitness

T

PSO operators {«—
Termination
condition

No N
Yes °
GA operators
-

Evaluation of
fitness

Termination
condition
Yes
| Final solution

Fig. 1. Flowchart of proposed fuzzy based hybrid GA-PSO algorithm.

In the suggested hybrid algorithm, the magnitude of AP,, which either enhances or
decreases the influence of the GA on the process of obtaining the best possible solutions,
thus, being determined by the neuro fuzzy framework. Depending upon the knowledge
of the present p, value and the normalized efficiency AEg4 of the genetic algorithm to
the PSO approach, the fuzzy network decides. The large value of AEg4 suggests that
GA operators can produce solution that is superior to those produced by the PSO. If
this condition persists over rounds, it may indicate that the particle swarm optimization
has reached a deadlock or is trapped within local minima. The Eq. 11 defines the value
of AENGa.

AENGa = AE&A/ (AE/GA + AEpgp) (b

where AE(;, and AEp,, represent the GA and PSO efficiency calculated using Egs. 12
and 13:

t
E&A = Z[/:t—wo AEGA (t/) Z;/ |CH(I/)| (12)

=f—wo
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Fig. 2. Generalization of schematics of proposed fuzzy based hybrid GA-PSO algorithm.

t
E;’SO = ZV:’*“’U AEpso(1') Zgzt—wo N (13)

In the context of a specific iteration ', |CH (¢’ )| denotes the size of the temporary
population, whereas AE, and AE},, denote, respectively, the efficacy of GA and
PSO. The best solution’s overall fitness improvement or decline is used to calculate its
effectiveness. They are described in Egs. 14 and 15.

Foun = B —F@NE FEED =500y

j=1 0  otherwise

N [f(g(t) = fea@)if f(g(r) > f (@)
E N = 15

PSO) Zi=1 { 0  otherwise (15

In the context, o; and x; (') relate to the new elements produced via PSO modification

and genetic operators, respectively. f and g are the mathematical functions. It’s vital to

remember that only solutions that help the global best solution during iteration #' have an

impact on these values. In a similar way, the PSO algorithm’s efficiency can be described
in Eq. 16.

_ AE,
AENpso = PSO/(AE/GA + AE;JSO) (16)
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As the AENpso efficiency value is complemented by the AENg4 measure. The
precision and efficiency of the method are unaffected by the usage of such numbers
alternately. The p, component is modified accordingly subject to the value e produced
by the fuzzy logic system FS using the given Eq. 17. The fuzzy logic system FS is
described in the Fig. 2.

Pe = Pe + Ape = p. + FS(AENGa, p.) (17

The findings from the observation window, or the final w,, repetitions of the loop
function of the suggested technique, are taken into account for the calculations AE}g,
and AE(;, in order to establish computation efficacy with reliability. Additionally, the
quantity of the p, variable is changed no more frequently than every wy, iteration so that
it can be observed how the modification in the variable affects the process of finding the
best solution.

We are choosing the proposed hybrid optimization because it blends the advantages
of both the GA and PSO techniques and helps in arriving at the best solution. This extra
population serves as a safeguard against the PSO’s early convergence. The usage of a
fuzzy logic to regulate population size is the main component of the suggested approach.
As the PSO algorithm becomes stagnant, it enables increasing the impact of the GA on
the searching process.

4 Results and Discussion

The suggested fuzzy logic-based hybrid GA-PSO algorithm method is implemented
using MATLAB to find an answer to this issue of congestion in the power transmission
lines. By running it on the altered IEEE 57 bus system, the proposed technique is inves-
tigated. Since the decremental cost is expected to be lower than the value of marginal
cost value, the incremental cost is expected to be greater. Below is a summary of the key
findings of the work done.

A customized IEEE 57 bus system has been selected to evaluate the findings. The
outline diagram of IEEE 57 bus test network is given in Fig. 3. This bus network consists
of 50 load buses, 7 generator buses and 80 power transmission lines. Since line failures
account for the majority of uncertainties in an electrical network, load fluctuations and
line outage cases were included in the model. In order to encounter such outages, let us
take the following case i.e., by reducing the capacity of transmission lines and overload-
ing of transmission lines between the bus number five and six and bus number six and
twelve.
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Fig. 3. IEEE 57 bus test system.

Around 184 MW of real power is running in the transmission lines between buses
five and six and around 47 MW is flowing in the transmission lines between buses six and
twelve. Since the transmission lines between buses six and twelve have a base load power
restriction of 50 MW, and the line between buses five and six has a maximum of 200 MW.
The power limit of the lines between buses five and six and the lines between buses six
and twelve is considered to be 175 MW and 35 MW, respectively, for the purposes of
overload simulation. Due to the lines’ reduced capacity, the line between buses five
and six is overcrowded by around 5.5%, while the line between buses six and twelve
is overloaded by 34%, resulting in 21 MW net power violations. The suggested hybrid
method allows for the most efficient rescheduling of generations to handle this 21 MW
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overload. Table 1 shows quantitatively this power flowing, power limits, overloading
percentages, and the power violations of the different buses under consideration. Table 2
lists the rescheduling of power and the congestion costs achieved by the proposed hybrid
algorithm as well as the comparative analysis with the different individual optimization
techniques.

Table 1. Analysis of the overload and power violations of congested lines

Overloading | Congestion in | Power Power limit of | Overload (%) | Power
transmission flowing in transmission in violation
lines transmission | lines (MW) transmission MW)

lines (MW) lines

Overloading to | 5 to 6 184 175 5.5 9

lines S0 6 66 12 47 35 34 12

and 6 to 12

Total power violation (MW) 21

Table 2. Comparative analysis of the proposed optimization technique against the different
algorithms.

Parameter Algorithms used
PSO GA Fuzzy hybrid algorithm

Congestion cost (Dollars/hour) 3117.7 2916.5 939.40
APg1 No rescheduling —1.07 | —429.31
APgo No rescheduling —24.64 | +39.10
APg3 No rescheduling | 4+ 36.09 —4.62
APgq No rescheduling —6.23 —27.16
APgs No rescheduling —0.28 —2.05
APge No rescheduling —-125 |+324
APgG7 No rescheduling —2.57 —-29.71
Total rescheduled power (MWs) | 76.30 72.13 536.19

Figure 4 shows the quantity of power rescheduled. According to Table 2, the pro-
posed hybrid algorithm’s congestion cost is 934.40 dollars per hour, that is the lowest
of the earlier individual congestion management optimization strategies. Additionally,
the overall loss in the system has also dropped from their peak value during congestion
because the voltage profiles improve. Table 2 also gives a comparison of congestion
costs achieved using the GA and PSO algorithms individually and also when applied
as hybrid of them. Figure 5 illustrates the convergence of the fitness functions with the
number of iterations using the suggested fuzzy based hybrid algorithm. The high conver-
gence indicates how well the algorithm is performing in finding the optimal solution and
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provides confidence that the algorithm has found a good solution. Figure 6 shows the
voltage profiles of the different buses in per unit before and after the application of the
proposed fuzzy based hybrid algorithm. The voltage profiles slightly improve at almost
every bus improves after the application of said algorithm. The proposed hybrid opti-
mization improves the voltage profile of a power system by redistributing power flows
to alleviate congestion and ensure that all buses in the system operate within acceptable
voltage limits. Although the change in voltage values might seem small in p.u. values,
the base voltage values are significant, and it aids in reducing the overall power losses
in the system.

Real Power Rescheduled in Generator Buses
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&
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Fig. 4. Rescheduling of real power generation using proposed hybrid algorithm on IEEE 57 bus
system.
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Fig. 5. Convergence of objective function subject to constraints using proposed algorithm.
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S5 Conclusion

The current research illustrates a fuzzy based GA-PSO hybrid congestion manage-
ment technique using the best power producing unit scheduling in the pool energy
markets. Transmission line failures caused by overload and abrupt changes in load
are also considered while evaluating the efficacy of this activity. The proposed intel-
ligent technique solves the problem of congestion management by following the opti-
mal rescheduling of the generations to handle the 21 MW overload. At the same time, it
ensures the minimization of power losses along with the improvement of voltage profile.
When correlated to alternative optimization methods, the proposed approach is far more
cost-effective and effective at minimizing congestion. Additionally, it is discovered that
there are fewer overall losses and rescheduling in the power system.
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Abstract. The objective of this paper is to design and implement an Internet of
Things (IoT) based energy data acquisition system that incorporates a Long Short
Term Memory (LSTM) model for predicting household energy demand and opti-
mizing energy consumption with load scheduling and shifting. To achieve this goal,
the system feeds 7 days’ worth of energy consumption data, along with relevant
features such as temperature, humidity, precipitation, and holiday information,
into the LSTM model to predict the energy demand curve. The system catego-
rizes loads into deferrable and non-deferrable loads. Based on these categories, the
system applies load scheduling techniques to flatten out the demand curve and opti-
mize energy consumption. In addition, the system shifts the deferrable loads from
the grid to renewable sources during peak hours if available. This helps to reduce
the burden on the main grid and promotes sustainability. Furthermore, the sys-
tem takes into account the day-ahead hourly price-based tariff rate, ensuring that
energy consumption is cost-effective. This is achieved with a prototype Predictive
Load Management Device (PLMD). To relay information to the users, the system
includes a web-based application made in Blynk that presents the information in
a simple, easy-to-understand format. This reduces the complexity associated with
different techniques of demand-side management (DSM) and makes it accessible
to users with varying technical backgrounds. The web-based application allows
users to monitor energy consumption patterns, view predictions generated by the
LSTM model, and make informed decisions on energy consumption intuitively
and straightforwardly.

Keywords: Internet of Things - Long Short Term Memory - Deferrable -
Non-deferrable - Predictive Load Management Device - Blynk

1 Introduction

Artificial Intelligence (AI) and the Internet of Things (IoT) are getting popular and
being used in many sectors. They are also being used in optimizing the management of
electricity in our homes. [oT can be used for collecting large amounts of data and those
data can be analyzed by Al algorithms. From those analyzed data, various predictions
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and real-time insights regarding energy usage can be done. After the availability of real-
time energy usage, each household can be able to use energy more wisely, resulting in
less waste of energy and cheap energy cost.

Al and IoT are being increasingly incorporated by solar panels and battery storage
systems. For example, the Tesla Power-wall uses Al algorithms to optimize energy stor-
age and usage, automatically adjusting the charging and discharging of the battery based
on energy consumption patterns and weather predictions [1]. With the integration of Al
and IoT technology, the energy management system of every household can be revolu-
tionized. Real-time insights and prediction are the two key features of this technique by
which households can make more informed decisions about their energy consumption
by using real-time data obtained.

Another advantage of Al is time series forecasting. Time series forecasting is a
statistical technique used to predict future values based on past observations of a time-
dependent variable. It is the process of using historical data and statistical models to
predict future values of a time-based variable. This model makes an accurate prediction
by analyzing key features like trends, seasonality, and patterns in the data. Because of
these features, it is being used in a wide range of fields such as finance, economics, sales,
weather, and more. There are different types of time series forecasting models ranging
from simple moving averages to more complex machine learning algorithms such as
ARIMA and LSTM [2]. One of the use cases of time series forecasting is to predict the
energy demand curve of consumers. These predicted demands can be crucial data for
demand-side management (DSM).

DSM refers to the measures taken to manage the demand for electricity in the power
grid. It aims to optimize the use of electricity, reduce peak demand, and improve the
overall efficiency of the power system [3]. DSM is required for several reasons. One
of the main reasons is to reduce the need for expensive power plants and transmission
infrastructure. By reducing the peak demand for electricity, it is possible to avoid the
need for building additional power plants, which can be expensive and take a long time
to construct. DSM can also help to reduce the strain on the existing power grid, which
can improve its reliability and reduce the likelihood of blackouts. DSM can be achieved
through different techniques such as load shifting, load scheduling, valley filling, etc.

The two concepts (time series forecasting and DSM) are interrelated. With the help
of accurate time series forecasting, the utility can better predict the demand pattern and
accordingly plan their generation and even implement more effective DSM programs.
For example, by forecasting peak demand periods, utilities can offer incentives to cus-
tomers to reduce their energy usage during these times, reduce the overall demand on
the grid, and implement real-time variable tariff structures. There are several modules
from which electricity load forecasting can be made. These include statistical models,
machine learning algorithms, and engineering models. These methods can be applied
at various spatial and temporal scales, depending on the need of the forecast. Neural
Networks (NN) is being popular in forecasting recently. Day ahead hourly demand can
be predicted by using modules of NN such as LSTM, Artificial Neural Network (ANN),
Convolution Neural Network (CNN), etc. These modules can predict day-ahead hourly
electricity demand with high accuracy.
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An IoT smart energy management device is crucial for collecting data on energy
usage patterns and presenting real-time energy charts to consumers. This device records
the behaviour of consumers such as the energy consumption habits of a household or
business, and by analyzing the recorded data, it can recommend and suggest the best
time for shifting loads. Smart appliances and meters are two examples of [oT devices that
can give users insights into their energy usage patterns and help them decide how to use
minimal energy. Also, with the help of programming, these devices can automatically
shift loads to off-peak hours. By providing a comprehensive view of energy usage and
costs, the [oT smart energy management device empowers consumers to make informed
decisions about their energy consumption and take steps to become more energy efficient.
Thus, an IoT-based smart monitoring device is necessary for displaying the day-ahead
electricity demand forecast. It helps the consumers to know about the load pattern of a
day and involve in flattening the load curve by applying techniques of DSM. The major
techniques of DSM include scheduling deferrable loads to off-peak hours and shifting
lighting loads to available renewables during peak hours.

2 Problem Statement

DSM techniques can be effectively implemented only if demand can be predicted accu-
rately, for that historical data on energy consumption is needed. To collect energy con-
sumption data, many smart meters have been placed but they aren’t utilized properly in
the DSM technique, rather just to avoid reading energy bills manually. Besides these,
various problems encountered while implementing DSM are shown below:

2.1 Manual Load Shifting

One of the primary challenges of DSM is the difficulty of manually shifting loads (e.g.,
turning off non-essential appliances during peak demand periods) in a coordinated and
efficient manner. This can be labour-intensive and may not be effective in reducing
overall electricity demand. No effective technology is developed for load shifting based
on peak and off-peak demand.

2.2 Load Forecasting

Accurate load forecasting is essential for effective DSM, as it enables utilities to antic-
ipate and respond to changes in demand. However, forecasting can be challenging due
to the complex and dynamic nature of electricity consumption patterns, as well as the
influence of external factors such as weather and economic conditions.

2.3 Integration of Distributed Energy Resources

The increasing penetration of distributed energy resources (DER), such as rooftop solar
panels and small-scale wind turbines, can complicate load forecasting and make it more
difficult to manage demand. This is because DER are often located at the customer’s
premises and may not be centrally controlled by the utility.
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2.4 Lack of Communication Infrastructure

In some cases, there may be a lack of communication infrastructure (e.g., smart meters,
advanced metering infrastructure) in place to enable effective DSM. This can limit the
ability to monitor and control demand in real time.

2.5 Implementation of Feed-In Tariff Scheme

Feed-in tariffs (FIT) are some amount of electricity prices paid to renewable energy
producers for injecting their renewable energy source into the electrical grid. Imple-
mentation of this scheme increases the continuous and stable renewable sources market
development. The major problem of DSM is the flat tariffs which provide no financial
incentive for consumers to alter their behaviour and shift their consumption to off-peak
hours.

2.6 Problems in Time of Day/Use (ToD/ToU) Pricing Scheme

Time-of-day (ToD) or Time-of-use (ToU) pricing helps consumers to shift their energy
consumption to the time of day when energy consumption is lower and it helps to avoid
peak time. If all the consumers initiate to shift their consumption to the time of lower
demand, then a new peak will be developed in the meantime. Thus, a different ToD/ToU
scheme like real-time ToD/ToU should be proposed to different consumers to flatten the
demand curve [4].

2.7 Lack of Advancement of Battery Storage Systems

Battery storage systems enhance the ability to store energy during low demand and
use the stored energy during peak demand. For example, solar is an on-site generation
renewable energy source, but the energy can be stored in a battery and used later. This
helps to flatten the demand curve.

3 Literature Review

Neural Network (NN) has been the strongest tool for forecasting energy demand. In [5],
the authors have proposed a NN model based on LSTM and CNN for one day ahead
forecasting of electrical energy demand. This NN architecture consists of multiple types
of input features where the inputs are processed using different types of NN components
according to their specific characteristics. A data set consisting of hourly loads of about
3 years was used. With the aid of multiple input features like temperature, humidity
level, holiday, and day of the week, they have made the network more efficient and
feature-rich. In their model, they have used CNN to extract useful features from the
additional features (e.g. temperature, humidity level, holiday, and day of the week) and
RNN to model the temporal dynamics in historical load series.

In [6], the researchers have used Feed Forward ANN by adopting multiple linear
regression (MLR) for load forecasting. In this model, prediction variables like tempera-
ture as the weather variable and the day of the week and hour of the day as the calendar
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variable are included. With the significant deployment of smart meters across end-user
platforms, the dynamic visibility of energy flow among the end-users has increased sig-
nificantly. The granular information of smart meters can be used to improve the load
forecast accuracy and influence energy consumption patterns with DSM techniques.

Fan et al. [7] developed two Machine learning-based load prediction methods for
home energy management systems (HEMS) to accurately forecast residential electric-
ity consumption. Using an 8-week dataset of 2337 residential customers, the methods
integrate the traditional sequence to sequence long short-term memory (S2S-LSTM)
model with human behaviour pattern recognition. Method 1 utilizes clustering algorithms
(DBSCAN, K-means, and Pearson correlation coefficient (PCC)) to recognize human
behaviour patterns, with PCC outperforming S2S-LSTM. Method 2 further improves
the performance of Method 1 with a modified NN architecture optimized for supervised
learning in LSTM.

The study review [8] shows a selection of approaches that have used ANN, Particle
Swarm Optimization (PSO), and Multi Linear Regression (MLR) to forecast electricity
demand for Gokceada Island. The results obtained were analyzed using statistical error
metrics such as MSE, RMSE, and MAE. The confidence interval analysis of the methods
was performed. It was observed that ANN yields the highest confidence interval of 95%
among the methods utilized, and the statistical error metrics have the highest correlation
for ANN methods between electricity demand output and actual data.

In [9], a communication-based demand-side residential load scheduling scheme is
presented. HEMS is used to manage the utility demand of the consumer. HEMS is a
system that requires a metering system, sensors, and communication infrastructure. The
proposed method reduces peak power consumption by implementing a few measures
such as scheduling loads to off-peak hours, automatically switching off less significant
loads, not letting turn on certain power-hungry appliances during peak hours, etc. Also,
this model provides reserved overriding option which allows the consumer to change
their decision for any specific loads to keep it switched on in a critical situation. The
prime responsibilities of HEMS are to reduce electricity bills and build a bidirectional
communication system between consumers and providers. With the help of HEMS,
the model was able to reduce electricity bills and build a bidirectional communication
system.

Zhu et al. [10] proposed a genetic algorithm that can effectively manage a large
number of controllable loads in the selected area. The algorithm minimizes the cost and
peak-to-average ratio by changing the load. During peak time, consumers can essentially
shift or schedule their deferrable loads as the price of electricity is low. Through this
technique, consumers were able to reduce their daily electricity by as much as 7.25%.

Adejumobi and Adeoti [11] modelled an optimization-based formulation of DSM
techniques i.e. peak clipping and load shifting together to improve the load factor thereby
reducing the maximum power demand of an industry. The outcomes from the research see
some considerable reduction in energy consumption and cost without any compromise
in the production or the comfort of the system.

A two-step process is presented by Javor and Raicevic [12] to apply the load-shifting
technique for the demand that includes some deferrable loads. The first step involves
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minimizing the sum of the absolute values of the hourly demand differences, which low-
ers the mean demand and raises the minimum demand. While maintaining the same daily
demand, a new schedule for the deferrable loads is obtained. This raises the load factor.
The cost function is now minimized for buying prices in the second step, while keeping
the aforementioned data as constraints, producing an optimized daily load curve with
the greatest amount of savings. If deferrable loads are higher, this two-way procedure
offers greater savings with a higher load factor.

Dynamic tariff is one of the important factors for achieving DSM. Stute and Kiihn-
bach [13] compared the annual electrical cost of a city by applying three tariff structures;
static electricity tariff, 3-tier ToU, and dynamic tariff based on day-ahead pricing. From
these tariff rates, the dynamic tariff rate was found to have the least average cost.

In order to meet the energy gap between generation and demand, renewable sources
should be utilized. In [14], Maharaja et al. proposed a bidirectional net meter that injects
power from solar to the grid to meet the peak demand. They used the term bidirectional
to address the energy from the distribution company to the consumer and from the con-
sumer to the distribution company. Net energy metering displays the difference between
imported and exported energy. When PV modules are connected in series, they produce
a string of modules with greater voltage. When these modules are parallelly connected,
they produce dc input with a higher current. It is fed to an inverter which converts dc
electricity to ac electricity. This ac electricity is suitable for grid supply.

In [15], a DSM strategy for residential users based on the load-shifting technique is
proposed. In the proposed model, user priority and comfort are highly considered. With
the help of DSM, the cost of electricity usage is reduced and varying power consumption
on an electricity supply basis is managed. A cascaded ANN [16] is utilized to construct
a DSM strategy for managing peak electricity in residential buildings. A multi-layer
cascaded feed-forward NN is used to implement a controller for managing peak demand
using three different strategies. Using Matlab and Simulink, the suggested model was
simulated and tested for an apartment building with 11 houses and varied loads. The
results revealed that the proposed cascaded feed-forward NN outperformed the other
methods.

4 Methodology

Higher the number of data, the more accurate the Al model will be. With this, the
focus of the research is to collect the real-time energy consumption pattern of every
household as much as possible. For the context of this project, the state of art Predictive
Load Management Device (PLMD) was prototyped to track the energy consumption
of a model house that essentially has two lighting sources and a power socket. PLMD
mainly does the following as shown in Fig. 1.

The proposed system PLMD contains the following functional block diagram that
contains ESP32 microcontroller, current and voltage sensors, and other circuitry required
as shown in Fig. 2. In the following section, the energy measurement, passing of the data
for Al processing, a compilation of the whole using Blynk IoT, and data prediction are
described in more detail.
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Fig. 1. Flow chart of PLMD.

4.1 Energy Measurement

ESP32 microcontroller was used for measuring the energy consumption of a house by
simply connecting the current and voltage sensors in its analog to digital converter (ADC)
pins to sample the voltage and current waveforms. The resulting data was then processed
to calculate the instantaneous power and energy consumed by a load. The sensors used
and their working are described below.

ACS712 Current Sensor. The ACS712 is a current sensor that measures AC or DC
flowing through a conductor by using the Hall effect. ACS712 consists of a precise,
low-offset, linear Hall circuit with a copper conduction path located near the surface
of the die. Applied current flowing through this copper conduction path generates a
magnetic field that the Hall IC converts into a proportional voltage [17]. The sensor can
be configured for several different current ranges, including 5 A, 20 A, and 30 A (used).
It works on a supply voltage of 4.5 V-5.5 V DC and has a measuring current range of
—30 A to 30 A based on the sensitivity of 66 mV/A. With little tampering in the codes,
the sensor was able to detect near to the accurate value of rms-current.

ZMPT101B Voltage Sensor. The ZMPT101B is a voltage sensor used for measuring
the AC voltage levels up to 1000 V in most electrical project systems. It is a transformer-
based sensor that works by detecting the change in the AC voltage signal and converting
them into a proportional output voltage. It consists of a transformer with primary winding
and secondary winding. The primary winding is parallelly connected to the AC power
line of which the voltage is to be measured, and the secondary winding provides the
output voltage proportional to the AC voltage being measured. It does so according to
the electromagnetic induction principle. When an AC voltage is applied to the primary
winding, it creates a magnetic field that induces a voltage in the secondary winding. This
induced voltage is proportional to the AC voltage on the primary side. The sensitivity
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Inverter Relay i
ZMPT101B

Fig. 2. Functional Block Diagram of PLMD.

of the ZMPT101B voltage sensor was somewhere around 57 mV/A obtained from its
datasheet.

In addition to these, the DHT11 sensor was used to measure the ambient temperature
and humidity as well which are some of the prime factors on which the demand curve
is dependent. However, it’s worth noting that the accuracy of the sensor depends on the
quality of the ADC and the external circuitry used to sample the voltage and current
signals. To get the most accurate measurements, it is recommended to use an external
ADC or a sensor with high resolution and accuracy.

4.2 Dataset Generation

With this, the real-time current, voltage, power, and energy consumption are obtained.
For Al processing, the data needs to be stored continuously on the server. Due to some
limitations in the project, the data is stored on a local network, a spreadsheet in this case.
The data is updated on the local spreadsheet every second. The sheet provides the comma-
separated values (CSV) of current, voltage, temperature, humidity, and such. Now, the
Al model is ready to predict future demand consumption based on the previous CSV
obtained from the spreadsheet. The peak time at which automatic renewable switching
can be done and the off-peak time at which load scheduling can be suggested are already
known a day ahead.
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Fig. 3. Web Dashboard in Blynk for monitoring and controlling the electric loads.

4.3 Blynk IoT

Blynk is an IoT platform for controlling and monitoring the sensors remotely using
smartphones or computers. The app for controlling the loads and monitoring the elec-
tricity consumption is registered in the Blynk IoT platform for the web dashboard (and
mobile) is shown in Fig. 3. The real-time current, voltage, power, energy, and tempera-
ture keep on updating every second. Necessary switching can be automated as well as
manually via the relay actions. The ESP32 communicates with the Blynk server over
the internet to send and receive data from the app. The ESP32 uses the Blynk library
to connect to the Blynk server and exchange data with the app. The library handles the
low-level communication details and provides a high-level API for accessing the Blynk
services.

Due to some limitations on the basic versions of Blynk IoT, the widgets available
are only a few and not fully accessible. The solution to this problem will be to develop
an IoT app communicating directly with ESP32 using Flutter.

4.4 Demand Prediction

The approach involves predicting the energy demand of individual households based
on environmental factors such as temperature, humidity, and precipitation levels along
with socio-economic aspects such as festivals, and holidays. For training and testing
the model, the daily energy consumption data from Panama City was considered. To
predict the 24-h demand, a multivariate LSTM network was used. As prediction was
done based on the past 7 days’ data, LSTM has a greater ability to capture patterns and
trends compared to other RNN networks. The LSTM model architecture is shown in
Fig. 4, where the memory cell state stores important patterns and trends in the demand
curve.
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Fig. 4. LSTM Model Architecture [18].

The block diagram for the LSTM prediction system is shown in Fig. 5. The Panama-
city dataset contains current energy demand along with temperature, humidity, precipi-
tation, and holiday which are some of the variables affecting energy consumption. When
the model was used to predict the demand curve, the necessary environmental conditions
and the past 7 days’ consumption pattern were fed.

Past
Data
Weather
24 Hour
- > Energy Demand
Festival [~
Holiday

Fig. 5. Block Diagram of LSTM Prediction System.

The LSTM model was trained using the Panama City dataset for 100 epochs with
a batch size of 100. Table 1 displays the model summary where the sequential model
consists of two layers of LSTM with a single dense layer stacked after it.

The model was quite good at predicting the energy demand pattern and finding the
peak demand time. The comparison between the actual power consumption and the
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Table 1. Sequential Model consisting of two layers of LSTM.

Model: “sequential_1”

Layer(type) Output Shape Param #
Istm_2 (LSTM) (None, 168, 64) 17920
Istm_3 (LSTM) (None, 32) 12416
dropout_1 (Dropout) (None, 32) 0
dense_1 (Dense) (None, 1) 33

Total params: 30,369
Trainable params: 30,369
Non-trainable params: 0

predicted power consumption is presented in Fig. 6. The power consumption on the
y-axis has been scaled down using a min-max scaler.

4.5 Load Scheduling and Dynamic Tariff Structure

Once the demand graph is obtained, a load optimization technique is applied to flatten
out the demand curve at the individual level. This is known as decentralized demand
flattening. To do this, the loads are categorized into deferrable and non-deferrable loads.
Keeping the use of non-deferrable load constant as it is, since it has maximum priority for
use at any time. The deferrable loads can be shifted to reduce the peak demand, PLMD
switches the lighting load during peak hours to the PV source (if available) and uses
the grid for only non-deferrable loads. Figure 7(a) shows the predicted energy demand,
from the demand predicted, an average data line is drawn, this helps to find the peak
region.

Now, to flatten out the curve, the best time to shift the deferrable loads is suggested
when the user’s demand curve hits the lowest minima. A variable tariff rate structure
depending on the user’s energy consumption is developed. This is shown in Fig. 7(b)
and Fig. 8 respectively.

Until and unless consumers are not motivated, DSM cannot be achieved. One way to
motivate consumers is by providing incentives. For that reason, a dynamic tariff structure
should be implemented where consumers are charged by the utilities based on time of
peak and non-peak hours. Three dynamic tariff rates can be compared based on annual
average cost [13]. Figure 9 shows three dynamic tariff structures.

Figure 9(a) displays a 2-tier ToU tariff structure. In this model, each time period is
assigned to a price level. Within one day, two price levels are possible for peak time
and off-peak time. Figure 9(b) shows a 3-tier ToU tariff structure. In this model, each
time period is assigned to a price level. Within one day, three price levels are possible;
peak time, off-peak time, and normal time. Figure 9(c) shows a real-time tariff structure
in which electricity price is allocated based on the real-time power consumption of the
user. From these three tariff structures, the real-time tariff is found to be more scientific
and efficient. If a 2-tier and 3-tier structure is applied, then there is a chance of shifting
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Fig. 7. Load Optimization Techniques for Load Flattening. (a) Finding of peak time from the
curve. (b) Shifting on low ToD region.

peak demand to the time having lower electricity cost. This does not lead to effective
DSM as the load curve is still not flattened. For this reason, a real-time tariff structure
should be implemented.

To create an interface between regular consumers and load time schedule, an IoT-
based app is developed which provides the best time to use specific loads, the charge
associated with that time period, and total net energy consumption with a status of PV
source. The final prototype model of PLMD is shown in Fig. 10.

Figure 10(a) is the compact model of PLMD and Fig. 10(b) shows the internal cir-
cuitry consisting of ESP32 microcontroller, current sensor, voltage sensor, relay modules,
etc. as explained earlier. For demonstration purposes, on the left-hand side of PLMD,
there are two lighting loads, and near that, there is a power socket for powering the large
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(a) Compact Model. (b) Internal Circuitry.
Fig. 10. Prototype Model PLMD. (a) Compact Model. (b) Internal Circuitry.

devices. And on the right-hand side of it, there are two sources one grid and another
PV source or battery. ESP32 fetches the data into the local spreadsheet and Blynk IoT
continuously. With the peak time already sensed by the AI model, the relay module
can switch the incoming power from the grid to any (available and capable) renewable
sources (either automatically or manually through the app). Similarly, when the off-peak
time is identified, various suggestions and recommendations can be provided to users
via application to shift the load to off-peak time with some attractive dynamic tariffs
incentivizing.

Hence, the prototype PLMD tries to act as an interface between utility and consumer
to realize the smart-grid concept and achieve DSM as shown in Fig. 11.
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Fig. 11. PLMD as an interface between Grid and House.
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S5 Conclusion

In this work, the future electricity demand of households was predicted by using LSTM
based network and incorporating the smart monitoring device PLMD, and different
techniques of DSM were applied for decentralized demand flattening. Also, with the
provision of a real-time dynamic tariff structure from utility companies, consumers
can get incentives and be motivated to support DSM programs. With the exploitation of
renewable energy in peak hours, the peak demand can further be flattened out. For shifting
loads in off-peak times where the price of a unit is relatively low, the deferrable loads are
shifted there as much as possible. However, there are still some better algorithms such
as Heuristic Algorithms and other many computational algorithms for load optimization
that can perform better. All in all, the idea was to create a data acquisition system (DAS)
that predicts the energy demand and achieves decentralized demand flattening using Al
and load optimization techniques.
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Abstract. The intake of information via media has changed from newspapers to
social networking sites as technology has evolved. Accessibility and availabil-
ity are two important aspects that have led to this trend in media usage. Users
share thousands of posts, articles, and videos as the internet penetration grows.
These postings are done on a variety of social networking sites such as Face-
book, Instagram, YouTube, Twitter, and others. It is now widely acknowledged
that disinformation may often create tensions and has a substantial impact in the
country. Stemming the tide of false news articles via social networking sites and
the Internet is critical. This problem has indeed been handled in this study using
various algorithmic approaches that could help us to control this type of hazardous
thing. Including the findings, a contrast of how various classification functions are
offered. This article gives a thorough assessment of numerous fake news detec-
tion strategies employed by various other authors, databases they had engaged
with, and the multiple analytical people were using to evaluate the effectiveness
of their respective algorithms. This research analyses the troubles and challenges
of detecting this type of news. This article examines documents from 2017 through
2022, as well as various fake news detecting tools. This study provides a complete
evaluation of present and past studies on false news recognition leveraging various
ML and DL models. In this research work, BERT Classifier has been used which
uses a deep learning technique and has the highest accuracy of all the methods
described.

Keywords: BERT - Machine learning - Fake news - Deep learning - Artificial
Intelligence - Regression - and classification models

1 Introduction

All of us have been getting news through the Online websites and apps rather than
conventional Television channels because of simplicity of disseminating news articles
through different social media networks [1]. Obtaining knowledge over the Internet, on
the other hand, is a two-sided knife; the news quality we are getting on the Internet
is poorer than among conventional TV channels. All facts and reports surrounding the
spreading of the worldwide upsurge such as Corona, such as of infection, temperature-
based spreading, and vaccination; the speech of convention of people when there is any
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political speaker around or if there is any rally for political support and their unconfirmed
statements on land intervention, producing and just doing essential utilities; inaccurate
and defamatory photos of individuals to disparage or laud them; and modification of
movies and voice recordings are among the incidents and instances of fake news [2].
This isn’t really a modern problem, although its mass transmission is, and several news
sources are actively promoting it. Social Media Networks like Meta, WhatsApp (Meta),
vlogs, Instagram, Tweets, YouTube, and, tragically, news stations are also on the list
of platforms that distribute fake news. This cannot be argued to be unknown to these
mediums and internet platforms [3].

A person’s viewpoint provides knowledge for someone else, and even those individ-
uals construct their environment depending on biased and unconfirmed facts. Depending
on just this perspective, great rise in knowledge caused a community to run with incorrect
ideals. Individuals are seldom able to verify information since they are preoccupied with
their personal and social lives. However, a community founded on erroneous and preju-
diced ideas is a disaster waiting to happen anytime a new concept meddles and threatens
the supremacy of existing notion that was not desirable for a person nor a community.
Several actions were taken to manage this problem, one of which is to identify them
and prevent their proliferation. There was previous research suggested that apply ML
principles to extract such media articles [4]. The K-Nearest Neighbor was developed
to segregate news as false or authentic, however due to the nature of the textual infor-
mation accessible on the internet; this approach could not produce believable precision.
These instances demonstrate how false news influences and shapes intellectual, social,
religious as well as other views and relationships. Whereas the major benefactors of that
kind of false information are the elected government for elective benefit, everyone else
is gathering some traction. Here are some cases of fake news [4]:

e For unrelated information, use a fictitious image or title.
e Misunderstanding of data

o Information that is untrue

e Uninformed followers propagate rumors.

2 Fake News Detection

Fake News Detection involves different steps as represented in Fig. 1. Data captured
from the news story out of a dataset or Web can be used as an input which can be
processed further. This news item data is required to train the models’ machine learning
(ML) methods. Lemmatization, stop words, Regex, Stemming, Tokenization, and other
methods can be used to convert text input into a format upon which modeling may be
conducted. The following steps are outlined:
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L) . .
Fasiines Pre-processsing Dataset news
Extraction data articles
Training the News .
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classifier Classification
Truthful News
2 - .

Fig. 1. Steps including the flow of fake news detection.

2.1 Data Preprocessing Techniques

Before implementing ML to textual information, it is necessary to eliminate specific
special letters out from textual data. It is critical to do the analysis process, which may
be accomplished through a variety of approaches [4].

Regex: Is a data analytical method that is utilized to eliminate commas, exclamation,
and other punctuation symbols from a message.

Tokenization: This is a data analytical method that divides up into discrete parts called
tokens. These are discrete components which can be characters, sub-words, words.

Stop Words: These are by far the most frequently utilized terms in any human speech.
These words do not transmit any delicate relevant knowledge for classifier preprocessing.
Instead, it causes perplexity for the classifier [4]. These words must be eliminated because
these add little worth towards the understanding of the page.

Stemming: This is an essential Natural language processing method for converting a
phrase to its fundamental form by eliminating some prefixes, suffixes, or substrings [5].
For example, if this method is used on phrases ‘consuming,” ‘consumes,” and ‘consumed,’
the core phrase created is ‘consume.” While stemming, two types of mistakes happen:
too much and the understemming. Too much stemming happens when a bigger portion
of a phrase is deleted, leading to two or even more phrases getting truncated to the
very same base phrase. Understemming happens when two or maybe more phrases are
mistakenly simplified to even more than one base word rather than decreasing to the
same base word.

Lemmatization: One type of above- mentioned technique is lemmatization, which
involves eliminating some prefixes, suffixes, or substrings to get the base word [5]. This
technique transforms each word to its logical original state, whereas stem may result in a
nonsensical original state. Following data pretreatment, extracted features are required,
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which seems to be a crucial stage approach model development [4, 5]. Textual data could
only be conducted once the actual text has been translated in nominal attributes.

2.2 Feature Extraction Techniques

Raw text must be translated into quantitative characteristics before feature extraction
techniques on the textual data can be performed. The Bag of Words (BoW) and the
term frequency-inverse document frequency (TF-IDF) are the basic extracting features
approaches. Bag-of-words is a phrase - based approach which informs more about the
presence of terms inside a page. It computes the frequency analysis of each sentence [4].
Its frequency analysis is used to generate the quantitative description of the information.
The TF determines a phrase’s local value based on its appearance in a paper. IDF, on
alternate side of the coin, involves the use of statistical value that indicates the relevance
of a certain phrase in a type of collection [4]. These input characteristics are critical
for training different ML models. Typically, the information is partitioned into training
datasets in 70% and 20% ratio [4]. Secondly, we must create an algorithm that can
categorize the results into several essential entities. A variety of different classifiers can
be used to perform this categorization. The following are a few categorization methods
that could be utilized to identify bogus updates.

2.3 Classification Algorithms

There are different classification techniques, such as Gradient Boosting, Naive Bayes,
KNN, DT-J48, RF, LR, MNB, SVM, SDG, and so on [6].

Naive Bayes (NB) classification technique is an algorithm based on Naive Bayes rule.
It is a powerful classification method that aids in developing rapid ML models capable
of generating good estimates. In Granik M. et al. [6], the classifying system is employed
to recognize lies and misinformation, with an efficiency equaling roughly 74%.
Support Vector Machine (SVM) algorithm is an algorithm used to solve classification
issues [7]. This is currently used to build an outcome limit that categorizes pieces of data
consisting of a set of criteria.

Logistic Regression (LR) algorithm employs a function to predict a discrete outcome
variable. LR employs a curve to convert the result into a significance level. This model’s
major goal in attempting to get an ideal chance is to reduce the computational complexity
[8].

Decision Tree (DT) algorithm employs a splitting strategy to represent all and every
potential consequence of a choice. Since every branch of the tree reflects a specific
variable’s trial, every route indicates the outcome of study [9].

Random Forest (RF) algorithm is an approach that outperforms simple ML algorithms.
Itincorporates many classification trees, which each operates independently to determine
the future. Total number of seats gathered by a group affects the actual estimate. This
technique employs a mixture of different techniques to provide the greatest classification
or regression results. This method begins with such a “tree structure” with feed at the tip.
The information is then divided down into manageable groups based on certain factors
as it progresses down the tree. The benefit of this over other algorithms is their decreased
failure rate [10].
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3 Related Work

H. Ahmed et al. [11] presented bogus news identification utilizing the n-gram model
to distinguish between similar and different news utilizing ML approaches. Different
research works are conducted using experiments with linear and non - linear classifiers
and made comparison over six different data mining techniques that are effective at
detecting fake news. The researchers have exhibited their research observations utilizing
assembled datasets from true and false internet sites; therefore, they must accomplish
outcomes with high expectations. They employed five-doubling cross- authentication in
their research, such that all data verification is being castoff for trained data, with the
remaining 20% for testing datasets. The scientists used unigram approaches and LSTM
(Long short-term memory) network classification to get the best accuracy of 92%. Table 1
represents previous research work related to News Article and ML Models.

Many ML methods have been applied by researchers to improve accuracy, including
LSTM, CNN, KNN, SVM, and NB. Agarwal et al. [12] examined SVM with an efficiency
of 73% while using NB, they obtained an accuracy of 91% which was far superior to
SVM. The researchers ran their models using data from huge databases including 25680
rows of information. By employing LSTM, the precision improved to 97%. The purpose
in this research was to study brief phrases and information and create the dependability
count with media by sequential combining extraction of features and credibility ratings.
Ultimately, researchers were able to get high efficiency of 94% using a mixture of three
techniques: NB, CNN, and LSTM.

Jain et al. [13] presented an SVM classifier to demonstrate a technique that leverages
ML. Experts discuss Chile disaster propaganda and the US National campaign. NLP
has been suggested as method for predicting bogus news. The researchers utilized five
distinct ML methods i.e., NB, Linear Regression (LR), SVM, RNN, and LSTM and
found that SVM was the right choice for identifying bogus information.

Reis et al. [15] presented a technique as they identified social networking sites as
a major issue today. Anyone could sign up as a media writer on online platforms and
raise awareness. It quickly misled culture. As a result, the researchers claim that online
communication is a medium for propagating disinformation. The researchers had pro-
vided several analyses to identify bogus information which are absent from media arti-
cles, sources of news, and surroundings. Linguistic elements are also employed in the
detection of bogus media. Text is extracted from photos and movies using the image
processing approach. The overall number of literary characteristics examined by the
researcher is 141. A model is made up of semantic characteristics, semantic features,
vocabulary items, and cognitive and meta cognitive features. The researchers utilized a
classification to assess the strength of characteristics. KNN, NB, RF, and SVM are the
classifiers.

B. D. Horne et al. [16] presented that headlines of misleading information contain
extra phrases. Using these characteristics, the SVM classification model was developed.
The researchers measured their approach using data sets. The very first collection is a
real-world news database culled from BuzzFeed as well as other media websites, while
the latter is Burfoot and parody database of Baldwin. When matching real journalism
to parody items, they obtained 91% overall accuracy. Yet, it has been discovered when
bogus news is forecasted in contradiction of actual news, the reliability increases to 71%.
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Ahmedetal. [17] presented a technique to identify bogus information which is depen-
dent on n-gram characteristics. In this methodology, N- gram attributes and ML classi-
fication algorithms are applied for content analysis. They examined several controlled
classification methods, including K-Nearest Neighbor (KNN), SVM, SGD, LSVM, LR,
DT. The results illustrate that employing Term Frequency and Inverse Document Fre-
quency as extracting features approach with the classification method LSVM yields best
results.

Baly et al. [18] presented research that predicts the selection bias and truthiness of
various media sources. The project makes use of a huge variety of content portals as
well as a diverse set of choices. The study results demonstrate the importance of each
attribute category.

Yang et al. [19] presented a new approach. Rather than utilizing trained algorithms,
they employed untrained analysis to identify bogus information. Researchers took up
a difficult topic of analyzing the identities of official networking sites for misleading
information, like Facebook. They set the basis for using user data to identify bogus
news. UFD (Unique factorization domain) uses a probability statistical approach to
pattern the veracity of information and the trustworthiness of individuals. Researchers
utilized objective reality labeling like BuzzFeed and PolitiFact, a well-known realization
service, for the database. Journalist specialists assign these designations. The researcher’s
suggested method performed the best on the LIAR database, outperforming the second
highest conducting pathways by 18.4%. Except for recall, UFD is becoming the top
scoring method on the BuzzFeed dataset.

Ahmad et al. [20] conducted tests to evaluate the results of their training approach
with various algorithms, and found that the efficiency of probabilistic models was far
worse than the suggested method.

X. Zhou, et al. [21] presented a hypothesis approach for detecting false propaganda
that focuses on article content to detect bogus tales until they are circulated on social
networking sites. Through the execution of an interdisciplinary approach, the model
employs a collection of subjective attributes to describe news stories, preserving both
text structure and content throughout language levels. They ran trials using two databases
including news stories from BuzzFeed and PolitiFact, correspondingly.

Gupta et al. [25] presented a model using Twitter, which acquired more than 90%
right results i n identifying bogus photos, which pounded the US. They ran a morality
narrative on over 10,000 photos on Twitter at the same time to explore the influence
patterns of misleading images. They focused on NB and DT algorithms at this time.
With these two ML techniques, they get a decent outcome, with a DT reliability of 97%.

Arkaitz Zubiaga et al., [26] presented sequential classifiers to categorize rumor atti-
tudes on social networking sites. The researchers used LSTM, LCRF, and TCREF, on eight
databases, each of which were related to important news. They demonstrate that con-
secutive classifiers that make use of the reciting possessions outperform non- sequential
predictors in social media activity. LSTM also outperforms other serial classifications.
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Table 1. Previous research work related to News Article and ML Models.

Source Classifier Description\Dataset Accuracy
Agarwal et al. [12] NB, CNN, and LSTM Collected news articles 94%
from the World Wide
Web and Kaggle.com
Jain et al. [13] NB, SVM, and NLP Various news websites, 93.50%
RSS Feeds
Abdullah et al. [14] SVM, NB, LR, LSTM, |20,360 data have been 89.34%
and RNN collected from the Chile
earthquake 2010 dataset
Julio et al. [15] KNN, SVM and NB News articles from 89%
Buzzfeed
Horne BD et al. [16] SVM Buzzfeed; Political News | 78%
Data
Burfoot and Baldwin 71%
dataset
Ahmed H, et al. [17] SVM, SGD, LR Kaggle Dataset 92%
Ramy Baly, et al. [18] SVM Articles 64.35%
Yang, et al. [19] UFD LIAR 75.9%
Buzzfeed 67.9%
X. Zhou, et al. [21] SVM, NB, RF PolitiFact 89.2%
LR, XGBoost BuzzFeed 87.9%
A. Gupta & H. Lamba [25] | NB Twitter feeds (total 91%
1,782,526 tweets)
Arkaitz Zubiaga & Elena SVM Supporting tweets on 65.7%
Kochkina [26] Linear CRF twitter 60.3%
Tree CRF 55.2%
A. Jain & A. Kasbe [28] NB (on title) From GitHub (11,000 80.6%
NB (on text) articles) 91.2%
NB (on title with 80.7%
n-grams)
NB (on text with 93.1%
n-grams)
Oluwaseu Ajao, & LSTM 5800 tweets on five 82%

Shahrzad, Zargari [29]

rumored stories

(continued)
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Table 1. (continued)

Source Classifier Description\Dataset Accuracy
LSTM- DROP 73%
LSTM- CNN 80%
Wenlin Han & Varshil NB Data in form of 67%
Mehta [30] RF multimedia, Text, audio, 56%
LST™ hyperlink 2%
LSTM-DROP 73%
LSTM-CNN 80%
J. C.S. Reece, A. Correia, | KNN 2282 Buzzfeed news 80%
F. Murai, & A. Veloso NB article 2%
[15] i
RF 85%
SVM 79%
XGBoost 86%
C. Yuan, Q. Ma, W. Zhou | SMAN Twitter 15 92.9%
& J. Han [31] SMAN Twitter16 93.5%
SMAN Weibo 95.6%
P. Bharadwaj, and Z. Shao. | RF (Bigram) RNN Kaggle Dataset 95.66%
[32] (GloVe) 92.70%
NB 90.77%
B. Kwadwo Osei. [34] LR 91.71%
CART 79.87%
PAC 92.89%
LR 91.9%
81.28%
M. Granik, M ykhailo, and | NB BuzzFeed News 75.4%
V. Mesyura. [1]
A. Farzana Islam, et al. [9] | NB (TF-IDF) Kaggle Dataset 87.4%
NB (count vector) 87.2%

Koteti et al. [27] presented a model which concentrated on enhancing the observation
of fake news using attributes of data. To make the performance better, the writers used
a unique data preparation approach to top up the lost value in the raw database. They
applied data modeling to quantitative and organizational features with missing values.
They choose the most common value in columns as tiers, and which are numerical for
the column’s overall mean.

Jain, A. et al. [28] presented a model which worked on identifying bogus news and
proposed a way for adopting this technology on social media network Facebook. He used
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NB to predict. The writers used a Github collection of eleven thousand articles orga-
nized by category. Aside from political news, the information also contains scientific and
economic news. They employed the title and content as their primary implementation
sources, as well as certain n-gram sources. He then examined the outcomes and deter-
mined that NB (10 n-grams) had an efficiency of 93.1%, as well as numerous techniques
to improve this system.

Ajao et al. [29] presented a prototype that detects fake tweets of news from the social
media platform Twitter postings by merging (Convolution Neural Network) and (Recur-
rent Neural Networks) algorithms. For the database, they accumulated 5800 tweets
concentrating on 5 rumor plots: Charlie Hebdo, Sydney S, Crash of German wing,
Shooting of Ottawa, and Shooting of Ferguson. The work presented on a CNN-RNN
mix recognizes essential qualities associated with bogus news plots intuitively without
any background knowledge of news and achieves better than 80% precision.

Mehta et al. [30] presented a review on evaluating the efficacy of misleading news
detecting strategies. Researchers split the lies and misinformation database into two
groups. The first one is this news model, the second one is the socio-cultural model,
and both split information between visible (photo, clip) and language (word, headline)
divisions. Researchers measured the effectiveness of machine learning techniques (NB,
RF) with the most recent algorithms (LSTM DROP, LSTM-CNN). The goal of any such
study would be to give a foundation for individuals to select one amongst two strate-
gies. Researchers discovered that combined CNN-RNN model performs and produces
superior outcomes.

Reis et al. [15] presented a model which looks for aspects inside the articles of news,
blogs, and tales that help anticipate bogus news more accurately. They illustrated the
importance of these new characteristics in recognizing fake news. Some of these qualities
include biasing, dependability/trust, commitment, and patterns which are temporal. The
writers used a database including 2082 BuzzFeed posts (articles of news). The writers
used KNN, NB, RF, SVM, and Gradient Boosting algorithms to analyze and explain the
merits and drawbacks of this technique, and determined that Gradient Boosting beats
the others with the precision of 86%.

Yuan et al. [31] presented the structure of model which is a SMAN-based technique
for detecting bogus news. This technique is conceptualized on the credibility of the two
publications. They put this model through its paces on three different datasets (Twitter
15, Twitter 16, and Weibo) and observed that it was quite accurate.

Bhardwaj et al. [32] used RNN, NB classifier, and RF classifiers using six feature
extraction algorithms on the databases from the Kaggle website which had false news.
By merging bigram characteristics with the random forest classifier, this team produced
high-quality results [32].

Osei et al. [34] presented the model by merging seven machine learning classifiers
and presented a new approach for assessing bogus news. Islam et al. [1], presented a
model that recognized false news using the NB classifier method. It used two character-
istic removal algorithms to two datasets which have fake news obtained by the Kaggle
community. Different Classifiers in Machine Learning have been explained in [35, 36]
which can be used to extract valid and invalid information related to fake News Detection.
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4 Methodology

The Process of Fake News detection has been implemented over Python by importing
the python libraries that are required. The stop words available in English are collected
and printing of these words is done. The number of missing values in the dataset are
evaluated using appropriate algorithms. Null values are replaced with empty string and
the author name and news titles are merged. Separation of data and label is done using
data pre-processing. Stemming of the data is the process of reducing a word to its root
word. Data and labels are separated using train test split. Textual data is converted to
numerical data using TF/IDF vectorizer. Further training of the BERT classifier is done
and afterwards accuracy is evaluated using test data. Figure 2 represents steps in BERT
model to check the fake news dissemination.

Start

Importing the python
libraries
Importing the python Printing the Counti?g t_he_ number
libraries stopwords in English Of missing
values in the dataset

Replacing the null
values with empty string

J

v

Merge the author name
and news title
Separating the data and
label

Converting textual data to
Stemming of the data numerical data using
TF/IDF vectorizer.

J

'

Training and Testing
the data

l

Classifying news using
BERT

i

If news

News is true Fake News

is valid

Fig. 2. Steps in BERT model to check the fake news dissemination.
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5 Results and Discussion

In this study, the BERT deep learning technique has outperformed other models over
this news article dataset which gives the best accuracy of 97.9%. Figure 3 represents
comparison of accuracy for different models over a particular dataset. The model has
been tested on a dataset of different types of news like political, geographical etc. with
21418 data articles. BERT is based on Deep Learning Technique based on Al Technology.
BERT is a DL model where each result piece is connected to each intake piece of data and
the relative importance with them are calculated periodically based on their connection.
Earlier, models could only analyze text input consecutively, whether Left to right or
Right to left, but cannot be together. BERT is the only device that can scan across both
directions simultaneously. The BERT-based model has 1.2 billion characteristics and 12
levels (transformer units). A pre-trained BERT-based model performs wonderfully on
small datasets. Their superior performance on datasets like Fake or Real News, which
outperforms other models, illustrates this. BERT Frameworks beat other algorithms not
just on large datasets, but also on tiny database samples. Even with a limited sample
of just 500 data points, the BERT model achieves remarkable accuracy (about 90%).
Therefore, when a wide variety of labelled data is not practicable, such techniques could
be used to recognize bogus news in several languages.
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Fig. 3. Comparison of Accuracies for different models over a particular dataset

This research compares past work done in this area to our own research. In this
research work, various classifying algorithms like VMC, SVM, LSTM, MLP, Random
Forest Classifier, Naive bayes, Voting Classifier, etc. are applied over Kaggle dataset to
classify news and compared the results of all these classifiers against BERT Classifier.
The results of this comparison are presented in the form of an index in this paper. BERT
classifier provided maximum accuracy of 97.9%.
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6 Conclusion

Previously, data was distributed through conventional media sources including news-
paper, broadcast, and television. Every one of these media networks were subject to
scrutiny from upper management, and this issue of false news, which is becoming more
prevalent by the day, complicates matters and has the potential to affect people’s opin-
ions and attitudes regarding the use of electronics. This research analyzed few published
articles by diverse researchers that used a variety of strategies for fake news identification
in this systematic review. Several databases in conjunction with all these methodologies
on different data sets have been examined and extensive examination of these published
information was doubly checked for validity. When more people utilize these internet
services, the problem of fake news grows, complicating matters and perhaps leading
to the suppression of Social Conflict. This research shows that the BERT approach is
the best for fake media classification, with an accuracy of 97.9% when evaluated on a
dataset of diverse types of news stories. On contrary to other approaches, this accuracy
is substantially greater. As a result, this strategy is suggested for detecting bogus news.
Furthermore, for the benefit of the society, appropriate optimal model can be used which
can help predict fake news at appropriate time.

7 Future Work

In future work, the accuracy of the BERT classifier will be improved by fine tuning it.
Different parameters of BERT Classifier can be changed over transfer learning which
in turn can improve the accuracy of the model. Also, BERT model can be executed on
some other datasets which are available publicly for validation of the results obtained in
the current research work.

References

1. Granik, M., Mesyura, V.: Fake news detection using naive Bayes classifier. In: 2017 IEEE
First Ukraine Conference on Electrical and Computer Engineering (UKRCON) (2017)

2. Helmstetter, S., Paulheim, H.: Weakly supervised learning for fake news detection on Twitter.
In: 2018 IEEE/ACM International Conference on Advances in Social Networks Analysis and
Mining (ASONAM) (2018)

3. Agudelo, G.E.R., Parra, O.J.S., Velandia, J.B.: Raising a model for fake news detection using
machine learning in Python. In: Al-Sharhan, S.A., Simintiras, A.C., et al. (eds.) I3E 2018.
LNCS, vol. 11195, pp. 596-604. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-
02131-3_52

4. Ahmad, I., Yousaf, M., Yousaf, S., Ahmad, M.O.: Fake news detection using machine learning
ensemble methods. Complexity 2020, 1-11 (2020). https://doi.org/10.1155/2020/8885861

5. Wakefield, K.: A guide to the types of machine learning algorithms and their applications
(2021). https://www.sas.com/en_gb/insights/articles/analytics/machine-learning-algorithms

6. Meesad, P.: Thai fake news detection based on information retrieval, natural language
processing and machine learning. SN Comput. Sci. 2(6), 425 (2021)

7. Cristianini, N., Shawe-Taylor, J.: An Introduction to Support Vector Machines and Other
Kernel-Based Learning Methods. Cambridge University Press (2000)


https://doi.org/10.1007/978-3-030-02131-3_52
https://doi.org/10.1155/2020/8885861
https://www.sas.com/en_gb/insights/articles/analytics/machine-learning-algorithms

10.

11.

12.

13.

14.

15.

16.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

A BERT Classifier Approach 183

. Hofmann, T., Scholkopf, B., Smola, A.J.: Kernel methods in machine learning. Ann. Stat. 36,

1171-1220 (2008)

. Jadhav, S.S., Thepade, S.D.: Fake news identification and classification using DSSM and

improved recurrent neural network classifier. Appl. Artif. Intell. 33, 1058—1068 (2019)
Gregorutti, B., Michel, B., Saint-Pierre, P.: Correlation and variable importance in random
forests. Stat. Comput. 27, 659-678 (2016)

Ahmed, H., Traore, 1., Saad, S.: Detection of online fake news using N-gram analysis and
machine learning techniques. In: Traore, 1., Woungang, 1., Awad, A. (eds.) ISDDC 2017.
Lecture Notes in Computer Science, vol. 10618, pp. 127-138. Springer, Cham (2017). https://
doi.org/10.1007/978-3-319-69155-8_9

Agarwal, A., Dixit, A.: Fake news detection: an ensemble learning approach. In: 2020 4th
International Conference on Intelligent Computing and Control Systems (ICICCS) (2020)
Jain, A., Shakya, A., Khatter, H., Gupta, A.K.: A smart system for fake news detection using
machine learning. In: 2019 International Conference on Issues and Challenges in Intelligent
Computing Techniques (ICICT) (2019)

Abdullah-All-Tanvir, Mahir, E.M., Akhter, S., Hug, M.R.: Detecting fake news using machine
learning and deep learning algorithms. In: 2019 7th International Conference on Smart
Computing & Communications (ICSCC) (2019)

Reis, J.C., Correia, A., Murai, F., Veloso, A., Benevenuto, F.: Supervised learning for fake
news detection. IEEE Intell. Syst. 34, 76-81 (2019)

Horne, B., Adali, S.: This just in: fake news packs a lot in title, uses simpler, repetitive content
in text body, more similar to satire than real news. In: Proceedings of the International AAAI
Conference on Web and Social Media, vol. 11, pp. 759-766 (2017)

. Ahmed, H., Traore, I., Saad, S.: Detecting opinion spams and fake news using text

classification. Secur. Priv. 1, 1-15 (2017)

. Baly, R., Karadzhov, G., Alexandrov, D., Glass, J., Nakov, P.: Predicting factuality of reporting

and bias of news media sources. In: Proceedings of the 2018 Conference on Empirical Methods
in Natural Language Processing (2018)

Yang, S., Shu, K., Wang, S., Gu, R., Wu, F, Liu, H.: Unsupervised fake news detection on
social media: a generative approach. In: Proceedings of the AAAI Conference on Artificial
Intelligence, vol. 33, pp. 5644-5651 (2019)

Baarir, N. F.,, Djeffal, A.: Fake news detection using machine learning. In: 2020 2nd Interna-
tional Workshop on Human-Centric Smart Environments for Health and Well-being (IHSH),
vol 1, pp. 125-130. IEEE (2021)

Zhou, X., Jain, A., Phoha, V.V., Zafarani, R.: Fake news early detection. Digit. Threats Res.
Pract. 1, 1-25 (2020)

Sudhakar, M., Kaliyamurthie, K.P.: A machine learning framework for automatic fake news
detection in Indian News 1(1), 1-14 (2022)

Castillo, C., Mendoza, M., Poblete, B.: Information credibility on Twitter. In: Proceedings of
the 20th International Conference on World Wide Web, pp. 675-684 (2011)

Shu, K., Wang, S., Liu, H.: Beyond news contents. In: Proceedings of the Twelfth ACM
International Conference on Web Search and Data Mining (2019)

Gupta, A., Lamba, H., Kumaraguru, P., Joshi, A.: Faking sandy. In: Proceedings of the 22nd
International Conference on World Wide Web (2013)

Zubiaga, A., et al.: Discourse-aware rumour stance classification in social media using
sequential classifiers. Inf. Process. Manage. 54, 273-290 (2018)

Kotteti, C. M. M., Dong, X., Li, N., Qian, L.: Fake news detection enhancement with data
imputation. In: 2018 IEEE 16th International Conference on Dependable, Autonomic and
Secure Computing, pp. 187-192. IEEE (2018)

Jain, A., Kasbe, A.: Fake news detection. In: 2018 IEEE International Students’ Conference
on Electrical, Electronics and Computer Science (SCEECS) (2018)


https://doi.org/10.1007/978-3-319-69155-8_9

184

29.

30.

31.

32.

33.

34.

35.

36.

T. Rana et al.

Ajao, O., Bhowmik, D., Zargari, S.: Fake news identification on Twitter with hybrid CNN
and RNN models. In: Proceedings of the 9th International Conference on Social Media and
Society (2018)

Han, W., Mehta, V.: Fake news detection in social networks using machine learning and Deep
Learning: performance evaluation. In: 2019 IEEE International Conference on Industrial
Internet (ICII) (2019)

Yuan, C., Ma, Q., Zhou, W., Han, J., Hu, S.: Early detection of fake news by utilizing the
credibility of news, publishers, and users based on weakly supervised learning. In: Proceedings
of the 28th International Conference on Computational Linguistics (2020)

Bharadwaj, P., Shao, Z.: Fake news detection with semantic features and text mining. Int. J.
Nat. Lang. Comput. 8, 17-22 (2019)

Kaur, S., Kumar, P., Kumaraguru, P.: Automating fake news detection system using multi-level
voting model. Soft. Comput. 24, 9049-9069 (2019)

Bonsu, K.O.: Weighted accuracy algorithmic approach in counteracting fake news and
disinformation. Econ. Reg. Stud. 14, 99-107 (2021)

Gupta, S., Chhabra, A., Agrawal, S., Singh, S.K.: A comprehensive comparative study of
machine learning classifiers for Spam Filtering. In: Nedjah, N., Pérez, G.M., Gupta, B.B.
(eds.) International Conference on Cyber Security, Privacy and Networking (ICSPN 2022),
pp. 257-268. Springer, Cham (2023). https://doi.org/10.1007/978-3-031-22018-0_24
Verma, R., Chhabra, A., Gupta, A.: A statistical analysis of tweets on covid-19 vaccine
hesitancy utilizing opinion mining: an Indian perspective. Soc. Netw. Anal. Min.Netw. Anal.
Min. 13(1), 12 (2022)


https://doi.org/10.1007/978-3-031-22018-0_24

q

Check for
updates

Emoji Based Sentiment Classification Using
Machine Learning Approach

1(=)

Parul Verma and Roopam Srivastava?

1 Amity Institute of Information Technology, Amity University, Lucknow, UP, India
pvermal@lko.amity.edu
2 Mahatma Gandhi Post Graduate College, Gorakhpur, UP, India

Abstract. Online media platforms like Facebook, Twitter, and Instagram continue
to influence our world. People today are more closely connected than ever before,
and they exhibit such sophisticated personas. Ongoing studies have revealed a
link between excessive social media use and depression. This research focuses
on the development of features using Term frequency — Inverse Document Fre-
quency (TF-IDF) and Bag-of-Word (Bow). The work will also put light on the
generation of models utilizing a machine-learning technique. The dataset for this
research using Twitter API. Only the English context was kept from the Tweets
after filtration. It focuses on categorizing users’ mental health at the tweet level.
About 20000 reviews make up this dataset. Using these reviews, emoji sentiment
classification has been developed. Data is cleaned using a pre-processing approach
before BoW and TF-IDF were used to extract features. Following to it, classifier
deployment, training and assessment were carried out. Metrics for evaluation are
used to gauge classifier accuracy. MultinomialNB (MNB) fared best in the field of
Bag-of-words features among the three classifiers used to evaluate the accuracy,
but Random Forest (RF) outperformed TF-IDF. In Bag-of-Words, we are able to
classify data with an accuracy of 86% using TF-IDF Random Forest and 89%
using multinomial NB and BoW.

Keywords: TF-IDF - Supervised - Bag of Word - Multinomial NB

1 Introduction

Due to the widespread use of social media in the twenty-first century, it is safe to say that
practically everyone on earth is linked to at least one platform. In particular, Facebook
and Instagram have developed into “Status Symbols.” As a result, society frequently
views those without Social Media profiles as outcasts. We have forgotten that conversa-
tions on social media will never be a substitute for interactions with people in person.
Your hormones are triggered by in-person interaction, which reduces stress and leaves
you feeling happier, healthier, and more optimistic every day. Constant sadness and feel-
ing down are symptoms of depression. Social media is not entirely bad. We didn’t say
it. However, too much of anything is harmful. Here are some signs that social media is
having a negative impact on our lives rather than a positive one. The effect on your rela-
tionship and work, unable to enjoy real-world happenings, mental addiction to digital
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personas. There are several symptoms it could cause, such as losing interest in activi-
ties that used to make you happy, being easily annoyed or frustrated, and overeating or
undereating. Oversleeping or under-sleeping. Having trouble focusing or remembering
things. Suffering from bodily aches or discomforts, such as a headache, weariness, stom-
achache, or sexual dysfunction, and considering harming or dying oneself. These factors
cause depression. In this investigation, it is determined whether person is depressed or
not. The NLTK library is used for data preprocessing. Python language is used to imple-
ment Machine Learning (ML) models. Various ML models are implemented to increase
the accuracy of the model prediction.

2 Related Work

Our daily lives and activities now include social media. We all spend a lot of time on
Facebook, WhatsApp, Instagram, and other social media platforms. Although there are
numerous benefits to social media, excessive use can also be harmful to mental health.
Additionally, it can exacerbate feelings of loneliness, despair, and worry. Researchers
observed that Twitter data may be a useful tool for assessing and forecasting severe
depressive illness in people. First, a dataset of public self-professed cases of depres-
sion was assembled in collaboration with Johns Hopkins University. After that, they
suggested using a Bag of Words method to quantify the data, and they produced an
846,496-dimensional feature space that served as an input vector. Finally, researchers
used these distinctive characteristics to create, contrast, and evaluate several statisti-
cal classifiers that may be able to predict a person’s chance of developing depression.
They sought to develop a technique for detecting depression by examining extensive
archives of user language history on social media and produced results that were both
promising and accurate [1]. They predict when depression and post-traumatic stress
disorder would start to manifest in Twitter users. Researchers used computer models.
From 204 people, Twitter information and specifics on depression history were gathered,
they extracted predictive characteristics assessing effect, linguistic style, and context,
then used these features to build models utilizing supervised learning methods. The gen-
erated models, however, in a different demographic, compared favorably with general
practitioners’ average success rates in detecting depression and accurately differentiated
between depressing and healthy material [2]. This study made use of actual campus
Internet data that was continually, discretely, and privately gathered. The CES-D scale
was used to assess 216 students for depressive symptoms. Then, using Cisco Net Flow
logs, they gathered information on their on-campus Internet usage. Following an investi-
gation, it was discovered that several aspects of Internet usage, including average packets
per flow, peer-to-peer chat octets, mail (packets and duration), and depressive symptoms
statistically significantly correlate with FTP duration and distant file octets [3]. By using
a statistical model to determine which individuals may go from mental health discourse
to suicidal thoughts, this work fills in gaps in the literature. They estimate the likelihood
of these transitions using covert data sources from Reddit’s semi-anonymous support
forums. For this reason, they developed statistical methods based on propensity score
matching as well as linguistic and interactional metrics. Their methodology enables
them to identify specific indicators of changes in suicidal thoughts and to address the
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social and ethical consequences of this study [4]. This study’s goals include determining
the relationship between years, frequency of use, and hours per day of the Internet and
psychopathological symptoms in an adult Portuguese population as well as how lonely
they perceive themselves to be. The findings imply that unhealthy Internet usage habits
that are common among young people are also present among adults. There was also
evidence of a connection between the amount of time spent online and psychopatholog-
ical symptoms, as well as a link between loneliness and online usage. Effect of Internet
use people’s well-being must be recognized since they should be seen as a public health
concern in our increasingly digitally disconnected offline environment. The target audi-
ence of this study is what gives it its originality. Portuguese Internet users over 18 for
whom there isn’t a dedicated study, highlighting the problem’s interdisciplinary char-
acter [5]. The fact that those people who had enough Facebook data limited to only six
months before the first formal diagnosis of depression gave a greater forecast accuracy
and highlights the need to broaden the use of the present screening processes during
this study [6]. Six focus groups with 54 teenagers, aged 11 to 18, who were recruited
from schools in Leicester and London over the course of three months were placed as a
result of this article’s contribution (UK). According to three themes that emerged from
a thematic analysis, teenagers’ mental health was seen as being at risk due to social
media because it was thought to contribute to certain of those youngsters’ anxiety and
mood disorders. It was seen as a venue for cyberbullying, and social media use itself
was frequently described as an addiction [7]. Adolescents who use social media may be
more susceptible to mental health issues. A small number of longitudinal research has
examined this link, but none have quantified the percentage of teenage mental health
issues owing to social media use [8]. This review gathered data on the effects of social
media use on teenage depression, anxiety, and psychological discomfort. 13 appropriate
studies of which 12 were cross-sectional were found after a search of the PsycINFO,
Medline, Embase, CINAHL, and SSCI databases. The results were divided into four cat-
egories related to social media: time spent, activity, investment, and addiction. Depres-
sion, anxiety, and psychological discomfort were associated across all dimensions [9].
The results of this study imply that potential social media causative variables should be
taken into account when working with individuals who have been given an anxiety or
depression diagnosis. Additionally, if other links with another construct were explored
using the study’s findings, this may strengthen the conclusions and help lower rates of
anxiety, despair, and suicide [10]. They talked about how social media can isolate and
test communication theories in a way that helps us understand how people connect with
computers. Overall, this essay offers a common paradigm to support and enable com-
munication scholarship going forward [11]. The purpose of the study was to evaluate
the efficiency of official social media communication plans during the COVID-19 epi-
demic. Egypt was the primary case study country for the methodology. The results of
the survey demonstrated that while the Egyptian government performed a good job of
informing the populace, transparency was absent and more effort was needed to promote
ethical behavior on the part of residents [12]. The study points out that the majority of
research so far has been correlational, has concentrated on adults rather than teenagers,
and has produced a variety of occasionally contradicting weak positive, weak negative,
and null relationships. The most recent and thorough large-scale preregistered studies
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report weak correlations between the amount of daily digital technology use and ado-
lescents’ well-being that do not provide a means of separating cause from effect and,
as estimated, are unlikely to be of clinical or practical significance [13]. The purpose
of this systematic review was to locate and compile studies that looked at depression
and anxiety about social networking site (SNSs). In addition, it looked for studies that
assess well-being in addition to mental illness and examined moderators and mediators
that contribute to the environment’s complexity [14]. Despite the importance of mobile
technology and social media (MTSM) for teenagers, it is still unknown how these plat-
forms relate to depressive illnesses in this group. While some studies have linked the use
of MTSM to an increased risk of depression, other studies have suggested that they may
also have a preventative impact [15]. Over the past two decades, there have been rises
in adolescent depression and suicidal behavior that correspond with the introduction of
social media (SM) (platforms that allow contact via digital media), which are heavily
used among teenagers. The relationships between teen depression and suicidality and
the usage of SM, particularly social networking sites, were examined in this scoping
review. Through thematic analysis of the papers under consideration, four key topics
in SM usage emerged: amount and quality of SM use, social networking aspects, as
well as the admission of mental health problems [16]. This paper stated that current
research has ignored the reverse causation theory, which holds that social media use
is driven by depression. The dynamics governing depressed symptoms and unhelpful
social media use can be better understood by highlighting the need for longitudinal and
experimental approaches to determine directionality [17]. By showcasing the research
that has been done in this area over the past 20 years, they were able to throw light on
the field’s research patterns. This study outlines a methodical division of labor among
researchers in the field as well as the problems and difficulties associated with emoji-
based sentiment analysis [18]. Emoticons are expressive; therefore, we may give them
more nuanced emotional characteristics like anger, happiness, or sadness as well as some
superficial semantics like events, places, or things to look at [19]. This work looked at
the value of sentiment analysis in predicting stock prices using stock market indices like
the Sensex and Nifty [20].

3 Methodology

The methodology is explained in this section. The flow of work shown in Fig. 1.

We used the “Mental-Health-Twitter” dataset in this work. Twitter API was used to
gather the information, which is in an unclean format. Only the English context was kept
from the Tweets after filtering. It focuses on the classification of the user’s mental health
at the level of the individual tweet and has 20k reviews gathered from Mental-Health-
Twitter, which was acquired from kaggle.com. It features a lot of columns. For reviews,
the “post-text” column is used, and for features, the “label” column. In our analysis
of the dataset, only positive and negative evaluations were included. Comma-separated
value (.csv) file format. For implementing the system, the NLTK toolkit is used for text
processing and the Sickit-Learn machine learning framework in Python. We perform text
preprocessing, emoji sentiment analysis, feature generation with a supervised model, and
classifying with the classification procedure.
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Fig. 1. The flow of the system work

3.1 Text Pre-processing

In the process of feature engineering and modeling, it is one of the first steps. The data is
cleaned during the pre-process, and the text is standardized into a standard form, which
includes phrases and words. This makes it possible to standardize document corpora,
which helps with the development of important features and noise reduction brought on
by undesirable items. The NLTK toolkit was used to preprocess the data. The step of
text preparation, detailed as follows-

Text-Cleaning

HTML tags and other unnecessary information frequently show up in the content,
preventing sentiment analysis from being effective. Consequently, before extracting
features, it is essential to remove them.

Lowering Case

Whenever a phrase has the same case as letters, a computer easily understands the words
since it views lower case and upper case differently. Hence as the text should be made
the same case, with lowercase being the ideal choice, to prevent issues like this.

Special Characters and Digits Removal
The words ‘hurray’ and “beautiful!” as well as squarel0 can be handled by this text
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preparation technique. It is advisable to get rid of it with an empty string because this
kind of word is challenging to understand. We use regular expressions for this.

Word Tokenization
During this, sentences are transformed into words.

Remove Stopword

The most frequent words in a text that do not add any value. There are several phrases
in it, including “they,” “there,” “this,” “there,” “a,” “an,” and “the”. While maintaining
the most crucial and contextual terms, this function assists in removing stopwords from
a corpus.

Text Lemmatization

It follows the same procedure as stemming in removing affixes to reveal a word’s basic
form. It is a technique for condensing words to their lemma. The WordNetLemmatizer
program is made accessible by NLTK. For the next tasks and there is a clear review.

Sentiment Calculation Using Emoji
During supervised learning, we are computing emoji feelings across the dataset’s post-
text column. Our text column is represented with emojis which shows the positive and
negative sentiment as seen in Table 1.

Table 1. Emoji Sentiment Expression

Text Sentiment
Can't be bothered to cook, take
away on the way @) /b positive
Had a headache so took a nap. For negative

three hours! Woke up a bit confused
as to the time and day...

3.2 Using TF-IDF and a Bag-of-Word Feature Engineering for Supervised
Machine Learning Models

The act of turning unstructured data into attributes aids prediction models understanding
the environment better, improving the accuracy of previously unidentified data. Fea-
ture engineering is another name for this. Feature selection methods aim to minimize
the dimensionality of the dataset by removing characteristics that aren’t necessary for
classification [21]. By counting how many times each word appears, the bag-of-words
(BOW) model converts any text into fixed-length vectors. Vectorization is a common
term used to describe this procedure. Although BOW is a very simple model, it is fre-
quently employed for Natural Language Processing (NLP) applications including text
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classification. Its simplicity is its strength since it is cheap to compute and often simpler
is preferable when placement or contextual information isn’t important.

The Term Frequency-Inverse Document Frequency Measure
By looking at how frequently a specific phrase is used with the document, word frequency
is calculated. Numerous frequency definitions or measurements exist-

e Documents containing a particular term frequently.
e The count of occurrences in a document is adjusted for its length and term frequency.
e logarithmically scaled frequency, such as log (1 + raw count).

A word’s usage within the corpus is examined using inverse document frequency
(IDF) is calculated as in Eq. (1), where N indicates the number of documents (d) in
the corpus (D) and t is the term (word) whose frequency we need to estimate. The
denominator is the number of texts that contain the letter “t”.

idf (t, d) = log (N / count (d € D: €d) (D

A term’s relevance is inversely correlated with its frequency across documents,
according to the fundamental concept behind TF-IDF. IDF provides details regarding
a term’s relative scarcity among the documents in the collection, whereas TF provides
information about how frequently a term appears in a document. Our final value may be
obtained by multiplying these numbers as shown in Eq. (2) collectively.

tfidf (¢, d, D) = tf (t, d) x idf(t, D) )

3.3 A Classifier for Classifying

After preprocessing and feature selection, the usage of classification techniques comes
next. Numerous text classifiers have been proposed in the literature [22]. Machine
learning techniques such as Multinomial NB, Decision Tree, and Random Forest are
used.

Multinomial NB. It is a probabilistic learning technique mostly employed in natural
language processing (NLP). The method anticipates the tag of a text and is based on
the Bayes theorem. The tag with the highest probability of occurring is output by an
algorithm after it has calculated the chance of each label in a collection. With situations
involving numerous classes and text data processing, itis a potent method. Understanding
the Bayes theorem principle, on which the Naive Bayes theorem is founded, is essential
to comprehend how the latter works. Based on previously known event-related factors,
Bayes theorem determines the probability that something will happen.

Random Forest. It is a widely used technique that makes use of supervised learning.
Classification and regression-related ML issues can be resolved with it. Its foundation is
the idea of ensemble learning, a method for merging several classifiers to solve complex
issues and enhance model performance. A set of different tree predictors, each of which
is dependent on the results of a distinct sample taken at random from a vector with the
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same distribution as all the other trees in the forest. The strength of each tree in the forest
and the correlation between them determine the generalization error of a forest of tree
classifiers.

Decision Tree. It is a supervised learning that may be applied to classification and
regression problems, but is typically chosen to deal with classification difficulties. A
dataset’s nodes represent its properties, branches represent the decision-making pro-
cess, and each leaf node represents the categorization outcome in these tree-structured
classifiers. The Leaf Node and the Decision Node are the two nodes in this. Unlike Leaf
nodes, which are the results of decisions and do not have any additional branches, these
nodes are used to make decisions. A tree is constructed using the Classification and
Regression Tree Algorithm, or CART algorithm.

4 Result and Discussion

Using the above-mentioned data set, out of ten columns, we worked over two columns
from the dataset that is ‘post_text’ and ‘label’. An imbalanced dataset is used with two
classes (‘positive’ and ‘negative’) and here positive label shows depression and vice-
versa. This is shown in Fig. 2. Seventeen thousand sample reviews are taken from the
dataset for a model. Reviews are preprocessed using the NLTK tool. Tweets are used
for the calculation of emoji sentiment. Training and testing sections of the dataset are
separated, with test data making up 25% of the total for the supervised learning model. For
classification, a variety of machine learning techniques are utilized. To create features,
the ‘label’ column from the target dataset is used. For accurate computation, a model is
created utilizing classifiers such as multinomial NB, decision tree, and, random forest.
Feature extraction was carried out using

10000

8000 1

6000

count

4000

2000 A

label

Fig. 2. Data Visualization

BoW and TF-IDF. A fit function is applied to the train set to fit the model, and a
prediction function is applied to the test set. Objects were created for these functions.
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For accuracy calculation, MNB, DTR, and RF are applied as classifiers via a bag of
word features in the Table 2(a). TFIDF characteristics are employed by these classi-
fiers for accuracy, as shown in Table 2(b). As can be shown by comparing the results
from Tables 2(a) and 2(b), the Multinomial NB model outperforms the Random For-
est classifier utilizing TF-IDF features for a BoW characteristic. Therefore, it is found
that the model performs best in supervised learning when employing a bag of word
characteristics.

Table 2(a). Comparative Result Table of Supervised learning approach using Bag of Word

Bag of Word (Bow)

MultinomialNB

Class Precision Recall F1- measure Accuracy
0 0.83 0.93 0.87 0.89
1 0.94 0.87 0.91

Decision Tree

0 0.82 0.79 0.81 0.84
1 0.86 0.88 0.87

Random Forest

0 0.87 0.75 0.81 0.85
1 0.84 0.92 0.88

Table 2(b). Comparative Result Table of Supervised learning approach using TF-IDF

TFIDF

MultinomialNB

Class Precision Recall F1- measure Accuracy
0 0.99 0.59 0.74 0.83
1 0.78 0.99 0.87

Decision Tree

0 0.82 0.79 0.81 0.84
1 0.86 0.88 0.87

Random Forest

0 0.89 0.76 0.82 0.86
1 0.85 0.94 0.89
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5 Conclusion

In this research, a classification model is developed utilizing a supervised approach. A key
objective of text mining is text categorization. Using tweets, emoji sentiment is produced.
Operations related to general text analytics, such as tokenization, normalization, stop
word removal, etc., were carried out. For feature creation in this study, Bag-of-Words
and TF-IDF are employed. N-gram words are employed in this study, which uses the
bag of words, one of the simplest methods for extracting characteristics from the text.
Our approach achieves the best outcome, with about 89% accuracy. There are a great
number of additional potential causes of anxiety and depression that need to be looked
into. These findings are significant because they will facilitate future studies on social
media and mental health.
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Abstract. Social Network Analysis based on structural properties is relevant to
many application domains including influence maximization, product recommen-
dation, and viral marketing to name a few. The study of structural properties has a
vital role in effective community detection and researchers have suggested several
algorithms in this direction. The research paper not only gives details of various
structural characteristics and their relevance for community detection but it also
covers community visualization tools and their useful features. Along with the
mapping of structural properties and community detection, efforts have also been
made towards understanding the essential community evaluation metrics to know
the goodness of communities resulting after applying various algorithms. Net-
work characteristics vary for disjoint and overlapping community detection, so,
social network datasets are analyzed to produce different network statistics for a
better understanding of their suitability for disjoint and overlapping community
detection. The research paper also covers applications of community detection to
motivate the researchers for exploring the possibility of using characteristics of
social networks for detecting communities for reducing computation time.

Keywords: Social Networks - Community Detection - Structural characteristic
of social networks - Algorithms for Community Detection - Clustering -
Community Visualization

1 Introduction

The structure of Social Networks (SN) revolves around nodes and edges and the way
nodes are connected to other nodes in a network. Online Social Networks(OSNs) are
not only providing a platform to connect and interact with friends, family members,
relatives, and professionals but they are popular for a lot of other services as well, namely,
recommending friends, products, professional links, and marriage partners; question and
answers forums; job opportunity platforms; multimedia content sharing [1], etc.
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A network can be partitioned into communities that are made up of strongly con-
nected nodes but relatively few nodes in between those communities. There are numer-
ous cutting-edge approaches like centrality-based methods, statistical inference methods
such as spin models, random walks, and synchronization, as well as block modeling,
bayesian inference, model selection, and information theory. Most of the Community
Detection (CD) approaches are based on static networks, so, it is the need of the hour to
identify communities in dynamically evolving networks. Moreover, it’s still challenging
to identify Overlapping Communities in Social Networks (SN). Another challenge for
researchers is to understand the community definition in a better way as still researchers
are trying to define what actually a community means. The research work in this paper
is primarily focused on using structural characteristics of networks to identify commu-
nities whether weak or strong and further it is used for different application areas like
influential node identification, generation of recommendations, etc. The applications of
CD in different emerging areas are discussed in Table 1.

Table 1. Applications of Community Detection

S. No. | Application Area Description

1 Recommendation Systems Community-based recommendation
systems can be developed for sending
recommendations to a group of persons
related to books, movies, music, food, and
different interest-specific products. In
addition to this, friendship
recommendations can also be generated at
the community level

2 Influential Nodes Identification The community-based approach can also be
used to find experts in a particular domain/
region when the community represents
persons in a particular domain or region. It
is also quite popular in election campaigns
for finding influential persons to spread the
party agenda among community members

3 Criminal Activities Detection CD is very useful in studying the
possibilities of criminal activities across
social networks or different groups

4 Disease Spread The study of disease spread across
communities is also one of the important
application areas of CD

5 Targeted Marketing through customer | CD plays a major role in identifying
segmentation customer segments by looking into their
profiles for doing targeted marketing rather
than viral marketing to increase sales and
business profits
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This research paper is organized in different sections: Section 2, describes the related
work in the direction of community detection that is based on structural characteristic of
networks. Section 3, explains in detail about different structural characteristics and their
relevance in CD. Section 4, provides features and comparison of various network visual-
ization tools. Section 5, discusses about CD algorithms based on structural characteristics
and python libraries available for CD. Section 6, describes various evaluation metrics
for effective CD. Section 7, concludes the understanding gained from the comparative
analysis done on social networks based on different structural characteristics.

2 Related Work

The research work related to the structural analysis of SN and their impact in several
application areas has been studied by researchers [1-3]. Efforts have been made to
emphasize how even a weak tie in a network can contribute to information diffusion
and the spreading of innovative ideas [4, 5]. The structural analysis contributes to both
kinds of CD i.e. disjoint and overlapping. Several CD algorithms are based on network
statistics computation like network density, max-clique, centrality measures, etc. In [6],
an empirical study has been made by the author to validate the results of CD with
ground-truth communities.

CD is highly dependent on similarity measures between nodes in a graph or network.
Nodes’ similarity can be measured using “structural similarity and attribute similar-
ity” [7]. Structural similarity-based community detection primarily refers to network
topology-based extraction whereas attribute-similarity-based CD refers to similarity
computation using the characteristics of the individual nodes such as age, gender, lan-
guage spoken, region, organization affiliation, interests, and occupation. There can be
several parameters that can be computed using the structural information of a social
network to detect communities [7, 8].

In network science, Overlapping Community Detection (OCD) is one of the chal-
lenges w.r.t handling large-scale datasets including SN for analysis [9]. Moreover, due
to belongingness of one node to more than one community makes it more difficult to
clearly identify community structures. Overlapping communities can be traditionally
identified using a node-clustering-based approach but it suffers from the drawback of
not being able to depict pervasive overlaps, and on the other hand, the link-clustering-
based approach is not effective in terms of computation time. Ding et al. proposed a new
algorithm based on a network decomposition approach for OCD and it results in less
computation time and more accuracy [10].

3 Structural Characteristics of Social Networks

Network analysis is highly dependent upon structural characteristics of network where
nodes represents different entities such as persons, organization, city, product, etc. and
edges (ties) simulates information regarding different kind of interactions among enti-
ties. Network may vary from small to large-scale networks, sparse to dense graphs,
etc. Generally, graphs are of different types such as directed, undirected, directed and
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unweighted, undirected unweighted, directed weighted, and undirected weighted. Differ-
ent network statistics can be generated based on the type of graph. The network structure
can be analyzed at different levels, namely, “small-scale or micro-scale”, “medium-scale
or meso-scale”, and “large-scale” network structure analysis [11].

The small-scale structural analysis helps us in understanding the role played by
individual nodes and their position in the network which makes them influential. The
specific properties to identify such influential nodes are referred as centrality measures.
The metrics which can be computed are local clustering coefficient, closeness centrality,
betweenness centrality, degree centrality, and eigenvector centrality. The betweenness
centrality, closeness centrality, and eigenvector centrality depends upon their relation to
other nodes in the network but local clustering depends upon relationship between its
neighboring nodes i.e. whether node’s neighbors tends to connect each other or not.

Large-scale network analysis helps us in differentiating between real-world net-
works. Different type of analysis that we can perform at the network level are the diam-
eter and shortest path; Global clustering helps in the quantification of how neighbors
of neighbors of a node are interconnected; density and minimum cut helps in quantifi-
cation of error and attack tolerance i.e. resilience of a network etc. Further, analysis of
global structure of a network helps in measuring equality or inequality of networks. The
structural analysis of networks can be done on the basis of the following parameters:

3.1 Network Order

It refers to the number of nodes present in a network. For example, a network consisting
of nodes A, B, C, and D would have a network order 4.

3.2 Length (Size) of a Graph

It means how many edges exist in a graph say “G”.

3.3 Distance Between Two Vertices

The distance between two vertices say u and v in a graph “G”, is measured as number
of edges present in a shortest path and there is a possibility that graph may contain more
than one shortest path between pair of two vertices.

3.4 Network Connectedness (Network Density)

Network density refers to calculation of how many actual number of edges present in
a network out of the maximum number of possible edges. In a network consisted of 3
nodes, say [X, y, z], node x is connected to node y, and node y is connected to node z,
the density of a network is 2/3. Further, it can also be find out that whether the graph is
connected or not, count of connected components, nodes in the connected components,
the list of nodes or edges which needs to be deleted for making a graph disconnected.
Connectivity also refers to as cohesion i.e. it tells about how edges of the graph are
distributed [12].
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3.5 Eccentricity of a Graph

Eccentricity of the vertex is defined as the maximum distance between a vertex ‘V’ to
rest of the vertices in the graph say ‘G’ and it is denoted by e(V). Eccentricity of a graph
is defined as the maximum eccentricity of nodes in the graph [13, 14].

3.6 Diameter and Periphery

Among different network metrics based upon shortest path lengths, one of the most
popular measure is diameter. It refers to the longest of all shortest paths between every
possible pair of nodes in the network or it is the length of the path between the two
nodes that are furthest apart. This metric tells about size of the overall network. It is
also referred to as the maximum eccentricity value among all nodes in a network [14].
Further, the periphery is defined as the set consisting of nodes having their eccentricity
value equal to the diameter of a graph.

3.7 Radius and Centre of a Graph

Radius is defined as the minimum eccentricity value of a node [14]. The centre of a
graph is the set of nodes whose eccentricity is equal to the radius of the Graph.

3.8 Degree Distribution

Different networks including social networks such as the internet, biological networks,
communication networks, and email networks, exhibit different degree distribution. The
graph can be plotted between unique degrees of nodes in the graph and number of nodes
having those degree value as shown in Fig. 1, and Fig. 2.

3.9 Strength of Ties

The strength of ties can be weak or strong depending upon how closely two nodes
(persons), say A and B are connected with each other in a social network. Moreover, the
nodes which are either connected to node A or node B are mostly going to connect with
both A and B. On the other hand if connection between node A and node B is weak then
such connections may not occur. Weak ties play an important role in applications areas
like information diffusion and they may be the only connection between two group
of nodes in a graph [4]. The strong connections between nodes also indicates more
similarity between those nodes.

3.10 Degree Centrality

This centrality measure helps in computing popularity of a node by counting number
of neighboring nodes to whom it is connected. In undirected graphs, it simply refers to
a node’s degree but in directed graphs, this centrality can be computed as “in-degree”
and “out-degree” of a node [11]. The node with highest degree may be termed as most
influential or central node. Such nodes are of high importance in many application
domains like, viral marketing, spreading awareness regarding disease spread, running
successful advertisement campaigns and many more.
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3.11 Closeness Centrality

It is defined as a node that is close to the remaining nodes in the network and it is also
referred to as the reciprocal of farness. The farness is the sum of distances between that
node and all the other nodes [11].

3.12 Eigenvector Centrality (Hubs)

It usually refers to how well connected a node is to other highly connected persons and
it is also referred as hubs [11].

3.13 Betweenness Centrality

The nodes which connects many parts of the networks plays a vital role in information
dissemination and there is a high probability of information being changed through such
nodes. Such nodes are not only crucial for SN but also in other type of complex net-
works like flow networks. In flow networks such as water pipes and telecommunication
networks, such nodes may interrupt the amount of flow and it is needed to protect such
nodes from attacks and failures. Overall, such nodes are referred as broker nodes and
edges that spans distant parts of networks are called as bridges.

Betweenness centrality helps in identifying broker nodes and bridges [11] and its
computation is based upon finding, how many number of shortest paths between a pair
of nodes in a graph goes through a particular node (broker) or edge (bridge). The sum
of paths that goes through a particular node is called as node betweenness and number
of nontrivial paths that goes through an edge, add 1 to that for the edge itself will give
us edge betweenness.

3.14 Local Clustering (LCC)

This refers to whether a foaf (friend of a friend) is your friend also or we can say consider
a scenario where a node, say X, is connected to node y and z then finding out whether
there is a possibility of an edge (representing friendship) between nodes y and z. The
connectedness between 3 nodes forms triangles and this refers to clustering. The strong
clustering between nodes in a network generally refers to robustness and redundancy
and this also helps in finding a path between two nodes even if the edge which is directly
connecting two nodes disappear. The LCC defined as the fraction of the all pairs of
node’s neighbors that have an edge between them. The low value of LCC refers to low
connectedness between neighbors of a node.

Using LCC we can measure clustering for a single node by finding how many pairs
of a node’s friends are also friends with each other out of the all possible pairs of a
node’s friends. It can also be understood as measuring how close the node’s neighbors
in becoming a complete graph.

No. of pairs of node's friends that are friends (POFTAF)

LCC = . . ey
No. of pairs of the node's friends (POF)
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POF = ——— (2)

In POF, “d” is a number of neighboring nodes representing friends of a node say “v”

and a possible number of pairs of friends is calculated using (2). The numerator in (1),

specifies an actual number of friends’ pairs that exist. In order to compute the clustering

of the whole graph, we can compute an average over all the LCC of individual nodes
i.e. the sum of the LCC of all nodes divided by the number of nodes [13].

3.15 Global Clustering/Transitivity/Triadic Closure

Global Clustering is the measurement of the tendency of the edges in a graph to form
triangles (also referred to as Triadic Closure). This metric also understood as the extent to
which nodes in a graph tend to form clusters [15]. Alternatively, triadic closure can also
be defined as nodes having common neighbor tends to get connected through an edge
[13]. A triangle is consisted of set of three nodes which are connected by three edges
whereas an open triad is defined as a set of three nodes such that they are connected by
only two edges. So, we can say, each triangle contains three open triads. The structural
characteristic named as transitivity refers to a measurement of the percentage of open
triads that are actually triangles. In other words, it is three times the ratio of count of
closed triads to count of open triads.
3 % No. of triangles in the graph

Transitivity = 3
Y No. of all the open triads in the graph ®)

3.16 Clique

A clique C of an undirected graph say “G = (V, E)” is a subset of the vertices i.e. “C
C V”. The induced subgraph of G i.e. C is a complete subgraph and all of its vertices
are linked to rest of the other vertices in the clique. The Max-Clique problem is quite
challenging as it requires huge computation. A clique in friendship network identifies a
group of people knowing each other. Other metrics that can be computed are number of
maximal cliques in a graph, clique of largest size, clique containing particular node of a
graph, [16] etc.

3.17 Node Cover

In graph theory, node cover is defined as a subset of nodes of graph G such that all the
edges in graph has at least one of their node in this subset. On the other hand, line cover
or edge cover is defined as a set of edges which covers all the nodes of a graph G.

3.18 Structural Holes

The presence of structural holes (empty space) in a social network refers to the absence
of a direct tie (edge) between two or more nodes representing persons in SNs or organi-
zations, etc. The position of the nodes helps us in deciding whether the node is central to
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network (or community) or it is present on the boundary of the network. The structural
holes in a network is consisted of subset of nodes present on the boundary of commu-
nities [6]. Further, they are different from the concept of “Strength of Weak Ties” as
introduced by Granovetter (1973) as it represents lack of link rather than a presence of
link [2]. The between-group brokers i.e. people who are present near the structural holes
in a social network are more likely to express innovative and valuable ideas that are
generally assumed as different from homogeneous ideas expressed by nodes within a
group [17]. The applications of bridging structural holes can be in the area of advertising
campaigns, solving business problems creatively.

3.19 Boundary Spanners

It refers to nodes on boundary of graph or subgraphs representing communities and they
provide critical links between two or more graph or subgraphs [18]. The identification of
bridge nodes (bridges) in a complex network is still a challenging problem as it requires
high consumption of computational resources. Further, they exhibit the characteristic
that, if they are removed then the network will split into two or more connected com-
ponents (subgraphs). The concept is also similar in nature to weak ties which also play
vital role for maintaining connectivity among different connected components of a net-
work [5]. Hence, a bridge can also be defined as an edge whose removal results in more
number of connected components. Such kind of edges can also be referred as cut edges
or cut arcs and they should be a part of any chain or cycle.

3.20 Cut Ratio

It is calculated as the ratio of existing edges leaving the cluster and count of possible
edges [19].

Betweenness Centrality, Clique/ k-clique/max-clique, Network Density, Clustering
coefficient, Transitivity are some of the important measures that employed for selection
of dataset having more probability of detecting community structures. In summary,
structural characteristics of networks are significant for community detection and in
Table 2, a comparative analysis of network characteristics is done for two social networks
namely Zachary Karate Club (in-built dataset in NetworkX) and Facebook Dataset.

Facebook dataset consists of friendship information between persons on Facebook
and it also includes features of nodes. Dataset is anonymized w.r.t political affiliation
and person id for maintaining privacy. Zachary karate club is well-known social network
dataset used by several researchers to establish their empirical results. In this dataset,
each node is a club member, and every edge is a tie between two club members. Both
of the networks used in experimentation are undirected and often used by researcher for
studying their community detection algorithm results. Datasets are selected in such a
manner that network statistics can be derived for small-scale and medium-scale datasets.
The Degree Distribution of both Network Datasets is given in Fig. 1 and Fig. 2.
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Fig. 2. Degree Distribution of Facebook_combined Network Dataset.

Table 2. Comparative Analysis of Network Characteristics using different Datasets.

Network Properties Karate Club Facebook_combined
Network Order and Length of a | Nodes: 34 Nodes: 4039

Graph Edges: 78 Edges: 88234
Network Density 0.139 0.011

Minimum and Maximum
Degree of a node

Minimum Degree: 1
Maximum Degree: 17

Minimum Degree:1
Maximum Degree: 1045

Average Degree of nodes in a
graph

4.59

43.69

Radius and Diameter of a graph | Radius: 3 Radius: 4
Diameter: 5 Diameter: 8
Centre of a Graph [0,1,2,3,8, 13,19, 31] [567]

(continued)
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Table 2. (continued)

Network Properties Karate Club Facebook_combined
Node with Maximum Degree | Node 33 Node 107
Centrality Degree Centrality 0.52 Degree Centrality 0.26
Node with Maximum Node 0 Node 107
Betweenness Centrality Betweenness Centrality 0.44 | Betweenness Centrality 0.48
Node with Maximum Node 0 Node 107
Closeness Centrality Closeness Centrality 0.57 Betweenness Centrality 0.46
Node with Maximum Node 33 Node 1912
Eigenvector Centrality (EC) EC0.37 ECO0.1
Avg. Clustering Coefficient 0.571 0.606
Global Clustering 0.26 0.52
Coefficient/Transitivity/ Triadic
Closure
Number of maximal cliques in | 36 Requires high computation
the graph power to generate results
Clique No. of a Graph (Largest |5 69
clique size)
Graph connectedness (Graph True True
having more than one
component)
Node with minimum and Minimum: Node 0 Minimum: Node 0
maximum eccentricity Maximum: Node 33 Maximum: Node 4038
Periphery of a Graph [14, 15, 16, 18, 20, 22, 23, [687, 688, 689, 690, 691,
26, 29] 692, 693, 694, 695, 696, 699,
700, 701, 702, 704, 705, 706,
707,709, 710, 711, 712, etc.]

4 Network Visualization Tools

Network visualization is a part of data visualization and gives us an added advantage by
providing interesting insights into network data represented using nodes and edges [20].
It helps in understanding complex relationships among different nodes in the network,
highlighting the significant nodes by using different colors and size depending upon
some network statistics like degree, detection and visualization of vulnerable nodes and
edges, so that, they can be protected from any kind of attacks or for maintaining the
connectedness of the network graph. Moreover, visualization of graphs with additional
nodes and edge attributes gives us quick help in decision making and presentation of our
ideas for solving graph based problems. As most of the problems can be represented in the
form of graphs, so, it becomes very important to make use of network visualization tools
to create, visualize, and analyze data of different datasets for better clarity and exploration
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of dynamics behind complex networks including SNs. The features of various tools for
Network visualization are given below [21]:

Cytospace. It is capable of analysis and visualization of large-scale networks having
nodes greater than 10,000 and it supports RESTful API for programmatic access. Origi-
nally it has been designed for visualizing molecular interactions in biological networks.
It has native support for Delimited text and Excel Workbook (. XIs) and many other file
formats such as, Graph Markup Language (GML or . Gml format), Simple interaction
file (SIF or .sif format) [22], etc.

Gephi. Itis capable of performing effective exploratory data analysis of networks with
up to 100,000 nodes and 1,000,000 edges. It is the most versatile tool available for
SNs analysis and visualization. It supports file formats including CSV, GDF, GEXF,
GraphML, Pajek NET, PDF, SVG, etc [23]. Gephi Framework can be used for computing
commonly used network metrics such as Centrality Measures, Clustering Coefficient,
Shortest path, PageRank, Community detection (Modularity), Diameter, and Random
graph generators [23]. It can also be used for analyzing dynamic graphs i.e. temporal
networks that evolve over time. It provides an interactive interface to filter networks
and produce new networks as an output in real-time. It makes use of interface similar
to excel for data manipulation. It allows extensibility feature by allowing plugins to be
used that are developed by community. No programming skills needed and provides
high-performance due to built-in render engine.

NetworkX. It is very popular and well documented package for any kind of complex
network analysis and visualization [24]. It allows network (graph) based algorithms to
be implemented in easy manner. It required knowledge of Python language.

Pajek. It can be used for Large Network Analysis and Visualization including
SNs, Communication Network Optimization, Chemical Technology, Bio-Technology,
Genealogy, etc. It can be used from small to large-scale networks, multi relational net-
works, 2-mode networks, and temporal networks. It makes use of notepad as an editor
and takes input and stores output as a .txt, .net, and .mat file. It makes use of six types
of objects namely, Network, Partitions, Clusters, Permutation, Hierarchies, and Vectors
[25, 26].

SocNetV (3.0.4). It is a Social Network Analysis and Visualization software and it
supports file formats GraphML, GraphViz, EdgeList, GML, etc [26].

NodeXL. It makes easy exploration and visualization of network data including SN. It
is an add-on to Microsoft Excel (compatible with MS Office 2007 or above)

R. Itcanbe used for network analysis effectively in terms of manipulation of the graphs,
statistical, and mathematical modeling using packages like igraph, network, tidygraph,
and ggraph [27].

4.1 Comparative Analysis of Various Network Visualization Tools

The various existing network visualization tools vary in terms of open source or licensed,
ease of use and learning, scalability i.e. capability to handle small-scale to large-scale
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networks analyses, etc. Complex Networks analysis and visualization helps in discov-
ering structures and hidden patterns in a network for providing useful insights [28].
Some tools requires programming knowledge while some don’t require. In addition to
this, some tools run on desktop while others run using web-interface. Tools can also
be differentiated based on file formats supported by them and cost-effectiveness. Tools
may be compatible with single or multiple platforms. The network visualization tools

are compared in Table 3.

Table 3. Comparative Analysis of Various Network Visualization Tools.

S. No |Name of Tool and | Free/Licensed | Development Platform | O/S Support
latest version
1 Cytospace (3.9.1) Free and Open | Java based desktop Windows, Linux,
Source application Mac
2 Gephi (0.10) Free and Open | Cross-platform Windows, Linux,
Source application developed | Mac
in Java and Gephi
current stable version
works with Java 11
3 NetworkX Free and Open | Python Cross-platform
Source
4 Pajek (5.16) Free and Open | Delphi (Pascal) Windows
Source
5 SocNetV(3.0.4) Free and Open | C 4 + and Qt (used Windows,
Source for developing GUI’s) | Linux, Mac
6 NodeXL Free and open C#,.Net framework Windows
source
7 R Free and open C, Fortran Windows, Linux
source

5 Community Detection (CD)

CD is defined as the identification of a subset (group) of nodes that are more connected
with other nodes in the subset rather than with nodes outside the group. In other words,
it can also be considered as a higher number of internal connections (intra community)
as compared to external links (inter-community). The two main categories of CD are
classified as disjoint (non-overlapping) and overlapping. The communities can also be
detected based upon node similarity calculation using Jaccard Similarity and Cosine
Similarity.

Overlapping communities consist of nodes that are members of more than one com-
munity and each node’s belongingness or membership value varies in different com-
munities. Overlapping communities detection in the SNs can be done using various



208 S. Solanki et al.

modularity based approaches and each approach is having its own characteristics [29].
Overlapping region may consist of overlapping nodes or edges and they play significant
role in applications like information diffusion [6]. Overlapping nodes are also considered
important in structural analysis of networks as they participate in evolution of networks
by forming new links.

In Python we have different libraries available for detecting communities and one
of them is “communities” library and it is helpful in implementation of CD algo-
rithms namely, “Louvain method”, “Hierarchical Clustering”, “Spectral Clustering”,
and “Bron-Kerbosh algorithm”. The prerequisite for using these algorithms is to rep-
resent an input graph using 2D matrix where adjacency matrix is an representation of
undirected graph and edges are either weighted or unweighted [30]. Python also pro-
vides other CD libraries like CDLIB [31]. Different CD algorithms based on structural
characteristics of networks along with important highlights are given in Table 4.

Table 4. Algorithms for Community Detection based on structural characteristics.

Algorithm Name and its Type of Input needed | Important Points
Complexity and Communities
Detected
Louvain’s Method complexity is | Undirected Graph, It makes use of properties of
O(n.logzn), where n is the no. of | weighted graph (Take | edges in the graph and generates

nodes in the graph

input as an adjacency
matrix) and detects
Disjoint Communities

dendogram as an output. Its
lowest level represents
communities of smallest size
It may yield badly (weakly)
connected communities or
disjoint communities and it is
based on Modularity
optimization (maximization of
modularity)

Improved versions of Louvain
algorithm like NI-Louvain can
also be used for overlapping
community detection

Girvan-Newman Algorithm
complexity is O(m?n) time,
where m is the number of edges
and n is the number of nodes in
the graph

Takes input as
Undirected Graph and
detects Disjoint
Communities

It is based upon edge
betweenness centrality and not
applicable to directed graph
CONGA (Cluster-Overlap
Newman Girvan Algorithm) is a
CD algorithm based on
Girvan-Newman Algorithm

(continued)
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Table 4. (continued)
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Algorithm Name and its
Complexity

Type of Input needed
and Communities
Detected

Important Points

Hierarchical Clustering
Algorithm complexity is 0o@m3),
where n is the no. of nodes in the
graph

Takes input as
Undirected Graph and
detects Hierarchical
Clusters

It is based upon the bottom-up
approach for getting hierarchical
clustering. Each node belongs to
its own community and then, the
most similar pairs of
communities are merged until no
further gains in modularity are
obtained

Spectral Clustering Algorithm
is NP-Hard algorithm

Takes input as
Undirected Graph and
detects Overlapping
Communities

It makes use of the eigenvalues
of the adjacency matrix which
holds information about
community structure. It requires
information about the number of
communities to be formed

It works via embedding the
vertices of a graph into a
low-dimensional space using the
bottom eigenvectors of the
Laplacian matrix

It transforms clustering into a
graph-partition problem and it is
time-consuming for dense
datasets

Bron-Kerbosch Algorithm

If input graph has less than 3%/3
maximal cliques then its time
complexity is O(3%3)

Takes input as
Unweighted,
Undirected Graph and
detects Overlapping
Communities

It is a max-clique-based
community detection algorithm

NISE [6, 32]
(Neighborhood Inflated Seed
Expansion)

Takes input as
Undirected Graph and
detects Overlapping
Communities

It is PageRank-based local
expansion method, scalable and
effectively finds highquality
overlapping communities,
similar to ground-truth
communities

(continued)
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Table 4. (continued)

Algorithm Name and its
Complexity

Type of Input needed
and Communities
Detected

Important Points

NEO-K-Means (Nonexhaustive,
Overlapping K-Means

Takes input as
Undirected Graph and
detects Overlapping
Communities

This algorithm is an
improvement to the traditional
k-means clustering with an
objective to capture the degrees
of overlap and
non-exhaustiveness

Distributed Neighborhood
Threshold Model (DNTM) [33]

Takes input as
Undirected, Directed,

This algorithm is based upon
generating non-overlapping

O(IVLb 4 IOCNL.INrl) Weighted Graph and clusters first and then
detects Overlapping overlapping nodes are found to
Communities update the previous clusters

result to achieve final
overlapping clusters

In complexity analysis, IVl is the
no. of vertex in graph, b is the
branching factor, IOCNI is the no.
of overlapping candidate nodes,
and IN1l is no. of neighborhoods
in other clusters

6 Evaluation Metrics for Effective Community Detection

The output of CD algorithms i.e. detected communities can be validated using
groundtruth communities if it is available for the dataset we are using for commu-
nity detection. The benchmark datasets available with ground-truth communities such
as DBLP (Collaboration Network), friendster, Orkut, and LiveJournal (Online Social
Networks) can be used for OCD [34]. The various measures to quantify the performance
of CD are discussed below:

6.1 Modularity

Various metrics can be used to measure the strength of the community and the most
popular of them is the modularity measure. Modularity defines the strength of the parti-
tion of the network as a community. It is the measure of the density of intra-community
links as compared to intercommunity links. As per the initial idea given by Newman and
Girvan, modularity “Q” can be defined as given in (4) [35]:

1
Q=5- ZW [Auw — KuK,18(Cy, Cy)
I, (u,v)eC
0, otherwise

where 8(Cy, C,) = { 4
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€9

Auyy represents the adjacency matrix entry at row “u” and column “v” (It is equal to

[TAR ]

1 if there is an edge from node “u” to node “v” and otherwise it is 0.)

(71}

C, and C, are the communities to which node “u” and node “v”” belongs.

K, and K, represents the degree of node “u” and “v” respectively.

m is the number of edges in the graph. [12]

Equation (4) of modularity is only applicable to an undirected and unweighted graph
and at any instance produces only two communities. Belongingness factor refers to
degree of association of a particular node in a community. This basic definition is further
modified for directed graphs, overlapping community detection, and weighted graph etc.
Further, many researchers have tried to optimize modularity and this is considered as NP-
Hard problem. Modularity varies between -1 and 1. The higher value of Q1i.e. 1 or close to
it indicates stronger community structures and Q = 0 means no communities identified
[29]. In other words, modularity tells about the density of edges within communities
with respect to edges outside communities.

6.2 Density/Edge Density

This metric tells about how connected a network is. It is calculated as ratio of number
of edges in the network and number of possible edges. The possible number of edges
for a directed graph of “n” nodes can be calculated as “n * (n-1)” and for an undirected
graph it can be “(n * (n-1)) /2” [12]. So, the density for a network is computed as:

For the directed graph, Density = S 5)
nxn—1)
Similarly, for an undirected graph ~ Density = . S— 6)
nx(n—1)/2

In (5) and (6), e is the number of edges. The value of density varies between 0 and
1 where 0 is the minimum density, and 1 stands for the highest density representing a
scenario where all nodes are connected to all the other nodes i.e. clique. It can be used
for comparison of networks especially egocentric networks.

6.3 Total Number of Intra-edges and Inter-edges

The higher count of intra-edges refers to better quality of community whereas higher
count of inter-edges refers to low quality of community.

No. of Inter - edges = |Outgoing Edges from community C| @)

Equation (7) refers to number of edges connecting nodes from one community to
another community nodes or total sum of weights of such edges.

No. of Intra-edges = |Edges inside community C]| (8)

Equation (8) refers to number of edges connecting nodes from the same community
or the total sum of weights of such edges.
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6.4 Contraction

This metric gives the average number of edges per node inside the community C or the
average weight per node of such edges. The higher value of contraction refers to the
better quality of the community. It can be calculated as in (9) and (10):

. 2 x |Edges inside community C|
Contraction =

- - for undirected networks )]
|Nodes in community C|

|Edges inside community C|

Contraction = for directed networks (10)

|Nodes in community C|

6.5 Expansion

Expansion measures the average number of edges (per node) that point outside the
community C or the average weight per node of such edges. The lower value of Expansion
refers to the better quality of the community. It can be calculated as in (11):

B . |Edges connecting nodes outside community C| (11
Xpansion =
P |Nodes in community C|

6.6 Conductance

The evaluation of community detection can also be done using conductance metrics
and it is defined as the ratio between edges representing relationships that point outside
community “C” and the total number of relationships of “C” as in (12) and (13). The
lower value of the conductance refers to strongly connected community [36].

For Undirected Graphs (Networks)
|Outgoing Edges from community C|

Conductance = — - - p (12)
2|Edges inside community C| 4 |Outgoing Edges from community C]|
For Directed Graphs (Networks)
Outgoing Edges from community C
Conductance = — [Oute - £ - unity C| - (13)
|Edges inside community C| 4 |Outgoing Edges from community C|
6.7 Purity

Purity is one of the generally used metrics for cluster analysis and it can be applied to
network partitions (communities). It varies between 0 and 1, where 1 stands for maximum
purity i.e. all the nodes with one community label say c1 are partitioned in one community
and there is no other community node (say a node labelled with community c2) present
in it. The main disadvantage of this metric is that all nodes need to be labelled with
community label i.e. we need to know beforehand to which community a node belongs
to. Purity increase with increase in number of clusters (communities).
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Table 5. Confusion matrix to evaluate performance of classification.

Predicted Class
1 0
_ 1 True Positive (TP) False Negative (FN)
] w2
= @
juﬁ g 0 False Positive (FP) True Negative (TN)

6.8 Metrics for Community Evaluation Based on Confusion Matrix

The detected communities can also be validated using ground-truth communities and
the metrics used for comparison are given in Table 5.

In order to compare result of CD algorithms in the form of clusters (communities)
with ground-truth communities, we try to compare for every possible pair of nodes,
whether they belong to same community or different community as shown in Table 6.

Table 6. Confusion matrix to evaluate performance of community detection [37]

Predicted Class (Clustering Results)
1 (Cvi=Cyvj) 0 (Cvi!=Cyvj)

1 (Cvi=Cyvj) True Positive (TP) False Negative (FN)

0 (Cvi!=Cyvj) False Positive (FP) True Negative (TN)

Actual Class
(Ground-truth)

In the Table 6, for a pair of nodes (vi,vj), Cvi means the community to which node vj
belongs. Similarly, Cvj means the community to which node vj belongs. The community
detection method results in communities and each node in the graph is labeled with the
community number to which it belongs as per prediction.

Cvi = Cvj means both nodes vi and vj belong to the same community and
Cvi != Cvj means both nodes vi and vj do not belong to the same community

TP: It means pair of nodes belongs to the same community in ground-truth communities
and they also belong to the same community in communities generated by CD algorithms.

FP: It means pair of nodes does not belong to the same community in ground-truth
communities but prediction results of CD algorithms show them in the same community.

FN: It means pair of nodes belonging to the same community in ground-truth
communities but the prediction results of CD algorithms show them in a different
community.
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TN: It means pair of nodes belongs to a different community in ground-truth com-
munities and prediction results of CD algorithms also show them in a different

community.

In classification models, we can also set a threshold value and if it is set to a low
value then it will either result in an increased number of False Positives or decreased
number of False Negatives and vice-versa [40]. Setting up of right threshold value is
very important for classification model performance. ROC Curve can be plotted between
TPR (along the y-axis) and FPR (along the x-axis).

On the basis of the confusion (contingency) matrix in Table 6, some metrics for CD
algorithms performance evaluation is computed as shown in Table 7.

Table 7. Community Detection Performance Evaluation Metrics [38]

Evaluation Metrics

Mathematical Formula and Description

Precision Precision — P _ No. of nodes belongs to Comrr_mnily delec_ted
TP+FP Total no.of nodes detected in community

It refers to the fraction of instances positively labeled are truly
positives. Denominator refers to nodes truly classified in community
detected and nodes which are wrongly classified in this community
but belongs to another community [39]

Recall / Sensitivity/ Recall = TP _ No. of nodes belongs to community_ detected

hit-rate / True Positive . TP+F{V Tutal.nf)des of the con?muml.y

Rate (TPR) Itis the.proportlon of actual positives thgt are identified .correctly.
Denominator refers to nodes truly classified in community detected
and nodes which are wrongly classified in another community

Specificity/ True Specificity = %

Negative Rate (TNR) | It measures the proportion of actual negatives that are correctly
identified and it is opposite of recall

Accuracy Acarscy = ey = Mo
It is defined as proportion of predictions that are correctly classified
by the model i.e. true class predicted as true and false class predicted
as false

F1 Score F1 Score = 2TP+21£1€+FN = Z;fercefsisol;z)i*éefa‘;ll l

It is defined as harmonic mean of Precision and Recall

False Positive Rate

FPR = 1 — Specificity = | — 77275 = TWrFP
It indicates the proportion of wrongly classified (predicted) instances

in the true class and total negative class instances

6.9 Normalized Mutual Information (NMI)

It is a normalization of the Mutual Information (MI) score to scale the results between 0
(no mutual information) and 1 (perfect correlation). It is used to estimate the clustering

quality.
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7 Conclusion

This research was primarily focused on the structural characteristics of networks and
how they are playing a significant role in CD. A network with dense connections, having
more connected components, and a high value for centrality measures like betweenness
and closeness centrality is more suitable for finding communities. Further, communities
can also be identified in a network by taking seed nodes included in the centre of a graph.
Such nodes are generally connected with more nodes and due to their high influence in
the network may lead to better CD. Max-clique finding is an NP-Complete graph problem
and there is no polynomial time deterministic algorithm for finding max-clique. This
problem requires high computational power and hence it is difficult to execute such tasks
on large-scale graphs. Further, this study also leads to the identification of peripheral
nodes that are important in applications like information diffusion across communities
or subgraphs in a graph. Peripheral nodes are also part of overlapping regions between
more than one network. This study is also helpful in deciding influential nodes for viral
marketing. The comprehensive details of community evaluation metrics are beneficial
for researchers to choose algorithms with better performance and comparative analysis
of network visualization tools will be helpful in selecting the right tool as per requirement
for exploring more features of networks. In the future, more indepth structural analysis
of large-scale networks can be extended to generate better understanding of network
characteristics based on empirical results.
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Abstract. Deceptive reviews on internet platforms are a harsh reality in today’s
world. Businesses and products are praised or vilified through reviews. In an
online or web society, users get help from reviews before making a decision and
in a similar way, web reviews are also very helpful for organizations to keep them
updated as per customer needs. Many efforts through various algorithms have
already been made to detect deceptive reviews. It has been observed that instead
of focusing only on algorithms to find optimal predictions, it is also necessary to
pay attention towards the selection of effective features. Datasets used for machine
learning are loaded with a large number of additional features which are usually
not required. This paper is presenting the significance of the meta-data-based
features in order to predict the fake and genuine reviews. In the domain of finding
suspicious reviews, various methodologies used for the selection of the optimal
features are presented in the paper with the help of the amazon dataset. The target
of this approach is to ensure the use of noise-free, relevant, non-redundant, optimal
features of the dataset which will result in better predictions.

Keywords: Feature selection techniques - attributes - features - big data - data
mining - meta-data - noise - redundancy

1 Introduction

There is a significant growth in amount of high-dimensional data that is available and
accessible to the general public online. Because of this, machine learning techniques
struggle to handle the abundance of input features, which presents an intriguing chal-
lenge for researchers. Pre-processing the data is crucial for the successful usage of
machine learning techniques. One of the most used and significant data preprocessing
techniques, feature selection, is now a mandatory step in the ML process [1]. As a result,
data mining methods are expedited. Specifically, when modeling is to be done for the
detection of deceptive reviews accounts [2, 3] which is one of the leading problems
of machine learning, then it becomes very important to identify best features for bet-
ter predictions. Initially, it was believed that machine learning/classification/clustering
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is all about algorithms when somebody wants to find the optimal prediction. It was
another belief that a better machine will give better results or predictions but in actuality,
this is not the case; the selection of correct data and correct attributes make the output
optimal. End of the day, it comes down to creating or identifying variables that utilize
previously-stored business experiences and then pursuing the best decisions regarding
which variable to choose for your predictive models! Unfortunately, or fortunately, both
these abilities require a lot of training. There is likewise some workmanship engaged
with making new elements - certain individuals have a skill of tracking down patterns
where others battle. The following approaches can be used for the selection of features

[3]:

The subset with best commitment in terms of size and assessment measure.
Reduce the size of the subgroup that complies with the limitations of the specific
assessment measure.

e Number of features in the subset with the specified size that maximizes an evaluation
metric.

There are two main methods for choosing features. Individual evaluation and subset
evaluation are the first and second, respectively. Individual Evaluation is the term used
to rank the features [4, 5]. An individual feature’s weight in an individual evaluation is
assigned based on how relevant it is. Candidate feature subsets are built using a search
method in subset evaluation. A commonly used procedure for selecting features is given
in Fig. 1 which is divided into four phases: generation of subset/group, evaluation of
subset/group, criteria used for stopping and validation of results.

2 Earlier Findings

A suitable classification model was created by Fong et al. [6] for extracting a set of
(precise) characteristics from HD data. Swarm Search (SS), a revolutionary method, is
created to identify an ideal feature set by utilizing meta-heuristics. This search is seen
to be beneficial since it has the freedom to use any classifier as its fitness function. To
create a model with good high accuracy, a unique feature selection method is proposed
by Fong et al. [7]. The novel and effective CCV technique is created to achieve the best
possible balance between generalization and overfitting in order to increase classification
accuracy. Finally, a quick discriminating approach called Hyper-pipe is used to examine
the group that produces the best classification accuracy. An improved firefly heuristics
was created by Selvi and Valarmathi [8] for efficient feature selection. For local searches,
the Firefly Algorithm (FA) is exceptional. However, it might be forced towards local
optima, making it unable to perform global searches with great precision.

This uses classifiers from naive bayes (NB), k-nearest neighbor algorithm (KNN)
and multiple-layer perceptron neural network (MLPNN) to categorize the selected char-
acteristics. This particular type of firefly-based feature selection improves twitter data
classification while simultaneously reducing time complexity. The results of the stud-
ies demonstrate that the novel FA-based feature selection approach enhances classifier
performance. The kernel-based techniques were applied in an online situation by Kivi-
nen et al. [9]. The three main problems encountered in the online setting are addressed
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Original Dataset

(All Feature Included)

Generation of Subset/Group

Evaluation of Subset/Group

Criteria for
Stopping

Validation
of

Results

Fig. 1. Feature selection process.

by the examination since data is presented in this setting sequentially. The overfitting
issue has been noticed among the typical online linear technique settings, kernel-based
estimators, and training duration of batch. Grolinger et al. [10] proposed a method
for classifying huge data using a MapReduce-based model. This paper focuses on the
obstacles involved in implementing MapReduce for big data and proposes a classifica-
tion model based on MapReduce to address them. Such a method determines the classes
for samples and improves the parallelism observed in computing. With extreme learning
machine (ELM), Huang et al. [11] looked into several learning strategies. Investigation
demonstrates that ELM performs better in terms of big data categorization than proximal
support vector machine (PSVM) and least square support vector machine (LS-SVM) and
operates with more efficiency.

A variety of techniques presented in Fig. 2 were found in the existing literature.
The set of representative features must be identified using the data class label, which
is a prerequisite for all of the aforementioned procedures [12]. The majority of real-
world applications, however, use unlabeled data, and identifying data can slow down an
application. To the best of our knowledge, there is only one approach that is practical
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for applications that call for the selection of streaming features while not requiring data
class labels for the feature selection procedure [13]. The disadvantage of the suggested
approach is that it necessitates the initial establishment of link information. Furthermore,
it is presumed that the link information is stable, which is undoubtedly false because it

might alter dynamically [14].

Static
Data

Conventional
Data

Heterogeneous
Data

Multi-
Source Data

Multi-View
Data

Traditional
FS

Multi-
Source FS

Multi-View
FS

Fig. 2. Data extraction, collection or fetching strategies.

3 Features Selection Strategies

When there are a lot of features available, then it is not necessary to use every feature
available while building an algorithm [15-17]. Supplying only the most crucial features
may help the algorithm for better predictions, training of the model becomes faster, the
complexity of algorithms is reduced and the problem of overfitting is minimized.

3.1 Filter Methods

The main criterion for variable selection by ordering in filter methods uses variable
ranking approaches. Ranking techniques are utilized because they are straightforward
and have a proven track record in actual applications. The variables are scored using an
appropriate ranking criterion, and variables below the threshold are eliminated. Since
ranking techniques are used prior to classification to weed out irrelevant factors, they
are filter techniques. The ability to provide meaningful knowledge about the various
data classes is the fundamental characteristic of a unique feature. This characteristic is
best described as feature relevance [18], which gives an indication of how well a feature
can distinguish between various classes. This method is used for preprocessing in most
cases. The process lifecycle of the filter method is graphically demonstrated in Fig. 3. It
used relationships and correlation, for example, chi-square, ANOVA, LDA and Pearson
correlation etc.
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Features Best Subset Algorithm PaiasIcS
Fig. 3. Process lifecycle of filter methods.

3.2 Wrapper Methods

An attempt is made to train a model using a subset of features and choose to add/ subtract
features in reference to the earlier model. The wrapper method is highly expensive.
The process lifecycle of the filter method is graphically demonstrated in Fig. 4. Due
to the difficulty of evaluating 2V subsets, poor subsets are discovered by using search
algorithms that heuristically locate a subset. Tree structure was employed in the BB
(Branch-bound) approach [19] to assess several sub-sets for the specified features. But
if there were more features [18], the search would expand tremendously. For larger
datasets, exhaustive search techniques can become computationally expensive. Because
they are computationally practical and can give effective results, simplified methods
like sequential search, swarm optimization [20] and genetic algorithm [21] are used.
Commonly used examples are recursive and backward elimination, forward selection
and algorithms such as sequential selection and heuristic search.

Selecting the Best Subset

v

Set of all ' Generate a > Learning » Performance

Features Subset Algorithm

Fig. 4. Process lifecycle of wrapper methods.

3.3 Embedded Methods

To develop embedded methods, best features of filter and wrapper methods are combined.
Built-in feature selection strategies are used in this method. Process lifecycle of the
filter method is graphically demonstrated in Fig. 5. In contrast to wrapper approaches,
embedded techniques [22-24] aim to shorten time required for re-classification. The
main strategy is to include feature selection throughout the training phase. Although
mutual information (MI) is a crucial concept, the ranking utilising MI produced subpar
results and class output was taken into account. A greedy search strategy is employed
in [25] to assess the subgroups. The objective function is created in a way that when a
feature is selected, the mutual information between feature/class output is maximized,
while feature and the subset of the features that have already been selected is minimized.
LASSO and RIDGE reduce overfitting [26, 27]. Regularization L1 and L2 are carried
out during lasso regression and ridge regression respectively.
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Selecting the best subset

Generate the ' Learning A!gorithm +

Set of all I
Features Subset Performance

Fig. 5. Process lifecycle of embedded methods.

3.4 A Concatenation Approach Using Meta-data

In order to identify most suitable features for experiment purpose, various state of the
art techniques falling under the filter, wrapper and embedded methods were explored
experimentally. Techniques such as information gain, chai-square test, correlation coef-
ficient were applied to select relevant attributes/features with respect to target attribute
using correlation approach. Recursive feature estimation and generic algorithms were
used to combine the attributes. Further, approach of combining attributes was also exper-
imented using decision trees as well and it has been noticed that it is more cheaper or
faster. Finally, meta-data of deceptive reviews was concatenated and performance of
new approach was tested and same is presented in next section [28].

4 Experimental Setup and Result

This section will present an experimental setup of a meta-data-based approach used
for feature selection, datasets used for experimental purposes, evaluation metrics and
results. Only structured data was used for experimental purpose. Amazon datasets were
used for experimental purposes having twelve features namely reviewer id, reviewer
name, review time, product id, review text, summary, vote, image, overall, style, verified
and unix review time. Further, performance of selected features is tested with the help
of metrics such as accuracy, precision, recall, error rate and f1-score. Results show that
it doesn’t matter how many features are used as the independent variable; the property
or characteristic of the features is more important than the count. Table 1 is presenting
performance on various metrics with respect to count of features and type of features.

Table 1. Comparative performance of features selected using filter, wrapper and embedded
methods.

Name of Features Accuracy Precision Recall F1-Score | Error Rate
reviewerID, 0.63450704 | 0.62505856 | 0.67450704 | 0.64884 | 0.36549296
reviewerName,

reviewTime, asin,
reviewText, summary,
vote, image, overall,
style, unixReviewTime

(continued)
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Table 1. (continued)

Name of Features Accuracy Precision Recall F1-Score | Error Rate
summary, vote, image, | 0.73450704 | 0.80505856 |0.70422535 |0.75127 |0.26549296
overall, style,

unixReviewTime

reviewerlD, 0.85802817 |0.87896184 |0.84802817 |0.86322 |0.14197183
reviewerName,

reviewTime, asin,

unixReviewTime

vote, image, style 0.59450704 | 0.42505856 |0.53450704 |0.47354 | 0.40549296
reviewerlD, 0.73802817 |0.72896184 |0.83802817 |0.77970 |0.26197183
reviewerName

reviewText, summary 0.83450704 | 0.82246701 |0.83450704 |0.82844 | 0.16549296
reviewTime, 0.63450704 | 0.64775059 |0.69545070 |0.67075 | 0.36549296
unixReviewTime

reviewText 0.82394366 | 0.81276856 |0.82394366 |0.81832 |0.17605634
Summary 0.72802817 |0.77896184 |0.76546817 |0.77216 |0.27197183

Performance of various approaches are presented graphically such as Fig. 6 is pre-
senting a demonstration of comparative performance when different number of features
are applied for each test, Fig. 7 presents the performance of embedded vs filter methods,
Fig. 8 presents the performance of the direct feature and Fig. 9 is presenting performance
of meta-data vs direct features.

1.0000000000
0.9000000000
0.8000000000

0.7000000000
0.6000000000
0.5000000000
0.4000000000
0.3000000000
0.2000000000
0.1000000000 I I
0.0000000000
11 6 5 3 2 1

B Accuracy M Precision Recall F1-Score M Error Rate

Fig. 6. Comparative performance when a number of features are applied.
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Fig. 7. Performance of embedded vs filter methods.
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Fig. 8. Performance of direct features.
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Fig. 9. Performance of meta-data vs direct features.

S Conclusion and Future Scope

Fake reviews on internet platforms are sometimes considered spam and that’s why day
by day it becomes a very big challenge for society and people are relying upon these
before taking decisions. It has also been noticed that products, organizations and even
persons are praised/dispraised using these reviews which are sometimes being written
by fake users or authors. This paper has tried to optimize the process of detecting fake
reviews by focusing on the selection of attributes instead of focusing more on techniques
to find deceptive reviews. State of art techniques are discussed in this paper which is
further implemented on the amazon data set and their performance is tested and verified
using various metrics. The leading outcome of this paper is that time and energy spent
on the selection of features is really fruitful for better predictions.
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Abstract. The news which is specially created to misguide as well as mislead
the readers is termed fake news. Fake news can cause potential harm to both the
individual and society. The problem of fake news has increased far more quickly
in recent years. Social networks have significantly changed the scope and effect of
their overall influence. Daily, a huge amount of information is released in print and
online media, but it can be difficult to determine if the information is accurate or
not. A significant amount of study has been done in this area in recent years with
positive outcomes. In this modern era, machine learning is the answer to every
issue. It can provide answers that people cannot readily think of and is applied
in practically all disciplines, domains, and research. Many different algorithms
in machine learning and artificial intelligence can help us in identifying as well
as eliminating fake or false news. In this article, supervised learning is used. To
determine the false news, the authors have used four machine learning algorithms
in this study: Decision Tree (DT) classification, Logistic Regression (LR), Random
forest (RF) and Passive Aggressive classifier (PAC). After comparing the output
of each method, the one with the best accuracy is selected. The PAC outperforms
the other classifiers and produces the best result.

Keywords: Machine learning - Confusion Matrix - Random Forest Classifier -
Passive Aggressive Classifier - Decision Tree Classification - Logistic Regression

1 Introduction

The main aim of false news is deliberately mislead an individual or a group of individuals.
It is a form of propaganda that is distributed under the disguise of actual news. More
and more individuals are getting their news through social networks rather than from
traditional media as a result of social networks’ rising popularity. It is one of the biggest
threats to democracy as well as the freedom of speech today. The general public’s trust
in the government has been damaged. The spread of false information will become
more obvious over time. False information can spread widely and do great harm to both
individuals and society.

Fake news, a form of yellow journalism, is news that might be a hoax and itis typically
distributed through social platforms or any other kind of online source. This in turn is
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frequently carried out with political agendas to advance or impose particular ideas. The
rise of misleading websites has two main reasons: one is financial, as viral news earns
significant advertising money; the other is ideological since false news outlets frequently
try to influence public opinion on these topics [1]. It was noted that during the election of
the US president, many of the circulated articles on social platforms were false. In recent,
afake video that was concerning Kerala fighting the floods went viral on social platforms
like Facebook and claimed that Kerala’s Chief Minister was enforcing the Indian army
to cease conducting rescue operations in the parts of Kerala which were flooded [2].
The news that a particular user sees online may not always be accurate. When the news
has an emotional connection to them, the probability that they will distribute it increases
significantly [3]. It is becoming more and more difficult in making the difference between
false and true news, which causes problems and misunderstandings. It is challenging to
spot fake news manually; only when the individual doing it has a thorough understanding
of the news’s subject it is possible. Modern technology innovations have now made it
quite easier to create as well as spread a false piece of information, but it is much
more challenging to tell if the information is accurate or false. Based on their textual
content, certain articles could be flagged as fraudulent using a variety of computer
algorithms. Most of these methods are dependent on some of the fact checker websites
like “PolitiFact” and “Snopes”. There are several archives maintained by researchers that
list the websites that have been considered suspicious and fake. The issue with this kind
of resource is that the articles and websites that are fake must be identified by human
expertise. More importantly, fact-checking websites only include articles from specific
fields, like politics, and do not use a broad definition to distinguish between fake news
from multiple fields, like entertainment, sports, and technology. The internet contains
data in many different formats, such as documents, audios, and videos. Unstructured
content that is released online, such as news, articles, videos, and audio, presents more
difficulties for categorization and identification because it is purely a human-expertise
task.

The Logistic regression, Passive aggressive classifier (PAC), Random Forest and
Decision tree classification were employed as a supervised form of learning classifiers
in this study for comparison. PAC is highly suited for news stories that are constantly
being published. Online learning is more suited to applications where the training set
typically arrives sequentially because predictive models are updated sequentially, com-
pared to conventional batch learning that assumes training data is already available even
before the learning phase starts. Even more, websites exist that nearly solely manufac-
ture bogus news. They purposefully spread propaganda, disinformation, hoaxes, and
half-truths disguised as news, and by frequent use of social media to boost web traffic
and their impact. Given how challenging it has become to identify false news on social
media, it is clear that an effective strategy must consider a variety of variables. Despite
these drawbacks, machine learning has been crucial for classifying information. A sig-
nificant amount of study in this field has been done recently with positive outcomes. The
development and success of artificial intelligence and machine learning have relieved
humans of needless labour. Machine learning is the study of how computers learn without
being explicitly programmed. In this field computers or machines are allowed to learn
and act like a human mind. Machine learning is one of the newest and most promising
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technology. Computers are most different from humans in that they can learn, as the
name suggests. Machine learning is undoubtedly utilized widely in different kinds of
applications today. In a variety of fields where it’s difficult or not practical to develop
conventional techniques which can complete the required tasks, such as computer vision,
speech recognition, email filtering, medicine, and agriculture, machine learning algo-
rithms are used. These technologies can protect society from unneeded upheaval and
social unrest by detecting fake news. Machine learning uses many different kinds of
algorithms and mathematical approaches to train and learn a system.

First, the authors receive user input in the form of a dataset, which is then handled
by generating models based on a TF-IDF array. The next step is to extract the best
features for TF-IDF vectorizer. For this, the most frequently used words are employed,
with stop words such as “the,” “when,” and “there” removed, as well as the words which
appear at least a certain number of times in the provided textual data set. The real goal
is to develop a model that performs best with the TF-IDF vectorizer and choose which
classifier gives us the best result among the four which were used. For comparison,
supervised learning classifiers such as the Random Forest (RF), Decision Tree (DT)
classification, Passive-Aggressive classifier (PAC) and Logistic Regression (LR) are
employed.

Finally, the models’ performance is determined by means of confusion matrix. It
is a graph that is used to represent how effectively a classifier or classification model
performs on a given collection of data. Depending on how well the classifiers work,
the accuracy is received. Based on true and false positives and negatives, accuracy is
determined. The formula used in the calculation of accuracy is written in (1).

A TP + TN 0
ccuracy =
Y= TP+ FP+ 1IN + FN

Here TP shows “True Positive”, TN is “True Negative”, FP is “False Positive”, and FN
is “False Negative”.

2 Literature Review

Since fake news has such a large negative influence on civic and social behaviour,
research into fake news detection is a rapidly developing concern that is becoming more
and more important every day.

One of the classification approaches used in [1] is the Passive-Aggressive classi-
fier (PAC) for identification of the fake news. To determine the classifier with higher
precision, comparative research is also conducted in which the efficiency of other clas-
sifiers is measured. The additional classifiers include the Random forest (RF), K-nearest
neighbors (KNN), Decision Tree (DT) and Support Vector Machine (SVM). In addi-
tion to these classifiers, several additional deep learning, as well as a machine learning
process, have been used to tackle the same issue. Here supervised form of learning is
used. It is the process of developing a model using a data set that comprises input and
output parameters. Classification is also an algorithm in machine learning. The process
of classifying data elements involves predicting their class. Tags or categories are used
to describe the classes. A classifier organizes data into predefined groups or categories.
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One of these classifiers utilized in solving the problem of detection of false or fake news
is the passive-aggressive classifier. With the confusion matrix, the first data set used
for classification had a 98.87% accuracy rate, with true positives equaling 417, false
positives equaling 6, false negatives equaling 1, and true negatives equaling 373. The
accuracy of the second data set used in classification was 96.25% using a confusion
matrix, with True positives equaling 1002, False Positives equaling 30, False Negatives
equaling 45, and True Negatives equaling 924.

The three feature extraction strategies employed by the authors in the paper [2],
include Hashing, Count as well as TF-IDF vectorizer. In the following phase, the pro-
duced features are passed to the chosen classification techniques. Different machine
learning (ML) models, including PAC, Logistic regression (LR), Multinomial Naive
Bayes (MNB), Stochastic Gradient Descent (SGD) as well as a Multi-layer perceptron,
Nu support vector, AdaBoost, SVM, DT, Gradient boost, Linear support vector and
voting classifiers are utilized in learning and to recognize the patterns as well as their
outcomes. These models are assessed using some of the performance indicators to select
a better classifier that is effective. These models are then combined based on the anal-
ysis done to suggest a multilevel voting model achieves higher efficiency and then the
previously performed work is compared to it.

In [3], it is dedicated to the handling of false news in both NLP and machine learning.
In this paper, many data sets from various sources are used. On the data sets, the authors
have decided to apply multinomial naive bayes and PAC and also deep neural networks
(DNN) are used. First, missing values and inaccurate data were eliminated from the data
sets. Based on relevancy, some datasets had unnecessary columns that were eliminated.
Following that, the data sets are split into different parts like training, development, and
test set. The optimization of models was also done during training and development and
then tested on the “test” set. Except for one data set, it was discovered that the DNN
performed better than both the passive-aggressive as well as Naive Bayes classifiers.
The success of DNN is a result of the better representation of complex and nonlinear
structures by neural networks, which in this situation fits well.

In the study [4] the dataset is first preprocessed using text preprocessing techniques,
then fed to machine learning classifiers, and finally assessed using performance metrics.
The text preparation techniques make use of TF IDF and Count Vector. 20 percent of the
total data of the data set was used for testing the model whereas the rest 80 percent was
used to train the model. For comparison, they employed the scalable and efficient PAC,
which is an online supervised kind of classifier. It is an online learning classifier that is
utilized in situations like news, social media, and other situations where it is necessary
to monitor the data constantly. Using a few of the performance measures, including
recall, F1 score and also precision and accuracy. PAC has been compared to five distinct
machine learning algorithms, which include the NB, SVM, the RF, LR, and Stochastic
Gradient Descent(SGD). It was discovered that employing TF-IDF vectorizer and Naive
Bayes results in the poorest precision while PAC and SVM provide the highest precision.
SVM and PAC provide the highest accuracy, whereas NB provides the poorest accuracy.
The PAC as well as SVM are the best algorithms for this dataset when utilizing TF-IDF.
The conclusion derived is based on the accuracy of each model. When TF-IDF was
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employed, both of these algorithms produced more accurate results, and when the count
vector was used, the results were less accurate.

Paper [5] describes the procedure in three sections. The first section is static and
focuses on a machine-learning classifier. They studied the model and trained it with four
distinct classifiers before selecting the most effective one for the test run. The second part,
which is dynamic, uses the user’s keyword or text to do an online search to determine
the probability that the news is accurate. The final stage validates the authenticity of the
user-provided URL. In this experiment, the training of the model is done using 67% of
the whole data, and it is then tested using the remaining 33% of the data. A confusion
matrix is created to demonstrate the results of applying different extraction methods,
like Bag of words, TF-IDF vectorizer, and N-grams, to these three classifiers, RF, LR
and the NB. With a 65% accuracy rate, Logistic Regression was shown to be the best-
performing model. The performance of LR was subsequently improved by the authors
using gridded search parameter optimization, yielding a 75% accuracy.

In [6], the authors have chosen some machine learning techniques like NB, DT
and passive-aggressive as well as NLP techniques. For feature extraction, the count, as
well as TF-IDF vectorizer, are employed, and for classification, the DT along with the
Naive Bayes and Passive aggressive (PAC). By analyzing the confusion matrices of other
classifiers, they found that the PAC utilizing the TF-IDF offered the highest accuracy as
compared to the other classifiers.

The authors in paper [7] employed the TF-IDF as well as the count vectorizer for text
processing, and for the classification, they used NB and the PAC. This paper concludes
that the PAC and TF-IDF vectorizer are efficient because authors attained the 90%
accuracy with this model.

In [8], the authors employed frequency-based functions to train the algorithms
Stochastic gradient classifier, multinomial NB along with SVM, LR and PAC. The
results were deemed to be quite promising and provide scope for more study in the
field. With a TF-IDF vectorizer, linear SVM and stochastic gradient classifier algo-
rithms both obtained accuracy and the ROC area under the curve values of 90% and
95% respectively. The area under the ROC curve (AUC) is a binary classification perfor-
mance statistic. If the value of the AUC is 1.0, then all of the predictions were accurate,
whereas an AUC of 0.5 is considered to be good for random guesses. In two phases, this
project has advanced. In the First Phase, it used the headlines and body of the articles to
perform the highest posterior probability technique. The authors found that this strategy
was not particularly effective because there was a risk that fake news may appear in a
well-written piece, even though they saw greater accuracy results. In the second phase,
they suggested a method for more precisely classifying false news by looking at how
readers responded to such news pieces. In this paper, the author trained the model on
each of two distinct datasets (LIAR and another dataset downloaded from GitHub) that
were both of varying lengths. The author used Web scraping technologies in the name of
Python, such as Selenium and Beautiful Soup, to extract the comments from each URL
of the collected posts. With Selenium, the authors can extract the content from the server
version of the website, but the Beautiful Soup library can only extract data from the
client version of the page. Therefore, to scrape the necessary data, Beautiful Soup was
combined with Selenium. The linear support vector machine with the TF-IDF vector
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performed better than other models in this experiment, with the greatest classification
accuracy of 93.2%, the highest sensitivity of 92%, and the highest ROC AUC score of
97% documentedg.

The aim of paper [9] is to examine and compare several techniques to solve this prob-
lem, using a few of the traditional ML processes, such as Naive Bayes along with deep
learning methods like hybrid CNN and RNN. For text mining and picture identification,
CNN is frequently used. The hybrid strategy would improve the model’s performance
and produce better outcomes for content-based false news identification. These deep
learning methods are used in solving issues like speech recognition, NLP as well as
language translation and picture captions. In comparison to previous approaches and
implementations shown in this paper, the TF-IDF along with the hybrid CNN as well as
the RNN model has produced good outcomes.

NB, SVM, as well as the PAC, were utilized by authors in [10]. In this, the SVM
outperforms both the PAC as well as the NB algorithms in terms of accuracy, but it takes
longer to complete the task. On the test set, the PAC achieves an accuracy of 92.9%, NB
classifier has an accuracy of 84.056%, and the SVM provides 95.05% accuracy. SVM
is supervised learning algorithms. As a result, the model is created after training. SVM
is mostly used to categorize fresh data. SVMs perform better with smaller data sets.
SVM has a big disadvantage that while working on big datasets that are in training it
takes a long time. Online learning techniques known as passive-aggressive algorithms
are employed for both regression and classification. Compared to SVM, it is quicker
and easier to use, but it does not offer the same level of accuracy. Large-scale data
classification is its primary application. As a result, the SVM classifier is where the
suggested model reaches its most remarkable accuracy. The accuracy score of 95.05%
is the highest.

In the paper [11], the authors identify news items from diverse areas as genuine
or false using ensemble approaches and different sets of linguistic features. A 70/30
split is used to divide each data set into training as well as testing sets. For maximizing
accuracy for a particular data set with an ideal balance between the variance and the
bias, the learning algorithms were then trained on several hyperparameters. To optimize
the model for getting the best results, every model is trained several times on various
sets of parameters, using grid search. To evaluate performance across numerous data
sets, several ensemble approaches, including boosting bagging and the voting classifier,
are examined. Authors employ two distinct voting classifiers made up of three learning
methods: the very first voting classifier consists of an ensemble of the random forest along
with K-nearest neighbor (KNN) and LR, while the next voting classifier is made up of
the linear SVM, LR and classification as well as regression trees. Individual models are
trained using the optimal parameters to train the voting classifiers, and each model is then
evaluated based on the output label choice made using the top three models’ votes. Using
two booster set algorithms—AdaBoost and XGBoost, they trained a bagging set made
up of 100 decision trees. For all of the students in the set, a K-fold (k10) cross-validation
model is utilized. To lower the total error rate and enhance model performance, more than
one model is trained using a specific approach, which results in ensemble learners, which
typically have greater precisions. The learning methods that they utilized were the SVM,
RF and the Multilayer Perceptron (MLP) along with the LR and KNN. Linear SVM,
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CNN, and bidirectional long and short memory networks are the benchmark methods
utilized in the paper. Here, recall, accuracy, F1 score, and precision are employed as
performance indicators. In comparison to the individual learners, the ensemble learners
have consistently outperformed them in all performance parameters.

The authors of [12] have utilized six algorithms to identify false news: XGBoost,
NB, RF, DT as well as KNN and SVM. In creating this document, the LIAR PLUS
master dataset was utilized. Two sections of data are presented: 75% of the data is in the
first portion, which is trained data. Here, the algorithm distinguishes between genuine
and false news, and the data is then labelled with a 0 or 1, with 0 denoting false news
and 1, true news. After then, 25% of the remaining data will undergo testing to check if
the news is authentic or not. Final results reveal that XGBoost has the greatest accuracy,
over 75%, followed by SVM and RF, around 73%.

The authors of the paper [13] have proposed a hybrid system for detecting false
news that makes use of the incident classification model of machine learning. The model
of incident classification is made up of five NLP features and three knowledge check
features. They put the system into practice by utilizing the News API for knowledge
verification and Google’s NLP API for NLP analysis. Their machine-learning technique
for detecting fake news was the LR model in event categorization. The Kaggle Dataset
of fake news was used for training and validation. Then created a separate test dataset of
real news headlines from several verified news sources that adhered to strict journalistic
standards, and they processed each example in the set using the mechanism they had
already implemented. It displayed the system’s estimated probabilities that several news
headlines are fake.

The NB classifier, which is among the most utilized machine learning techniques,
has been utilized by the authors in [14] to provide a straightforward fake news detection
approach. The project aims to investigate the performance of NB for this specific task,
provided with the manually labelled dataset, and to encourage the use of Al for false
news identification. The authors also learned about the idea of web scraping, which
offered a plan for regularly updating the dataset so the authors can verify the accuracy
of newly updated Facebook posts. Web scraping is a method for extracting massive
amounts of data from various websites. A dataset created by GitHub that contains 11000
news articles classified as true or fake was used to assess the model’s efficiency. There
are 4 columns and 6335 rows in it. Index along with the title, text as well as label are the
four columns in the data set. The results of the simple NB implementation show that the
AUC scores have risen as the amount of data already collected under a given label has
increased, as in the case of Title and Text. Because the title was a condensed form of
the news stories, and the text was a more detailed version. The authors observed that the
second model’s area under the ROC curve scores increased when the idea of n-grams
was applied because the second model’s larger number of vectors gave it a stronger
capacity for judgement.

The authors of the paper [15] use a variety of traditional classifiers such as RF,
XGBoost (XGB) along with the KNN, SVM with kernel RBF, and NB. To categorize
fresh news stories as “fake” or “not fake,” each classifier learns a model using a set of
labelled data. The XGB and RF classifiers produced the best results, having 0.85 and
0.86 for AUC, respectively.
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The writers of the paper [16] extracted significant features in the article using the
TF-IDF feature extraction technique. The article headlines, article body, and publication
name are the characteristics that were retrieved from the datasets. The classification of
tweets uses the NB as well as the passive-aggressive algorithms. The PAC has produced
the best result, by giving out an accuracy of 78%.

The authors of the paper [17] employed seven machine learning processes on the
three standard data sets. They then used precisions and F1 scores to statistically confirm
their results. The study indicates that through experimentation the XGB classifier, in
particular, has helped in the effective identification of false or incorrect news with an
average accuracy of 88% and an F1 score of 0.91, beating other ML classifiers.

In [18], the authors present an ensemble of multiple models and reclassify the prob-
lem as a binary classification instead of a multiple classification problem. Ensemble
machine learning refers to a technique that integrates the output of multiple learners and
applies it to a data set to make a prediction. When multiple base models are used to
extract predictions that are combined into a single prediction, that prediction is likely to
provide higher accuracy than individual base learners. They have used N-Grams, Bag of
words, and TF-IDF vectorizer as textual feature extraction techniques. Here, the Bagging
classifier and AdaBoost give 70% accuracy in precision, F1 score and recall.

The authors of [19] utilized five alternative categorization methods, including LR,
long-term memory, SVM along with the NB and recurrent neural network (RNN). NB
along with the SVM and the LR all have the same degree of precision. SVM outperforms
other algorithms when a recall is considered, and SVM and Naive Bayes both have the
greatest F1 scores of 0.94.

To classify the fake news dataset, the authors in [20] used ten different kinds of
machine learning along with deep learning classifiers along with four conventional
methods for extracting features from texts, including count vector, TF-IDF, N-gram
level vector and along with the character level vector. The outcomes show that false
news content can be identified better with the use of the convolutional neural network.
Using several classifiers, this study got a precision range of 81 to 100%.

After conducting this extensive literature survey some of the machine learning tech-
niques were analyzed which had outperformed other algorithms which were used along
with them. Some of the best-performing algorithms which were used by many authors
in their study are Logistic Regression (LR), Passive Aggressive Classifier (PAC), SVM,
Random Forest (RF) and XGBoost.

3 Proposed Approach

Online news may come from many different kinds of places, including search engines,
news agencies’ homepages, social networking sites, and fact-checking websites. There
are various publicly available datasets for identifying false news on the internet. These
data sets have been widely utilized in numerous research projects to assess the trustwor-
thiness of the news. The data set employed for detection of fake news was downloaded
from Kaggle’s official website. This dataset is also small in size and requires a memory
space of only 29.2 MB. It has a size of 7796 x 4. Accordingly, there are 7796 rows and
4 columns. The news is defined in the very first column, the headlines, as well as its
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content, are present in the second as well as third columns respectively, and the news’
TRUE or FAKE status is indicated by labels in the fourth column.

3.1 Data Preprocessing

Social media data is unstructured sources of information with typos, slang, bad lan-
guage, etc. It is also relatively unstructured. Data needs to be cleaned before it can be
utilized for predictive modelling to get better insights. This was accomplished by doing
a fundamental preprocessing on the News training data. To transform the raw data into
the necessary format, data preparation, data cleaning, data reduction, integration etc. is
carried out. Datasets for this project are gathered from several sources with a variety of
properties and formats. As a result, the data could be redundant and contain unhelpful
qualities. So, using the necessary properties, the authors converted the data in desired
format.

A text classification model performs best when the words or text of a corpus and
features derived from those words are taken into account. Common terms, or “stop
words,” like “a,” “the,” and “they,” are eliminated, and the words which are appearing
only a few predetermined numbers of times in specific text datasets are kept. Before the
data is ready for analysis, text preparation is a crucial step. With a smaller sample space
for features in a noise-free corpus, accuracy is increased.

3.2 Feature Extraction

Feature extraction is the process which involves extracting clean and more precise infor-
mation from the data. The data is initially collected and stored in CSV format. When
solving real-world machine learning issues, the authors primarily used this approach to
extract or get the necessary information from the whole set of raw data in a dataset. Here,
in this model TF-IDF is the method which is employed.

TF-IDF Vectorizer. It is a technique which is used in converting the text into a mean-
ingful representation of numbers. Based on their frequency, it is used to extract text
characteristics from strings. For instance, if several words are repeated many times, then
it means that the given text has higher importance. The author normalized the appearance
of the word with the size of the document and that is why it is called frequency. The
formula to calculate term frequency is written in (2).

TF Number of times term appears in the document

Total number of terms in the document @

When calculating the frequency of terms, each term is assigned the same weight.

Some terms could appear often in the papers, which would make them less helpful in

determining the meaning of the text. Such words, such as “a,” “the,” and others, may

lessen the impact of words with more significance. The Inverse Document Frequency

factor is applied to lessen this impact. The formula used for calculating it is shown below
in (3).

3)

Total number of documents
IDF = loglog

Number of documents containing the term
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The product of TF and IDF is then used to calculate TF-IDF as illustrated in (4). A
higher TF-IDF score would be assigned to the most significant terms.

TF — IDF = TF x IDF 4)

3.3 Algorithms Used For Classification

The following algorithms have been used for the classification of fake news in the model.

Passive Aggressive Classifier (PAC). This is one of the few online learning methods
which is used for large-scale learning. It is quick and also simple to put into practice.
Such an algorithm is passive in the case of a successful classification and turns aggressive
in the event of a calculation, update, or adjustment error. As opposed to batch learning
when using the whole training data set at once, the online ML techniques make use
of the incoming data in a sequence and also update the model of machine learning
incrementally. When there is a lot of data and it would take too much computing power
to train the complete data set, this is extremely helpful. To put it simply, an online
learning algorithm acquires an example for training and updates the classifier and later
on, it discards the sample. Finding fake news over social media platforms such as Twitter
where a large number of new information is getting published each second, would be a
very good illustration of this. It would be excellent to use an online-learning algorithm
to dynamically read Twitter data continuously because the amount of data would be
€normous.

Logistic Regression (LR). It is one of the most well-known ML methods used. This
algorithm is used in the model because of some of its important features, it utilizes the
predetermined set of independent factors and then it predicts a categorical dependent
value. The output predicted by the logistic regression is a categorical dependent variable.
The output of it must thus be a categorized or a discrete value. It either can be a true or
a false, either 1 or 0, a yes or a no, etc. Besides generating a fixed value as an output
between 0 and 1, it gives out the probability values which fall under the range of 0 to
1. It is used for estimation of the likelihood that an event will occur (0/1, True/False,
Yes/No). The categorization issues are resolved using logistic regression because there
are only two scenarios such as either news would be fake or true.

This is particularly a helpful machine learning algorithm since it can help in the
classification of new data using both discrete as well as continuous data sets. It uses the
sigmoid function, a mathematical tool, to convert the predicted values into probabilities.

Decision Tree Classification (DT). This algorithm is used in this paper for detecting
fake news because it is a supervised form of learning algorithm which can be utilized
in solving both classification problems as well as prediction problems but it is mostly
utilized in handling classification problems. It is like a tree kind of structured classifier.
In this, there are the decision as well as the leaf nodes present in it. Where leaf node
represents the outcomes or results of the choices and they do not have any further
divisions or branches while the decision nodes are those that are used in making decisions
and may have a large number of branches. To run the test or make the decisions, the
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given dataset’s features are used. It uses a graphical representation to find every solution
that is possible under the given circumstances to a particular choice or a problem. It
is termed a decision tree because it starts from a root node which develops further in
multiple branches and forms a tree-like structure.

Random Forest (RF). This machine learning algorithm is also a type of supervised
learning. Here this technique can be used for solving the problems of both regressions
as well as classification. As the name suggests, this method employs multiple decision
trees on the different subsets of a particular data set provided and then it takes their
overall average which results in obtaining a better accuracy from the model. It takes the
outputs of each decision tree and based on the majority of the predictions it predicts a
particular output, as opposed to relying just on one decision tree. The more trees would
be there, the better the results would be achieved in determining the true and fake news.

3.4 Metrics Used to Access the Performance of Model

Some of the most significant metrics used to evaluate a machine learning model’s effec-
tiveness are examined in this section. These metrics assess the accuracy with which the
model can categorize or assess predictions. In this project, the metrics listed below are
applied.

Confusion Matrix. It is the tabular form of representation that represents the perfor-
mance of a model. It shows how many correct and incorrect predictions are made by
an algorithm. The performance of the particular model may be determined by using
a confusion matrix and getting different measures like accuracy, F1 score, recall and
precision.

For a binary classification issue, a 2 x 2 matrix is preferred. The target variable can
be given either positive or negative values. Its column displays the real values of the
target variable whereas rows display the estimated or can say the predicted values for
the target variable. The basic terms that are required to find the different performance
metrics are as follows:

True Positive (TP): It is the positively predicted numbers that were true.
True Negative (TN): It is the accurately foreseen negative values.
False Positive (FP): It is also called type 1 error where the prediction is positive, but
the original value is negative.

e False Negative (FN): This is also referred to as type 2 errors, where a positive value
is predicted as negative.

Classification Accuracy. In most cases, when something is claimed to be accurate, it
has to be correct. It evaluates the proportion of the accurate estimates made relative to
all the other predictions. The formula used to calculate accuracy is shown below in (5).

A TP + TN -
ccuracy =
Y= TP Y FP+ 1IN + FN
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Precision. Precision is calculated by dividing the actual correct prediction by the total
number of predictions the model produced. The formula which is used to calculate it is
shown in (6).
- TP
Precision = —— (6)
TP + FP

Recall. It is calculated as the number of TP divided by the total of TP and FN. The
formula used for calculating the recall is (7).

TP
Recall = —— @)
TP + FN
F1-Score. A weighted average of recall and accuracy is the F1 score. There are false
positive and false negative in accuracy and recall, therefore it takes both into account.
The formula to calculate the F1-score is written in (8).

®)

Recall x Precision
F1 — Score =2 x -
Recall + Precision

4 Results and Discussion

The library Pandas were used to load the data set from the CSV file. Scikit-Learn was
used to import the necessary packages used for text preprocessing, algorithms, and
performance metrics. The graphics are created using the NumPy and Matplotlib libraries.
Python has many libraries and extensions that make it simple to use in machine learning.
The Scikit-learn library is one of the good libraries to find machine learning algorithms
because it makes every type of ML algorithm available to Python, allowing for quick
and simple evaluation of ML algorithms. TF-IDF vectorization is the method used in
this study for text preprocessing, and four algorithms—PAC along with the LR, RF
and DT classification are used for the classification. The outputs of every algorithm are
compared by the authors. Some metrics are used to calculate the outcome. Accuracy
is one of the metrics to determine the performance of a particular model that has been
used in analyzing the result. The confusion matrix is generated while accuracy is taken
into account. The confusion matrix, which contrasts the actual classification with the
anticipated classification, is a 2 x 2 matrix. The outcomes of each algorithm used in this
paper are then contrasted. The outcomes of all the employed algorithms are displayed
below.

Figure 1 shows the confusion matrix of the PAC which obtained an accuracy of 93%
and LR gained accuracy of 92%.

Figure 2 shows the confusion matrix of the DT with an accuracy value of 80% and
RF with an accuracy of 90%.
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Fig. 1. Confusion matrix for the PAC and LR respectively.
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Fig. 2. Confusion matrix for the DT and RF respectively.

The PAC yields the best accuracy for this problem. It can handle big datasets because
they only change the model’s parameters in response to incorrectly categorized data.
Results analysis shows that the Passive-Aggressive Classifier can significantly outper-
form traditional classification techniques to detect fake news for specific data within
proven and effective machine learning algorithms. The Fig. 3 shows the chart of accura-
cies for all the four algorithms used. The detailed performance of each algorithm used

is listed in the Table. 1.
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Fig. 3. Accuracies of used techniques.

Table 1. Performance metrics values for all algorithms used.

Algorithms Used Accuracy (%) | Precision (%) | Recall (%) | F1 Score (%)
Passive Aggressive Classifier (PAC) | 93 93 93 93
Logistic Regression (LR) 92 92 92 92
Decision Tree (DT) 80 80 80 80
Random Forest (RF) 90 90 90 90

S Conclusion and Future Scope

The majority of tasks are being carried out online in the 21st century. Newspapers that
were previously more popular in hard copies are now being replaced by online news
articles and apps like Facebook and Twitter. Additionally, WhatsApp forward is a valu-
able resource. The growing issue of fake news only serves to complicate matters further
and attempts to sway public opinion and attitude toward the use of digital technology.
Spreading information that is not accurate to its source is known as fake news. They
sometimes have grave repercussions and can be deceptive. It is crucial to identify fake
news because of this. In this study, the authors looked for the best algorithms for spotting
fake news. Additionally, social media platforms have frequently been used to spread
misleading or fraudulent information, which has a detrimental impact on both a specific
user and also the society at large. This study aims to review, summarize, compare, and
assess current research on fake news in its entirety. The major goals of this project were
to propose a ML model which can accurately determine whether given news is real or
not and to achieve high accuracy in doing so. The TF-IDF vectorizer was used to extract
features from a political dataset, and then used four classification algorithms to compare
their performance and choose the best one for the model. In the end, a maximum accuracy
of the magnitude 93% was obtained. The model’s performance is also compared with
some existing models in the Table. 2. The proposed model has produced good results.
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Table 2. Comparison of proposed model with the existing models.

Authors Algorithms Used Accuracy (%)
Thampi, Sabu M., et al. [4] PAC 94.2
NB 82.5
RF 84.7
LR 91.5
SVM 94.2
SDG 93.8
Khanam, Z., et al. [12] XGBOOST 75
SVM 73
RF 73
Nikam, Shivani S., et al. [16] NB 73
PAC 78
Bali, Arvinder Pal Singh, et al. [17] XGBOOST 88
Proposed Model PAC 93
LR 92
DT 80
RF 90

The project’s implementation and the experiment that accompanied it revealed that

the PAC and TF-IDF work best together and can accurately identify more than nine out
of ten fake news articles, making them ideal for text classification tasks. The use of the
PAC and TF-IDF vectorizer is efficient, as this document concludes, as the authors were
able to obtain a good level of model accuracy. The classification in this study was done
on a select few news stories. As a result, adding more data on the news in the dataset in
the future will test its consistency of performance and use additional techniques to boost
users’ confidence in the system. Additionally, gathering real news that almost seems
fake will also enhance model training.
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Abstract. The primary goal of this paper is to classify images using Convolu-
tional Neural Networks (CNN) to determine whether a driver is using their phone
while driving or is paying attention to the road. There are a lot of road accidents
happening on a day-to-day basis for which one of the main causes was found
to be the driver behaviour. Talking on or texting on a smartphone while driving,
along with other distractions, can be highly dangerous. Recognizing these poor
driving habits can prevent many unfortunate events as well as save many lives. In
this study, we propose a CNN model to categorize photos of drivers on a binary
basis to ascertain whether the driver is using a phone while driving or is driving
safely. Dataset was created using images from Google to conduct the analysis. For
model training, equal proportions of the two image categories—driving safely and
talking on the phone—were taken. Customized CNN models were created using
different layers, and their accuracies were tested. Manual hyper parameter tuning
was done on various parameters as well as the CNN architecture. The best model
among all the models was the one which had 2 layers of convolution before 1 layer
of pooling, along with dropout layers and was trained with 20 epochs. This model
can be used in automobiles or in the traffic system to maximize the safety on the
road.

Keywords: Deep learning - Convolutional neural network (CNN) - Image
classification - Driver behaviour - Artificial Intelligence - Artificial Neural
Networks (ANN)

1 Introduction

According to a report from the Ministry of Road Transport and Highways (MoRTH),
there were a total of 4.12 lakh road accidents, which resulted in 1.53 lakh fatalities [1].
Driver behaviour can be a significant contributor to accidents, and so it is imperative that
drivers remain focused at all times. Safety cameras can be used to record the behaviour
of the driver, or the cameras which are built into the dashboard of the cars that can alert
the driver if he is getting distracted. Connected and autonomous vehicles are the future
of the world of transportation, but it will take a long time to reach complete autonomous
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driving of vehicles. Till then it will be necessary for a person to stay behind the driving
wheel for safety reasons. The driver will not only have to drive the vehicle safely, but
he also needs to monitor if the vehicle is having any issues. The driver in this situation
should always have his/her attention on the road and not get distracted by his phone or any
other distraction. Therefore, the connected vehicles should be capable of detecting the
driver behaviour and alert him in case he is distracted. This is where a machine learning
model can be deployed to detect the driver’s behaviour by using image classification.

Numerous researchers over the past ten years have sought to develop algorithms that
can detect driver preoccupation. These investigations differ in several ways. Driving
simulations were used by some while test tracks and/or realistic driving were used
by others to collect data. These investigations’ main objective, which is to pinpoint
specific form or types of distraction, also varies (i.e., visual, combined and cognitive).
Additionally, there is a massive concern with driver inattention since one of the primary
factors in deadly traffic accidents is driver distraction. In order to create a sophisticated yet
secure transportation system, it is crucial to be able to identify driver inattention. Many
deep learning and machine learning techniques have been used to determine whether or
not a driver is paying attention while driving.

In [2], the paper outlines the investigation into whether monitoring and evaluating
driving behaviour alone can identify unfavourable health conditions of a vehicle driver
in real time. The method bases its models of “regular” and “bad” driving behaviour
on observation and uses machine learning to generate them. In the use case described,
attention-deficit/hyperactivity disorder (ADHD) was the target condition. This condition
affects many teenagers who are old enough to drive, and if left untreated with medication,
it can be hazardous for safe driving. The exploratory character of the work reported
in this study aims to demonstrate scientific viability. As a result of thorough testing,
traces could be accurately characterized in up to over 82% of the test scenarios that
were presented. In [3], the authors aim to provide an in-depth review of the methods
used to identify driving distractions. Every study published between 2014 and 2021
was examined, and each was categorised based on the sensors they employed. A more
straightforward structure for illustrating the detection flow was introduced, beginning
with the sensors that were used, followed by the data that was gathered, measured,
processed, and finally inferred behaviour and distraction type. Based on the studies, a
condensed framework for displaying the detection flow is suggested and discussed using
CNN in [4]. As regularized CNN are crucial for MLP-Multilayer Perceptions, CNN use
a variety of regularization techniques and hierarchical patterns to achieve so. The success
of CNN can be linked to the neurons’ resemblance to those of living things. In this study,
CNN for object identification and picture categorization were compared.

In [5], the authors suggest using the sensor fusion technology to enhance outcomes
for identifying or detecting driving behaviour, and then discuss the performance matrix
after going over several in and out of car sensors. In-car sensors in the automobile,
measure things like the vehicle’s and engine’s speeds, the position of the throttles, and
the load on engine while driving. Out car sensors are the GPS, magnetometer, and
gyroscope. Risky driving behaviour was improved by the suggested integration of in-car
and outdoor sensors using Machine Learning techniques. In [6], TensorFlow, a machine
learning system, operates effectively and efficiently on a large scale in many different
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scenarios. It uses dataflow graphs to represent computation, shared state, and state-
modifying operations, and distributes the graph’s nodes across a cluster of machines.
TensorFlow is particularly well-suited for neural network training and inference and
can be utilized in a broad range of applications. As an open-source project, TensorFlow
is widely used in machine learning research and is also employed in various Google
services.

[7] aimed to develop algorithms for identifying distraction tasks that require concur-
rent visual, cognitive, and physical workload. Vehicle dynamics data was used to achieve
this goal. The effectiveness of several data mining techniques for detecting distraction
was examined using two linear (logistic regression and linear discriminant analysis)
and two non-linear models (random forests techniques and support vector machines)
to provide the most precise eating and texting distraction detection while driving. Ran-
dom Forest (RF) algorithms were used to obtain the highest accurate texting and eating
distraction detection, with detection accuracies of 81.26% and 85.38%, respectively. In
[8], computer vision algorithms are used in most existing methods for tracking driver
behaviour. Deep learning method are applied for analysing driver behaviour. This arti-
cle identified five distinct driving behaviours, including normal, aggressive, distracted,
drowsy, and drunk driving, using a range of driving signals, including throttle, accelera-
tion, speed, gravity, and revolutions per minute (RPM). They trained a 2D convolutional
neural network using deep learning techniques using driving signal images created by the
recurrence plot method (CNN). According to [9], adriving behaviour detection algorithm
was developed using a Long Short-term Memory (LSTM) Network and driver models
from IPG’s TruckMaker. Based on lateral and longitudinal acceleration restrictions, six
driver models have been developed. The suggested method is practiced using driving
cues from these drivers operating an actual truck model pulling five distinct trailer loads
along a synthetic training route. Results demonstrate that even in short time intervals,
the LSTM structure has a significant capacity to discern dynamic relationships between
driving signals.

In [10] the authors propose a new method for real-time drowsiness detection. To
identify the real-time drowsiness detection of the driver, the analysis method relies on
deep learning techniques. A fundamental network structure is created by recognizing
facial landmark key points and compressing a heavy baseline model into a lighter ver-
sion. The suggested model based on this structure can attain an accuracy of over 80% for
facial recognition. In [11], using facial images, faces are recognised and the eye region
is extracted using Viola-Jones method. A novel eye movement-based method for iden-
tifying driving while intoxicated is presented in this article. To categorize the driver as
asleep or awake, a SoftMax layer of the CNN classifier is used. The Viola-Jones Object
Detection Framework is a highly efficient and accurate system for detecting objects
in images, with a particular strength in recognizing human faces. The quick and pre-
cise Viola-Jones Object Recognition Framework develops an object detection system
by integrating the ideas of Integral Images, AdaBoost Algorithm, Haar-like Features,
and Cascade Classifier. This technology activates an alarm to let the driver know when
they start to feel drowsy. The proposed work is evaluated using a gathered dataset, and
it outperforms conventional CNN with an accuracy rate of 96.42%.
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In [12], a system was developed to classify unsafe driving behavior among truck
drivers by analyzing the data collected from 2000 individuals. The system identified nine
specific types of unsafe driving behaviors as outputs. In this article four machine learning
models - Classification and Regression Tree (CART), Random Tree (RT), Adaptive
Boosting (AdaBoost), Gradient Boosting Decision Trees (GBDT) were used. Results
revealed that various driving styles have various formation mechanisms, which have an
impact on how accurately the model predicts outcomes (accuracy ranges from 64% to
95%). In [13], it was shown that attitudes, driving practices, and aggression levels of
the driver have a big impact on vehicle control and energy economy. In the Advanced
Driving Assistance System (ADAS), energy efficient control, or active safety system can
successfully gather and evaluate the driving patterns. Using Artificial Neural Networks
(ANN), to classify drivers into aggressive, normal, and calm states, a system employs
three driving inputs: vehicle acceleration, speed, and throttle pedal angle. The generated
models are 90% accurate in categorising vehicles based on different driving situations.

From the above, it is observed that the usage of phone during driving has not been
studied so far. The use of different CNN architecture to determine if talking on a smart-
phone is safe or harmful is not yet covered in any of these studies. Hence, in this paper,
we propose a Deep Learning (DL) model to classify the images into driving safely or
talking while driving. To illustrate the results and demonstrate how the model operates
on the test and training dataset, we utilize CNN techniques. Here is an overview of
how the paper is organized, Sect. 2 gives a brief introduction about DL and some of
the techniques available in DL for image classification. Section 3 describes the process
to be followed and the dataset used for the analysis. Section 4 gives an overview of
the different CNN architectures used and identification of the best one. Section 5 is the
conclusion.

2 Theory and Formula

In this section, we recall the ANN and DL techniques needed for classification. A
deep learning neural network is created for processing structured dataset arrays, such
as images. For example, when a CNN learns from images, it tends to learn patterns,
textures, edges, and brightness in the first few layers. These features from images are
then used to do classification, clustering, and prediction.

Artificial Neural Networks (ANN) use mathematical models. It is based on the com-
position and operation of biological brain network. However, a flow of information
has an impact on the ANN structure. As a result, adjustments to neural networks were
depending on input and output. ANN are made up of several nodes those look like human
brain’s biological neurons. However, connections join these neurons together. They also
communicate with one another by joining the neurons together. Nodes are used to collect
input data and moreover to run basic operations on the data. These actions are conse-
quently transferred to other neurons. The output of each node in a neural network can be
referred to as its activation or node value, which is determined by the weights assigned to
each link. This allows the network to learn and improve over time. By changing weight
values, that is accomplished.



248 N. Bhardwaj et al.

r’leHI

Fig. 1. Single layer forward propagating Network [14].

DL is a sort of ML where the model makes use of many artificial neural networks.
Varying deep learning architectures can be created by connecting different numbers of
neurons in various ways. These deep learning architectures handle both the classification
and feature extraction.

Convolutional Neural Network (CNN) excel because of their layering. A three-
dimensional neural network is employed to process the Red, Green, and Blue (RGB)
components of an image simultaneously in a CNN. This approach reduces the number
of artificial neurons required for image processing compared to traditional feed-forward
neural networks. CNN is good at recognizing what’s in images. It looks at the image
and learns how to tell different objects apart. The way it does this is by using a special
method called “convolution” instead of normal mathematics. This makes it better at
understanding what’s in an image. Convolutional networks typically have four different
sorts of layers in their architecture:

(i) Convolution layer is used for feature extraction and creating feature maps.
(ii) Pooling layer decreases the size (height and width) of the image.
(ii1) Flatten layer basically gives a single output as the CNN is not fully connected and
(iv) Fully connected layer sums up all the detections in the previous layers that were
not fully connected which means each neuron is now connected to every activation
of previous layer.

The CNN architecture is explained in Fig. 2.



Tuning of Hyperparameters and CNN Architecture 249

image patch hidden layer 1 hidden layer 2 final layer
1 layer 4 feature maps 8 feature maps 4 class units
36x36 28x28 14x14 10x10 5x5

7 ! f

convolution max convolution max convolution
(kernel: 9x9x1) pooling (kernel: 5x5x4) pooling (kernel: 5x5x8)

Fig. 2. Convolution Neural Network layers [15].

3 Proposed Framework

Figure 3 gives a complete framework of the experiment to be carried out. Firstly, the
data is collected and loaded in the system. Then the pre-processing of the data is done —
scaling of data, dividing it to training and test etc. The different CNN architectures are
applied on the dataset and the accuracies are calculated and saved and these accuracies
are compared to find the best model.

Data

Load Data
Collection

\%

Scale Data Training

Models

v

Testing on

Saving the

test set models

Comparing

the models

Fig. 3. Flowchart depicting the framework to be followed in analysis.
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3.1 Data Collection

The dataset for analysis was gathered from the web by using terms like “Driving safely”,
“Man Driving Safely”, “Woman Driving Safely”, “Driving while talking”, “Driving
while using phone”. A total of one hundred and ten images were selected based on the
above search results and saved in two classes “Phone usage” and “Driving safely”.
The images in the dataset were all in colour, but they varied in both shape and size.

To address this challenge, pre-processing was done for the data.

3.2 Data Pre-processing

Since the amount and diversity of data was very less, the data was augmented. Random
rotation, shifts, shear, and flips were performed on 55 images of each class and a total
of 1100 images were created from them (550 of each class) which were saved in their
respective folders.

The pixel values were normalized by dividing each pixel value in the input image
by 255, so that all pixel values ranged between 0 and 1. Scaling the pixel values to
this range has several benefits, including improving the numerical stability of the model
and facilitates the identification of underlying patterns in the data. Additionally, some
activation functions such as the ReLU activation function are designed to work best with
inputs in this range.

To ensure that the images in the dataset were compatible with a CNN, they were all
resized to a uniform size of 256 x 256 x 3. This standardized the dimensions of the
images, making them suitable for processing by the CNN model.

Once the images were resized, the dataset was split into training and testing data in
a 75:25 ratio.

To analyse the dataset and train the CNN model, various libraries were used in Python
3, including Keras. These libraries provide a range of tools and functions for building,
training, and evaluating neural networks,

4 Results and Discussions

CNN models in general have a lot of configurations and hence the various parameters
are manually tuned. Some parameters must be set before the training starts and they are
called as hyperparameters. Some of the hyperparameters for the CNN design are epochs,
number of dense layers, neurons of each dense layers, dropout etc. In this work, we have
varied the number of epochs in the CNN configuration and used ten and twenty epochs.
‘While building the models the number of hidden layers used for training the model were
two, four and five. Dropout layers were also introduced in the models. The general CNN
architecture usually consists of one convolution layer and one layer of max pool. CNN
architecture was also tuned in two ways. Firstly, we considered different models having
two convolution layer followed by a max pooling layer and then three convolution layers
were applied followed by a max pooling layer.

The results of hyperparameter tuning and tuning of the CNN architecture are tab-
ulated in Tables 1, 2, 3, 4, 5 and 6. These tables contain the number of hidden layers
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and neurons used in each dense layer, the number of epochs the model was trained and
the training and validation accuracies. Table 1 consists of 6 models where the CNN
architecture consists of one convolution layer followed by pooling layer. Table 2 also
is the result of the CNN architecture along with a dropout layer. Tables 3 and 4 are the
models of the CNN architecture with two convolution layers with a pooling layer and
Tables 5 and 6 are the models with three convolution layers with a pooling layer.

4.1 The Effect of Number of Epochs

From Table 1 and Table 2, it can be seen that for the conventional CNN, an increase in
the number of epochs increases validation accuracy. However, when the dropout layer
is added, Model 4 with epoch twenty has the highest accuracy of 98.3% for training and
87.1% for validation.

The same result holds for the other CNN architectures as well. This can be seen in
Tables 3, 4, 5 and 6.

4.2 The Effect of Number of Hidden Layers

Various models were created with different number of hidden layers. A manual tuning
was done using 2, 4 and 5 hidden layers. For the dataset, it can be seen from all the
Tables that the models with 2 hidden layers gave the best accuracy irrespective of the
CNN architecture or the inclusion of dropout layers.

Table 1. Using Models with only one Convolution Layer and Pooling Layer.

Model Number of Neurons set | Number of Training Validation
Hidden Layers used epochs trained | Accuracy Accuracy
Model 1 2 32,64 10 0.991 0.890
Model 2 4 32,64, 128 10 0.603 0.625
Model 3 5 32,64,128 10 0.502 0.496
Model 4 |2 32,64 20 0.996 0.960
Model 5 4 32,64, 128 20 0.735 0.636
Model 6 5 32,64, 128 20 0.992 0.925

4.3 The Effect of Dropout Layers

The dropout layers are generally used to avoid overfitting. Table 2, Table 4, and Table 6
give the results for different models which have a dropout layer. From Tables 1 and 2, it
can be observed that the dropout layer in fact reduces the validation accuracy.

Similarly, from Tables 3 and 4 (CNN architecture with 2 convolution layer and a
pooling layer) and Tables 5 and 6 (CNN architecture with 3 convolution layers and a
pooling layer), it can be observed that when the dropout layers are added, the validation
accuracy is reduced.
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Table 2. Using Models with one Convolution, Pooling, and Dropout Layers.

Model Number of Neurons set | Number of Training Validation
Hidden Layers used epochs trained Accuracy Accuracy
Model 1 2 32,64 10 0.823 0.738
Model 2 4 32,64,128 10 0.496 0.539
Model 3 5 32,64,128 10 0.597 0.660
Model 4 |2 32,64 20 0.983 0.871
Model 5 4 32,64,128 20 0.752 0.707
Model 6 5 32,64,128 20 0.507 0.441

Table 3. Using Models with 2 Convolution and Pooling Layers.

Model Number of Neurons set | Number of Train Accuracy | Validation
Hidden Layers |used epochs trained Accuracy
Model 1 |2 32, 64 10 0.998 0.917
Model 2 | 4 32,64,128 10 0.533 0.511
Model3 | 6 32,64,128 10 0.480 0.496
Model 4 |2 32,64 20 1.0 0.945
Model 5 |4 32,64,128 20 0.509 0.480
Model 6 |6 32,64,128 20 0.507 0.449

Table 4. Using Models with 2 Convolution, Pooling, and Dropout Layers.

Model Number of Neurons set | Number of Train Accuracy | Validation
Hidden Layers |used epochs trained Accuracy
Model 1 |2 32, 64 10 0.948 0.812
Model 2 | 4 32,64,128 10 0.501 0.496
Model 3 |6 32,64,128 10 0.510 0.5
Model4 |2 32, 64 20 0.998 0.964
Model 5 | 4 32,64,128 20 0.502 0.503
Model 6 | 6 32,64,128 20 0.849 0.789

4.4 Changing the CNN Architecture

Models were created using the conventional CNN architecture (one convolution and
pooling layers). The details of models studied using this architecture is given in Tables 1
and 2. Similarly the architecture using 2 convolution layer and pooling layers were
examined in Tables 3 and 4. The CNN architecture with 3 convolution layers followed
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by pooling layers were examined in Tables 5 and 6. Among all the models, the model
with 2 convolutional layers before 1 layer of pooling, along with dropout layers had the
best validation accuracy, as per Model 4 of Table 4.

Table 5. Using Models with 3 Convolution and Pooling Layers

Model Number of Neurons set | Number of Train Accuracy | Validation
Hidden Layers | used epochs trained Accuracy
Model 1 |3 32, 64 10 0.884 0.781
Model2 |6 32,64,128 10 0.491 0.511
Model 3 |3 32,64 20 0.998 0.933
Model 4 |6 32, 64,128 20 0.504 0.492
Table 6. Using Models with 3 Convolution, Pooling, and Dropout Layers.
Model Number of Neurons set | Number of Train Accuracy | Validation
Hidden Layers | used epochs trained Accuracy
Model 1 |3 32, 64 10 0.943 0.828
Model2 |6 32,64,128 10 0.504 0.480
Model3 |3 32,64 20 0.917 0.859
Model 4 |6 32, 64,128 20 0.507 0.519

It may be noted that Models 5 and 6, which have 3 convolution layers, were left out

of the comparisons on purpose. This was done to make sure that the comparison was
fair and meaningful by keeping all models within a maximum of 6 hidden layers.

By sticking to a maximum of 6 hidden layers in each comparison, we concentrate on
how different architectural configurations affect the models’ performance. This helps us
assess the specific impact of design choices like kernel sizes, pooling, and dropout layers
more accurately. It eliminates the potential confusion caused by varying layer depths,
allowing for a clearer evaluation of the models’ overall performance.

Hence, while models 5 and 6 may possess unique characteristics due to their spe-
cific architectural configurations, their exclusion from the comparisons helps establish a
standardized framework for assessing the influence of other design factors on the mod-
els’ performance. This deliberate approach enhances the clarity and reliability of the
comparison results.

In addition to maintaining a consistent maximum of 6 hidden layers for a proper
comparison, Models 5 and 6 were not included in the models with 3 convolution layers
due to the potential increase in size and training time.

Models 5 and 6 would have made the models much larger. Adding more lay-
ers increases the complexity and size of the models, requiring more memory and
computational resources for training and inference.
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To keep the comparisons manageable and efficient, the number of hidden layers was
limited to 6. This allows for a reasonable training time and ensures a fair evaluation of the
models’ performance across different architectural choices. By excluding Models 5 and
6, the comparative analysis remains practical and valid without sacrificing efficiency.

4.5 Comparison of the Best Models by Hyperparameter Tuning

In this section, we compare the best performing models from all the hyperparameter
tuning models. This comparison is shown in Table 7. It can be seen that the number of
epochsis 20 in all the cases and the number of hidden layers is 2. The dropout layers are of
no significance. In fact, they reduced the accuracy. Similarly increasing the convolution
layers also didn’t show any increase in the accuracy.

Table 7. Comparing best models among all the hyperparameter tuning models performed.

Model Number of Neurons set Number of Training Validation
Hidden used epochs Accuracy Accuracy
Layers trained

Model with 2 32,64 20 0.996 0.960

only one

convolution and
pooling layers
Models with 2 32,64 20 0.983 0.871
convolution,
pooling, and
dropout layers

Models with2 |2 32, 64 20 1.0 0.945
convolution and
pooling layers
Models with 2 |2 32, 64 20 0.998 0.964
convolution,
pooling, and
dropout layers
Models with3 |3 32,64 20 0.998 0.933
convolution and
pooling layers
Models with3 |3 32,64 20 0.917 0.859
convolution,
pooling, and
dropout layers
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5 Conclusion

Detecting driver behaviour can be very important to improve the safety of the vehicles
on road. CNN models were used on the dataset which was generated by collecting
images from the internet based on the two categories (Safe driving and Phone usage) to
determine whether the driver is on a phone.

Various models were successfully tested, and it was found that as the number of
epochs increased, the accuracy also increased. Irrespective of the CNN architecture,
models with two hidden layers gave the best accuracy. Dropout layers were also added
to the CNN architecture, and it was found that the accuracy of the models was better
without them. The model with two layers of convolutional before one layer of pooling,
along with dropout layers had the best validation accuracy among all the other models.

There are some limitations in this study that do have an impact on the results that
the models arrived at. One limitation of this work is the inability to use transfer learning
techniques because of limited computational capacity and limited data. The dataset used
for this work was small given there was no publicly available dataset regarding the same.
Training of the model was done using a dataset created by taking images from the internet
websites such as Google. The dataset can be increased by capturing real-time images.
The model can be tested in real life scenarios by placing a camera on the dashboard or
behind the driving wheel. The model studied is only made to detect the behaviour of
driver’s phone usage. A model can be made to classify the images that have other types
of behaviours like holding a drink while driving, eating etc.
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Abstract. The Android platform security is at danger due to malicious applica-
tions. Due to the quantity and variety of these applications, traditional solutions
are losing their effectiveness, making Android smart phones frequently vulner-
able. Features are extracted during static analysis rather than running any code.
Static analysis is more effective in general. Features taken from the manifest file
can be used in static analysis of an Android application. The proposed model uses
static analysis for permission extraction of permission from the application having
security defects. A dataset of 1058 applications from the real world, 578 of which
are benign and 480 of which are malicious, has been created. The model has been
evaluated to ensure the effectiveness of the static analysis method for confirming
the security of Android applications using machine learning techniques.

Keywords: Android - Static Analysis - Security Testing - Machine Learning

1 Introduction

Android is the most widely used mobile operating system with a market share of 74% [1].
In addition to such market trends, organizations and individual developers are developing
a lot more third-party application. 37 major application categories comprise the Google
Play app market [2]. The most enticing features of Android are its open-source nature
and broad application marketplace.

Nowadays, Android offers its users a wide range of capabilities with several hundred
thousand applications in a wide range of categories. An effective security element to
secure system resources and user privacy is provided by the access-control system of
the Android permissions system. Applications for Android are more usually attacked by
attackers who infect them with harmful malware. In contrast to other operating systems,
Android permits the installation of apps from unreliable sources like third-party markets,
making it simpler for attackers to integrate and distribute malicious apps. As a result, a
large amount of research has looked into approaches for detecting and analyzing Android
malware before it has been deployed.

The permission-based security mechanism is typically used by Android to protect
user data or prevent access to confidential information by applications. As one of the
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most crucial and critical security evaluation procedures on the Android platform, Android
app permissions are severely compromised. Since it is nearly impossible to conduct a
succession of activities, the permission checking approach is vital for detecting malware
without prior approval.

The Java programming language is used to construct most Android applications.
An Android program is originally compiled into class files, which are compatible with
the JVM and contain Java byte code instructions. These class files are then converted
into.dex files that are executable by the Dalvik virtual engine and contain Dalvik byte
code instructions. The.dex files are lastly included in an Android APK file for distribution
and installation [3]. Unlike conventional Java programs, Android apps don’t have a
single-entry point. Contrarily, an app consists of one or more components that are listed
in its manifest file.

The applications’ use of resources, permissions, and other elements validates the
results of the functional testing of those aspects. However, analyzing an app’s function-
ality might not be the best way to identify security issues. There are frequently limited
tools and methodologies for malware testing, even in situations when developers can
test the functional components of these apps. As a result, there is an increasing need for
tools that may help developers find and fix security issues in applications prior to being
published.

This paper’s original contributions can be summarized in the following way:

— A static analysis method is presented for extracting permissions from collection of
malicious and benign application’s APK files.

— A dataset containing binary features is created.

— This dataset is analyzed to assess the effectiveness of static analysis using machine
learning methods.

The structure of the article is as follows: Sect. 2 contains related works; Sect. 3
includes the methods and materials used. The recommended approach is outlined in
Sect. 4, Sect. 5 contains implementation, Sect. 6 of the article discusses the results, and
Sect. 7 has a conclusion.

2 Related Work

The literature has discussed several Android malware testing initiatives. The papers
that are most pertinent to malware testing are listed in the section that follows. This
section goes over relevant research in analyzing security vulnerabilities in Android app
development.

Through the development of static analysis tools, various efforts have been made to
look for security vulnerabilities in Android applications. For instance, Crylogger [4] finds
Android app misuses cryptography APIs; whereas FixDroid [5] checks a developer’s
code for common security problems and offers suggestions.

DroidSpan [6] presented an innovative classification method for Android apps that
is based on behavioral summary for Android applications that depicts the distribution of
sensitive access from light-weight summarizing.
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The JOWMDroid [7] suggests an estimating method that makes use of an entropy
approach to choose the best characteristics, reducing the necessity for a standard mech-
anism that picks all traits to tell apart between benign and malicious malware. This is
especially crucial because APK files have numerous characteristics that would make any
regular method cumbersome and unusable.

The authors of [8] describe a malware detection method that uses a hybrid analytic
feature set, which consists of API calls, permissions, and system calls. To understand
the relationship between static and dynamic features, they employ the tree augmented
naive Bayes model.

Static and dynamic analysis are combined in the SAMADroid [9] technique on
both distant and local hosts. They detect malicious applications with great accuracy by
combining NB, RF, and SVM. Additionally, it has the benefits of low energy usage and
increased storage effectiveness. While the StormDroid [10] method sequences sensitive
API calls and permissions directly in the source code, the former extracts dynamic and
static features from these calls.

The CuckooDroid [11] framework makes it possible for Cuckoo Sandbox to function
thanks to a misuse detector that is frequently used to identify recognized malware and
categorize android malware by hybrid analysis techniques. The suggested model takes
use of the low rate of false positives along with the ability of anomaly detection leveraging
SVM and a linear classifier.

The API and permissions needed to use the static analysis capabilities are extracted
by the authors of [12] from the source code. They also consider the overall amount of
time the system needs to extract the dynamic analysis features. Based on this, a detection
accuracy of 93.33% was obtained.

After reviewing the above-mentioned articles, it has been concluded that there is
a need for more efficient permission extraction mechanisms for android applications.
This work focuses explicitly on permission extraction from Android application’s APK
files for identifying security vulnerabilities that would help developers to develop more
secure applications.

3 Preliminary Methods

This section introduces the preliminary methods used in the article:

3.1 Static Code Analysis

Static code analysis is a method for identifying security vulnerabilities by examining at
the source code [13]. This approach avoids using an Android emulator or actual Android
smartphone to launch the application. Code obfuscation and dynamic code loading are
two significant drawbacks of this strategy. Static analysis has the advantages of low
computation costs, short computation times, and low resource consumption.

There are two main methods for discovering security vulnerabilities: the first method
is signature-based and tests an application to see whether it meets a set of rules or instruc-
tions before classifying it as malware; the second method uses machine learning algo-
rithms to find malicious behavior. To train the model and forecast a novel or unidentified
malware, features taken from known malware are used.
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3.2 Machine Learning

Machine learning is a technique that plays a significant role in data science. Using
machine learning approaches, algorithms are taught to produce classifications or pre-
dictions and to identify the Android applications that contain security vulnerabilities
[14]. A branch of computer science and artificial intelligence called machine learning
is concerned with using data and algorithms to mimic human learning processes and
continuously increase accuracy. Following are the machine learning algorithms used in
this article for malware testing:

K-Nearest Neighbor (KNN). It is a supervised machine learning algorithm. The tech-
nique allows for the resolution of both classification and regression problem statements
[15]. The letter “K” stands for the quantity of nearest neighbors to a new unidentified
variable that needs to be forecasted or categorized.

After collecting all the prior data, a new data point is categorized using the KNN
algorithm built on relationship. This implies that new data can be consistently and rapidly
categorized using the KNN approach.

Support Vector Machine (SVM). One of the extremely famous supervised learning
algorithms is SVM, which may be used to solve problems involving classification and
regression. However, Machine Learning Classification problems are where it is most
frequently used. The SVM method’s objective is to identify the ideal boundary, or deci-
sion line, for categorizing the n-dimensional space, allowing us to quickly classify fresh
data points in the future [16].

The name of this greatest decision boundary is a hyperplane. SVM generates the
hyperplane by selecting the best points and vectors. These intense cases are referred to
as support vectors, which is the name of the algorithm known as an SVM.

Logistic Regression (LR). LR is a categorization method that employs supervised
learning to forecast the chance of a target variable [17]. There are only two valid classes
since the objective or related variable is dichotomous. LR predicts the result of a depen-
dent categorical variable. There must consequently be a discrete or categorical value as
a result. It provides probabilistic values in the O to 1 range rather than an exact number
between 0 and 1. It can be either Yes or No, O or 1, true or false, etc.

Naive Bayes (NB). NB algorithm is a categorization algorithm that applies the Bayes
theorem with the strong presumption that each predictor is independent of the others
[18]. In other words, it is assumed that the existence of a feature does not depend on the
existence of any other features within the same class.

The fundamental aim of Bayesian classification is to ascertain the posterior probabil-
ities, or P (L | features), which is the likelihood of a label given some observable features.
We may express this quantitatively as follows with the use of the Bayes theorem:

P (L) x P(features|L)

P(L|features) = P(features) (D)

Here,
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P(L|features) is the posterior probability of class.

— P(L) is the prior probability of class.

P (features|L) is the likelihood which is the probability of predictor given class.
P (features) is the prior probability of predictor.

4 Experimental Setup

The proposed methodology is divided into three steps. Figure 1 depicts the overall
process flowchart. The first of these is the detection of security vulnerabilities in Android
applications. The second is the generation of a binary dataset by permission extraction
from malicious and benign Android application APK files using AXMLPrinter [19].
The third step entails using machine learning methods to evaluate the proposed model’s
performance. The detailed steps are as follows:

Oz::>m

Permission
Issue Tracker : Extraction
I Using
5 AXMLPrinter
=
) 4
Play Store

Fig. 1. Proposed permission based malicious applications detection framework.

Step 1. Android applications with security vulnerabilities have been identified using
a key-word-based search method on the GitHub issue tracker [20]. A manual scan has
been done for security vulnerabilities that users and developers have reported. A list
of 648 applications with security-related concerns was generated by this approach and
544 open-source applications has been shortlisted that have at least one security-related
issue after looking for the keywords only 518 applications have been filtered in the
issue trackers. After considering the applications that had security problems that the
developer could verify, fix, or describe, only kept 480 of them. These apps’ APK files
were acquired from Apkpure.com. To verify the applications’ cleanliness, 578 clean
apps have been downloaded from Google Play and ran a Virus Total scan on them. 37
key application categories make up the Google Play application catalogue and collected
samples from 32 of these categories. 578 clean and 480 infected APK files from 1058
real-world applications were used for the feature extraction process using static analysis.

Step 2. The AndroidManifest.xml file is extracted from APK files using AXMLPrinter
[19] and examined. The metadata in this file includes information about the main activity,
component construction, and application permission requests. Based on these metadata,
we extract the various components to the appropriate Java objects in the subsequent data
flow analysis, concluding the results and identifying the vulnerabilities as defined in
Android reference. A dex.class (byte code file) is created once the binary code (APK
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file) has been decompiled. The dataset contains 1058 rows for real-world applications
and 277 columns for Android permissions extracted as defined in android reference.

Step 3. Four machine learning algorithms—KNN, NB, SVM and LR— are applied on
the dataset to examine the performance of the proposed model for malware prediction
using accuracy, precision, recall, and F1-measure metrics.

5 Results and discussion

INTERNET 17e
READ_PHONE_STATE 166
ACCESS_NETWORK_STATE 144
WRITE_EXTERNAL_STORAGE 119
ACCESS_WIFI_STATE 119
READ_SMS 183
RECEIVE_BOOT_COMPLETED 89
WRITE_SMS 87
ACCESS _COARSE_LOCATION 71
CHANGE_WIFI_STATE 69

dtype: int64

Fig. 2. Top 10 malicious permissions used by Android applications.

The top 10 permissions used by malicious applications in the dataset are illustrated
in Fig. 2. The most popular of these permissions is the INTERNET, which is used
in 170 applications. The second frequently used permission by malicious applications
is READ_PHONE_STATE. 166 malicious applications use READ_PHONE_STATE.
CHANGE_WIFI_STATE, which has been used by 69 applications, is the least-used of
the top 10 malicious permissions retrieved from the provided dataset as shown in Fig. 2.

Figure 3 displays the top 10 benign permissions utilized by Android apps. A total
of 88 benign applications uses the permission INTERNET, which is the most popular
of them all. The second most common benign permission that applications employ
is WRITE_EXTERNAL_STORAGE. WRITE_EXTERNAL_STORAGE permission is
utilized by 67 applications. The number of applications using the READ_CONTACTS
permission, as shown in Fig. 3, is the lowest of the top 10 benign permissions gleaned
from Android applications.

Accuracy is one of the most often used evaluation measures in malware research
because it demonstrates how well a model has performed overall. The abbreviations TP
and TN, respectively, indicate for the number of correctly categorized permissions used
by malicious and benign applications, in the confusion matrix. FP and FN represent the
total number of permissions that were wrongly categorized.

TP + TN

Accuracy = (2)
TP + FP + TN 4+ FN
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INTERMET 88
WRITE_EXTERNAL_STORAGE 67
ACCESS_NETWORK_STATE 5e
WAKE_LOCK 34
RECEIVE_BOOT_COMPLETED 27
ACCESS _WIFI_STATE 26
READ_PHOME_STATE 25
VIBRATE 17
READ_EXTERNAL_STORAGE 15
READ_CONTACTS 14

dtype: int64
Fig. 3. Top 10 benign permissions used by Android applications.

Accuracy
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Fig. 4. Analysis of machine learning algorithms (Accuracy).

SVM is the machine learning algorithm with the highest accuracy (92.96%) as shown
in Fig. 4. The SVM algorithm surpasses other machine learning algorithms in terms of
accuracy. KNN and LR algorithms have 91.55% and 90.14% accuracy while NB has the
lowest accuracy (83.10%) among all the machine learning algorithms.

Precision is determined by dividing the total number of true positives by the sum of
true positives and false positives. The formula is as follows:

TP
TP + FP

Precision =

3)

NB is the machine learning algorithm with the highest precision (92.86%) as shown
in Fig. 5. The NB algorithm surpasses other machine learning algorithms in terms of
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Precision
100.00 o 89.47 91.89 89.19
80.00
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Fig. 5. Analysis of machine learning algorithms (Precision).

precision. KNN and SVM algorithms have 89.47% and 91.89% precision while SVM
has the lowest precision (89.19%) among all the machine learning algorithms.

Recall is a measure that evaluates the fraction of true positive predictions among all
possible positive predictions.

TP

Recall = —— 4)
TP 4+ FN
Recall
106,00 94.44 94.44 9167

20,00 72.22
60.00
40.00
20.00

0.00

NB KNN SVM LR

Fig. 6. Analysis of machine learning algorithms (Recall).
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SVM and KNN are the machine learning algorithms with the highest recall (94.44%)
as shown in Fig. 6. The SVM and KNN algorithms surpass other machine learning
algorithms in terms of recall. LR algorithm has 91.67% recall while NB has the lowest
recall (72.22%) among all the machine learning algorithms.

F1 Score
93.15
100.00 9282 9041
81.25
80.00
60.00
40.00
20.00
0.00
NB KNN SVM LR

Fig. 7. Analysis of machine learning algorithms (F1-Score).

The F1-score offers a means to combine recall and precision into a single measure
that accounts for both measures. It represents the harmonic average of these two measures
and has a value ranging from 0 to 100%.

Precision * Recall

F1 — score = 2 % — )
Precision + Recall

SVM is the machine learning algorithm with the highest F1-score (93.15%) as shown
in Fig. 7. The SVM algorithm surpasses other machine learning algorithms in terms of
F1-score. LR and KNN algorithms have 90.41% and 91.89% F1-score while NB has the
lowest F1-score (81.25%) among all the machine learning algorithms.

As aresult, SVM is the machine learning method with the highest accuracy (92.96%).
The SVM approach surpasses other machine learning algorithms in terms of the other
three metrics (accuracy, recall and F1-score), even though the KNN and SVM perform
best in terms of recall (94.44%). NB has the best precision (92.86%) and the lowest
accuracy (83.10%), recall (72.22%), and F1-score (81.25%) of all the algorithms.

The findings of the model show that the SVM algorithm has attained promising
performance. The SVM algorithm, which attains 92.96% accuracy is 0.15% better than
the standard KNN algorithm and has the highest prediction accuracy.

Additionally, the proposed model received the highest F1-score and precision as
shown in Fig. 8. Now, the proposed model can successfully learn the unbalanced data as
compared to the baseline models (MUDFLOW [21], MalPat [22], LinRegDroid [23]).
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Comparison
96.00
94.00
92.00
90.00
88.00 I I
86.00
Accuracy Precision Recall F1 Score

H MUDFLOW ® MalPat LinRegDroid M Proposed Model

Fig. 8. Comparison of proposed model with other baseline models.

6 Conclusion

The proposed model demonstrated the permission extraction from APK files of malicious
and benign android applications to make a binary dataset is done using AXMLPrinter
[19]. In-depth use of baksmali [24] can efficiently produce extremely readable and
semantically complete byte code files. The binary dataset has been used for binary
classification using machine learning algorithms (NB, KNN, LR and SVM). The trained
model then uses four evaluation indicators to test the datasets.

SVM employs a hyperplane to optimize the margin of separation between classes and
is measured along a line normal to the hyperplane. This is because the dataset utilized
in this article is linearly separable. The results show that the SVM algorithm performs
better in terms of accuracy than any other algorithms. The proposed model is superior
in terms of malware analysis when compared to the other baseline models as shown in
Fig. 8. For assisting developers in avoiding security vulnerabilities, the proposed model
has stronger directing implications.
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Abstract. Attrition means exit of employees from an organization due to any
reason. The exit may be voluntary or involuntary in nature. Increased rate of
employee attrition leads to loss of an organization’s resources in terms of time, cost,
customer satisfaction as well as talent acquisition team’s efforts. The pattern of
statistical approaches used in this paper to study the causes of attrition provides
insights for the decision makers of organizations about the possible constraints
due to which employees may think of leaving. This paper analyses an employee
dataset and proposes a machine learning based model with an F1 Score of 0.99
and accuracy of 98.63% that can be used and deployed by the companies on their
datasets to predict attrition. The timely prediction of attrition using this method
will help the companies to prevent the possible attrition of employees and will
help in retaining them for good.

Keywords: Attrition - Machine Learning - Prediction - Support Vector
Machine - Decision Tree - Random Forest Classifier - Logistic Regression

1 Introduction

Employee Attrition refers to the gradual reduction in the workforce of an organization
when employees leave, either voluntarily or involuntarily.

When employees leave, it takes time to find their replacement. The incoming replace-
ment has to be then groomed according to the structure and environment of the organi-
zation. All these activities consume significant amount of time and in turn, the projects
may get delayed. Employee attrition may either be in the form of voluntary turnover
or in the form of downsizing. Irrespective of the form, it negatively affects the criti-
cal relationships between the consumer-oriented employees and their consumers, which
degrades customer outcomes and financial performance of the organizations [1]. Also,
recruitment in firms is to a great extent done with the help of recruitment consultants.
So, the expenditure of recruitment increases as attrition increases. This may prove to
be problematic as increasing costs may pressurize the earnings margins of a company,
especially in the present time of economic slowdown.

Every company has some employees who possess expertise as well as a very sig-
nificant experience in their respective areas of work that particularly is done within a
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company. If a company loses such employees, it may be very hard to find optimum
replacement. This may result into a compromising situation in terms of end-product
quality. "Take our 20 best people away, and I will tell you that Microsoft will become
an unimportant company," Bill Gates once said.

Considering the above stated factors, it becomes very clear that attrition at an
increased rate is not at all desirable for any organization and every organization should
take measures in order to curb any possible attrition. This paper analyses an employee
dataset and models the attrition prediction using four machine learning algorithms out
of which Random Forest Classifier is found to be the best with an F-1 score of 0.99,
accuracy of 98.63% and AUC (Area under the Curve) of 0.9577.

The rest of the paper is organised in such a way that Section 2 presents previous works
done to predict and analyse employee attrition using machine learning and other data
science techniques. Section 3 describes the proposed methodology of our study which
includes data pre-processing, analysis of the data as well as examination of machine
learning algorithms like Logistic Regression, Decision Tree, Random Forest and Support
Vector Machine. Sections 4 presents the results of the evaluation of the machine learning
models and Section 5 presents the Conclusion of this study.

2 Related Work

Since attrition is a rising concern for business houses, there have been several stud-
ies based on its predictability using machine learning as well as other new generation
computational techniques.

Khalifaetal. [2] employed dozens of machine learning algorithms using MATLAB to
predict attrition and measured the performances in terms of accuracy as well as average
prediction speed and average training time for the dataset of 1471 records. Logistic
Regression was found to be the best model for prediction with 87.78% accuracy. The
said model had the average prediction speed of 30180 observations per second and
average training time of 7.01 seconds.

Seelam et al. [3], out of Logistic Regression, KNN, Naive Bayes and Random Forest,
found Random Forest to be the best algorithm with 86.95% accuracy when applied on
the dataset of around 1500 records. In terms of AUC with respect to ROC graph, Logistic
Regression was found to be the best with area of 0.84.

Sekaran and Shanmugam [4] used explainable Al techniques for the purpose. Using
LightGBM, a gradient boosting framework, a model was trained upon the dataset, which
got an AUC score of 0.837 on test data. Local Interpretable Model-Agnostic Explainer
(LIME) and SHapley Additive exPlainer (SHAP), both of which are powerful Explain-
able Al models, were deployed for evaluating the factors responsible for employee
attrition.

Shankar et al. [5] used advanced techniques of the Machine Learning domain like
Random Forest Classifier, Gradient Boosting Classifier, Neural Networks Classifier and
TabNet to address the issue of attrition. Among all the nodels, MLP performed the best
and had an accuracy of 88%.

Habous et al. [6] used Logistic Regression, Bernoulli Naive Bayes, Multimonial
Naive Bayes, Decision Tree, Gaussian Naive Bayes and Random Forest. Best prediction



Analysis of Employee Attrition using Statistical and Machine Learning Approaches 271

of attrition was done using Random Forest model with 86.4% accuracy. Chakraborty et al.
[7] tested five different models including Gradient Booster, SVM, K-Nearest Neighbors
and found Random Forest model to be the best with 90.20% accuracy.

Patro et al. [8], alongwith prediction of attrition, also suggested an approach that
might be useful for the company to retain its employees at the minimum cost. Imple-
mentations of 40 different models were done using AutoML algorithm of H20 Machine
Learning platform. Stacked ensemble of all models gave the best F1 score of 0.6086 and
thus, was used as the main reference model.

Mehta and Modi [9] got the best result with ensemble technique Gradient Boosting
with an accuracy of 95.05%.

Bannaka et al. [10] proposed models for prediction of employee attrition as well as
for employee retention prediction. Attrition was best predicted by Random Forest model
with an accuracy of 89.70%. Retention was best predicted by XGBoost model with an
accuracy of 90.44%.

Joseph et al. [11] out of 6 different machine learning models, found Random Forest
Classifier to be the best with 86% accuracy and F1 score of 0.8599. Yahia et al. [12]
used deep data driven predictive approaches alongwith machine learning approaches
on a dataset of 1470 samples and another dataset of 15000 samples. Voting Classifier
algorithm was found to be the best with an accuracy of 93% on dataset of 1470 samples
and 98% on dataset of 15000 samples.

Alduayj and Rajpoot [13] used machine learning algorithms, adaptive synthetic app-
roach as well as manual undersampling of data. The best performance was of 96.7%
accuracy using KNN algorithm with Synthetic Balanced data.

Mhatre et al. [14] used big data and machine learning approaches for predicting
attrition and found XGBoost algorithm to be the best with an accuracy of 96%. The said
algorithm had a runtime of 1.76 seconds.

Bhartiya et al. [15] predicted attrition using Random Forest Classifier with an accu-
racy of 83.3%. Jain and Nayyar [16] used XGBoost for the purpose and achieved an
accuracy of 89%. Hebbar et al. [17] used Random Forest with an accuracy of 90% for
prediction. Ray and Sanyal [18] used Adaptive Probabilistic Estimation model to analyse
and predict attrition of employees.

3 Proposed Methodology

The implementation of the Machine Learning algorithms was done in Python lan-
guage using Google Colaboratory. Libraries like matplotlib, seaborn, pandas, numpy,
scikitlearn, etc were used for various different purposes.

3.1 Dataset

The employee attrition dataset was obtained from Kaggle Machine Learning Repository
[19].
The dataset contained five (5) files of .csv format —

e cmployee_survey_data.csv
e general_data.csv
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e manager_survey_data.csv
e in_time.csv
e out_time.csv

Apart from these 5 files, there was a Data Description File named data_dictionary.xIsx
describing relevant details about the above mentioned files. It provided the meanings as
well as levels of all the variables in the above files.

Two files — in_time.csv and out_time.csv were excluded from being utilised for the
proposed analysis of employee attrition.

The other three files were merged on Employee ID using the Pandas Merge command
in Python and the resultant was used as the final dataset for analysis. The merged dataset
consisted of 4410 rows (or, records of 4410 different employees) and 29 columns (or,
29 variables).

3.2 Phases of analysis

The analysis was carried out in three phases — Data Pre-processing, Statistical Analysis,
and Modelling & Classification.

Data Pre-processing. Variable EmployeelD had distinct values for each record. Vari-
ables EmployeeCount, Overl8 and StandardHours had same values for each record,
i.e. 1, Y and 8 respectively. Hence, all these four columns were dropped. The dataset
was then checked for presence of NULL values and it was found that columns
‘NumCompaniesWorked’, ‘TotalWorkingYears’, ‘EnvironmentSatisfaction’, ‘JobSatis-
faction’, “‘WorkLifeBalance’ had 19, 9, 25, 20 and 38 NULL values respectively. Mode
was used to fill the NULL values in ‘EnvironmentSatisfaction’, ‘JobSatisfaction’ and
‘WorkLifeBalance’. Similarly, Median was used for ‘NumCompaniesWorked’ and Mean
was used for “TotalWorking Years’. After the pre-processing, the dataset was of 4410 rows
and 25 columns. Out of 4410 records, 711 had Attrition value ‘Yes’ which means 711
records were of those employees who had left the company and the remaining 3699
records were those of currently serving the company. This shows that there is an attrition
of 16.12%.

Statistical Analysis. Various variables were plotted against the counts of attrition to
determine the parameters of concern for the company. Thus, the parameters that needed
to be addressed right away were identified for the decision makers.

Modelling and Classification. A Heat Map was plotted to check the correlation
between variables (shown in Fig. 1). There was no such correlation that needed to be
addressed.

Some Machine Learning approaches do not handle the categorical variables.
So, Label Encoding of the dataset was done by using LabelEncoder from
sklearn.preprocessing. The dependent variable ‘Attrition’ was separated from the inde-
pendent variables. Then, splitting of dataset into Training Data and Testing Data was
done. Testing Data accounted for 30% of the total dataset. Stratification was used to
ensure equal proportions of the classes of ‘Attrition’ variable were present in both,
training and test data.
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Fig. 1. Heatmap

Using the training data, models were then fitted using the following Machine
Learning algorithms —

Logistic Regression (LR). Logistic Regression is used to measure the relationship
between a categorical dependent variable and one or more independent variables. Its
equation is generated as follows —

log<&> =mx+c (1)
1 —P(x)
eX

This equation uses Maximum Likelihood Estimation (1-2).
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Decision Tree (DT). Information Gain and Gini Index are the two popular criteria that
can be used for building decision tree, which is a powerful tool for classification and
prediction.

Entropy is a common way to measure the impurity. Higher the entropy, higher is the
impurity. Entropy is calculated as in Eq. (3).

Entropy = Z —p,log p,, 3)

where py is the probability of the class x of the set

Entropy is used to calculate Information Gain which in turn helps to know how
significant a given attribute of the feature vectors is. Information Gain is the key to
determine the ordering of attributes in the nodes of a decision tree.

Information Gain = entropy of parent node — average entropy of child nodes (4)

Attribute with highest Information Gain is selected for splitting first.
When a variable is randomly chosen, Gini Index gives the degree or probability of
it being wrongly classified.

Gini =1- ) (p)* 5)

where p; is the probability of an object being classified to a particular class

While constructing a decision tree, the feature with the lowest Gini Index is preferred
to be chosen as the root node. Gini Index is less computationally intensive and that’s
why preferred over Information Gain.

Random Forest (RF). Random Forest that can be used for both, classification as well
as regression problems, works on the principle of Bagging. Bagging can be used to
overcome the problem of overfitting in decision trees.

Bagging works in three steps:

i. Main dataset is broken into multiple subsets. These subsets can have fraction of rows
and columns from main dataset.
ii. Classifier is built for each of the subsets.
iii. Results of all the classifiers are combined and label is assigned to the object.
Thus, Random Forest is a powerful algorithm as it combines the result of multiple
classifiers.

Support Vector Machine (SVM). 1t is an algorithm which plots the data points in a graph
and finds an optimal plane which can separate two classes with high accuracy. Support
Vectors are basically the coordinates of individual data points in the dataset which lie
on the positive and negative hyperplanes. A line, or plane in case points are plotted in
multi-dimensions, which separates two classes very well is called Hyperplane. Margin
is the distance between extreme data points of both the classes. Hyperplane with highest
margin is selected.
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4 Result
Each machine learning model was first evaluated with the help of testing data on the
basis of —

e Accuracy
e Confusion Matrix (from sklearn.metrics)
e Area Under the Curve (AUC)

The Confusion Matrices of all the models have been displayed in Fig. 2. The
evaluation has been summarised in Table 1.

Table 1. Evaluation Summary

Accuracy Confusion Matrix Area
TN (True FP (False FN (False TP (True Under
Negative) Positive) Negative) Positive) the
Curve
LR 0.8405 1094 16 195 18 0.5350
DT 0.9312 1101 9 82 131 0.8034
RF 0.9863 1110 0 18 195 0.9577
SVM 0.8390 1110 0 213 0 0.5

In case of confusion matrices, correct predictions, i.e. True Positives and True Neg-
atives depict the correct classifications by the model and need to be maximized. False
Positives and False Negatives depict the misclassifications and should be as much less
as possible. As per the observations from Fig. 2, Random Forest is the best performer.
Also, Random Forest algorithm got the best accuracy of 98.63%.

Based on the confusion matrices and by using the classification report that belongs
to sklearn.metrics, further evaluation was done based on the following parameters —

. TP
Precision = —— (6)
Fp + TP

TP
Recall (or, Sensitivity) = —— 7
ecall (or, Sensitivity) FN + TP (N

2 % (Precision * Recall)
F1 Score =

Proci )
recision 4 Recall

Support — Number of actual occurences of the class in the dataset. It doesn’t vary
between models. For class ‘0’ i.e. for ‘Employees who have not left’, the support was
1110 and for class ‘1’ i.e. for ’Attrition’, support was 213.

Following observations were made on the basis of the above parameters as shown
in Table 2.

The parameters like Precision, Recall and F1 Score are of very high importance
considering the skewed nature of the target variable. The target variable ‘Attrition’ is
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Fig. 2. Confusion Matrices of all the models

Table 2. Observations based on Classification Report

Precision Recall F1 Score
LR 0.80 0.84 0.79
DT 0.93 0.93 0.93
RF 0.99 0.99 0.99
SVM 0.70 0.84 0.77

has large difference of between the counts of ‘Yes (1)’ and ‘No (0)’. Only 16.12% of
the total records were of people who left the company, i.e. ‘Yes (1)’. In such cases,
the evaluation parameters Precision, Recall and F1 Score (which is a combination of
Precision and Recall) must be preferred in place of Accuracy. However, in this paper
we have considered Accuracy as one of the evaluation parameters to better describe the

functioning of machine learning models.

oo
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As per the findings tabulated in Table 2, Random Forest algorithm got the best results.
It achieved highest Precision, Recall and F1 Score of 0.99.

Recerver Operating Charactenstic

o
o

Tue Posttive Rate

=
.-

LR
— DT
— RF
— M

« S0.50 mark

00 02 04 06 23 10
False Postive Rate

Fig. 3. Receiver Operating Characteristic Curve

The ROC Curve (Receiver Operating Characteristic Curve) plotted between True
Positive Rate (TPR) and False Positive Rate (FPR) for all the models has been shown
in Fig. 3. The ROC Curve provides an easy way to distinguish and compare the perfor-
mances of multiple machine learning models at a time. It depicts the Area Under the
Curve (AUC). Higher the AUC, better is the performance of the model. Random Forest
algorithm got the highest AUC score of 0.9577.
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5 Conclusion

Attrition is a major problem for all the corporates globally. During the period of FY
2021 — FY 2022, the IT industry specifically faced huge attrition related issues that
were mainly because of high growth in the workforce demand in this particular sector
following the Covid related restrictions and a paradigm shift to digitization.

The Global Economic Slowdown is creating complex situations such as rise in input
costs, due to which margins of earnings are negatively affected in many sectors. Thus,
organizations are looking forward to cost reduction and a great contributor to this can
be reduction in recruitment cost.

It is of utmost importance, especially during such unprecedented time, for the
employers to keep a check on their workforce requirements and have a predictive anal-
ysis of the attrition in the organization and subsequently take appropriate measures to
curb any possible attrition. This definitely will help the organizations in cost reductions,
especially on the front of recruitment expenditure.

The analysis and the pattern of recommendations made in this paper may be of great
help to the decision makers in the organizations who are looking forward to curb attrition.
By analysing and comparing the outcomes of each model, the Random Forest model
with an F1 score of 0.99, accuracy of 98.63% and AUC of 0.9577 was found to be the
best for analysis of employee attrition. Such a model can be deployed on the company
specific manpower dataset to obtain predictive insights related to attrition.

References

1. Subramony, M., Holtom, B.C.: The long-term influence of service employee attrition on
customer outcomes and pbrofits. J. Service Res. 15(4) 460-473 (2012). https://doi.org/10.
1177/1094670512452792

2. Khalifa, N., Alnasheet, M., Kadhem, H.: Evaluating machine learning algorithms to detect
employees’ attrition. In: 3rd International Conference on Artificial Intelligence, Robotics and
Control (AIRC), Cairo, Egypt (2022). https://doi.org/10.1109/AIRC56195.2022.9836981

3. Seelam, S.R., Kumar, K.H., Supritha, M.S., Gnaneswar, G., Reddy, V.V.M.: Comparative
study of predictive models to estimate employee attrition. In: Seventh International Confer-
ence on Communication and Electronics Systems (ICCES), Coimbatore, India (2022). https://
doi.org/10.1109/ICCES54183.2022.9835964

4. Sekaran, K., Shanmugam, S.: Interpreting the factors of employee attrition using explain-
able AL In: International Conference on Decision Aid Sciences and Applications (DASA),
Chiangrai, Thailand (2022). https://doi.org/10.1109/DASA54658.2022.9765067

5. Shankar, R.S., Piyadarshini, V., Neelima, P., Raminaidu, C.H.: Analyzing attrition and perfor-
mance of an employee using machine learning techniques. In: Fifth International Conference
on Electronics, Communication and Aerospace Technology (ICECA), Coimbatore, India
(2021). https://doi.org/10.1109/ICECA52323.2021.9676102

6. Habous, A., Nfaoui, E.H., Oubenaalla, Y.: Predicting employee attrition using supervised
learning classification models. In: Fifth International Conference On Intelligent Computing
in Data Science (ICDS), Fez, Morocco (2021). https://doi.org/10.1109/ICDS53782.2021.962
6761


https://doi.org/10.1177/1094670512452792
https://doi.org/10.1109/AIRC56195.2022.9836981
https://doi.org/10.1109/ICCES54183.2022.9835964
https://doi.org/10.1109/DASA54658.2022.9765067
https://doi.org/10.1109/ICECA52323.2021.9676102
https://doi.org/10.1109/ICDS53782.2021.9626761

Analysis of Employee Attrition using Statistical and Machine Learning Approaches 279

7.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

Chakraborty, R., Mridha, K., Shaw, R.N., Ghosh, A.: Study and prediction analysis of the
employee turnover using machine learning approaches. In: IEEE 4th International Conference
on Computing, Power and Communication Technologies (GUCON) University of Malaya,
Kuala Lumpur, Malaysia (2021). https://doi.org/10.1109/GUCON50781.2021.9573759

. Patro, A.C., Zaidi, S.A., Dixit, A., Dixit, M.: A novel approach to improve employee retention

using machine learning. In: 10th IEEE International Conference on Communication Systems
and Network Technologies, Bhopal, India (2021). https://doi.org/10.1109/CSNT51715.2021.
9509601

. Mehta, V., Modi, S.: Employee attrition system using tree based ensemble method. In: Second

International Conference on Communication, Computing and Industry 4.0 (C214), Bangalore,
India (2021). https://doi.org/10.1109/C21454156.2021.9689398

Bannaka, B.M.D.E., Dhanasekara, D.M.H.S.G., Sheena, M.K., Karunasena, A., Pemadasa,
N.: Machine learning approach for predicting career suitability, career progression and attri-
tion of IT graduates. In: 21st International Conference on Advances in ICT for Emerging
Regions: 042 — 048, Colombo, Sri Lanka (2021). https://doi.org/10.1109/I1Cter53630.2021.
9774825

Joseph, R., Udupa, S., Jangale, S., Kotkar, K., Pawar, P.: employee attrition using machine
learning and depression analysis. In: Fifth International Conference on Intelligent Computing
and Control Systems, Madurai, India (2021). https://doi.org/10.1109/ICICCS51141.2021.
9432259

Yahia, N.B., Hlel, J., Palacios, R.C.: From big data to deep data to support people analytics
for employee attrition prediction. IEEE Access 9, 60447 - 60458 (2021). https://doi.org/10.
1109/ACCESS.2021.3074559

Alduayj, S.S., Rajpoot, K.: Predicting employee attrition using machine learning. In: 13th
International Conference on Innovations in Information Technology (IIT), Al Ain, United
Arab Emirates (2018). https://doi.org/10.1109/INNOVATIONS.2018.8605976

Mhatre, A., Mahalingam, A., Narayanan, M., Nair, A., Jaju, S.: Predicting employee attrition
along with identifying high risk employees using big data and machine learning. In: 2nd Inter-
national Conference on Advances in Computing, Communication Control and Networking
(ICACCCN), Greater Noida, India (2020). https://doi.org/10.1109/ICACCCN51052.2020.
9362933

Bhartiya, N., Jannu, S., Shukla, P., Chapaneri, R.: Employee attrition prediction using clas-
sification models. In: 5th International Conference for Convergence in Technology (I2CT)
Pune, India (2019). https://doi.org/10.1109/12CT45611.2019.9033784

Jain, R., Nayyar, A.: Predicting employee attrition using XGBoost machine learning app-
roach. In: International Conference on System Modeling & Advancement in Research Trends,
Moradabad, India (2018). https://doi.org/10.1109/SYSMART.2018.8746940

Hebbar, A.R., Patil, S., Rajeshwari, S.B., Saqquaf, S.S.M.: Comparison of machine learning
techniques to predict the attrition rate of the employees. In: 3rd IEEE International Conference
on Recent Trends in Electronics, Information & Communication Technology, Bangalore, India
(2018). https://doi.org/10.1109/RTEICT42901.2018.9012243

Ray, A.N., Sanyal, J.: Machine learning based attrition prediction. In: Global Conference for
Advancement in Technology (GCAT) Bangalore, India (2019). https://doi.org/10.1109/GCA
T47503.2019.8978285

Kaggle Dataset Link. https://www.kaggle.com/datasets/vjchoudhary7/hr-analytics-cas
estudy, (Accessed 20 Jan 2023)


https://doi.org/10.1109/GUCON50781.2021.9573759
https://doi.org/10.1109/CSNT51715.2021.9509601
https://doi.org/10.1109/C2I454156.2021.9689398
https://doi.org/10.1109/ICter53630.2021.9774825
https://doi.org/10.1109/ICICCS51141.2021.9432259
https://doi.org/10.1109/ACCESS.2021.3074559
https://doi.org/10.1109/INNOVATIONS.2018.8605976
https://doi.org/10.1109/ICACCCN51052.2020.9362933
https://doi.org/10.1109/I2CT45611.2019.9033784
https://doi.org/10.1109/SYSMART.2018.8746940
https://doi.org/10.1109/RTEICT42901.2018.9012243
https://doi.org/10.1109/GCAT47503.2019.8978285
https://www.kaggle.com/datasets/vjchoudhary7/hr-analytics-casestudy

q

Check for
updates

A Time Series Analysis-Based Stock Price
Prediction Framework Using Artificial
Intelligence

Harmanjeet Singh®® @ and Manisha Malhotra

University Institute of Computing, Chandigarh University, Sahibzada Ajit Singh Nagar
(Mohali), Punjab, India
{harmanjeetsingh.uic,manisha.mca}@cumail.in

Abstract. Forecasting stock prices have recently emerged as an essential compo-
nent of the economic realm. Stock price forecasting is regarded as a challenging
endeavor due to the volatility and noise of stock market activity. In many stock
price prediction scenarios, the Facebook Prophet, Light GBM and ARIMAX mod-
els have been demonstrated to be competitive versus other models. This research
presents an architecture based on a time series model, such as Facebook Prophet,
Light Gradient Boost Machine (GBM), and Autoregressive Integrated Moving
Average with Explanatory Variable (ARIMAX) to accurately predict stock prices.
Experiments with multiple potential outcomes are conducted to evaluate the sug-
gested framework using the stock price data set. The model was trained on ADANI
stock price data over the previous fourteen years using Facebook Prophet, Light-
GBM and ARIMAX and evaluated using the Root Mean Square Error metric
(RMSE).

Keywords: Time series - Stock prediction - ARIMAX - Facebook Prophet -
LightGBM

1 Introduction

In the past, stand-alone deep learning techniques were used to achieve the goal of pre-
dicting stock prices. But, employing the deep learning neural network in conjunction
with state-of-the-art methodologies in the execution of iterative tasks delivers a more
significant degree of success. In the present era of the internet, where ML (machine learn-
ing) and DL (deep learning) approaches are armed with the rigorous capability for study
and forecasts regarding stock prices [1]. There are existing businesses and organizations
operating within the financial sector that offer their services to commercial businesses,
retail establishments, and financial institutions worldwide. This industry is comprised of
institutions such as banks, financial businesses, insurance firms, and real estate groups,
as mentioned in [2]. Traders can engage in transactions involving currencies, equities,
and derivatives thanks to the virtual trading platforms made available by agents of finan-
cial markets. The actions of financial institutions profoundly influence the economic
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landscape. Because of the stock market, buying and selling publicly traded companies’
shares can occur on or off specialized stock exchanges. Due to this market, even people
who start with very few financial resources have the potential to amass a significant
fortune. There is much interest in getting an accurate estimate of stock values in both the
academic and corporate worlds, and for a good reason. Profits can be increased through
stock price forecasting by academics and business specialists. A stock market is where
stock transactions, trades, and distributions occur. Stocks must be moved about for any
of these activities to occur. It has long been utilized by multinational corporations as
one of their primary sources of finance [3]. Not only does the issuing of stocks bring
in a considerable quantity of money, but it also fosters a greater concentration of funds,
contributing to the consolidation of the organic structure of corporate capital. Predicting
the price of a share of stock, although the stock market is notorious for its high levels of
noise and its dynamic behaviors, is a highly challenging endeavor.

On the other hand, predicting stock prices requires extensive research and develop-
ment time. Prices of stocks shift for several interrelated reasons, including geopolitical
unrest, political maneuvering, shifts in economic conditions, shifts in market trends,
advances in technology, and, perhaps most significantly, the attitudes of investors towards
a particular stock. Time series or Deep learning is a new method that has recently come
into existence [4], and is one of the numerous methods developed to anticipate the close
price of a stock [5]. In this respect, the Long Short-Term Memory (LSTM) network,
which intended to remember the temporal pattern for extended durations, is commonly
employed for tasks involving time-series analysis [6, 4].

1.1 Contribution and Organization of Paper

In this work, a review of previous research on predicting stock prices using techniques
based on artificial intelligence and hybrid models was done. The vast bulk of the methods
that were proposed throughout the many publications was founded on the deep learning
framework and hybrid outcomes for various stock market indexes. This study discusses
the significant stock of a firm that uses Al-based time series approaches and the function
of time series models with hyper-parameter tuning of features to get optimal outcomes.

The remaining parts of the article are organized as described below. In Sect. 2, detailed
research methods are presented. This section includes the most current publication in
stock price forecasting using Al-based time series models and methods. The architectures
of the models that are being offered are discussed in Sect. 3. Section 4 presents the
experiment research using data sets collected from the NSE website. Before moving on
to the data pre-processing and model creation phase, this section widens the investigation
of the technical indicators involved. In addition, this part provides a complete discussion
of the model description, evaluation parameters, and outcomes after the section. The
study comes to a close with a discussion of potential future options in Sect. 5.

2 Literature Review

In [7], Principal component analysis (PCA) was used to reduce the number of dimensions
before the LSTM model was used to predict the stock’s close price for the next trading
day. This was done because technical indicators have a lot of dimensions. This was
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done before applying the model to forecast the stock’s close price for the following
trading day. Compared to the LSTM standard model, it was revealed that the quantity of
redundant data dropped, and the model achieved greater accuracy in its predictions. This
was a significant finding. In a later step, an LSTM model without PCA and an LSTM
model with PCA were compared to see how accurate and consistent the predictions were.
This was done in order to determine whether or not the PCA-equipped LSTM model
produced more accurate results.

In [2], ML and DL algorithms were applied to unstructured data gathered from social
media and structured data in the form of international data and technical indicators to
forecast the value of stocks. Most of this stock price projection was based on hybrid
data acquired in areas where English is not the predominant language. Both LSTM and
GA were utilized to determine the parameters for the stock market indexes. Based on
evaluation criteria such as Mean Absolute Percentage Error (MAPE) and RMSE, these
parameters were compared with those chosen by other models such as Back Propagation
Neural Network Genetic Algorithm (BPNNGA), Least Squares Support Vector Regres-
sion Genetic Algorithm (LSSVRGA), Random Forest Genetic Algorithm (RFGA), and
Extreme Gradient Boost Genetic Algorithm (XGBoostGA). By attaining MAPE values
that varied from those of the other four models by a margin of less than five percent, the
Long Short-Term Memory employed Genetic Algorithm (LSTMSGA) model produced
exceptionally accurate prediction results.

In [3], a hybrid strategy that is both time and resource efficient, has been proposed to
reduce the risk associated with investing during Black Swan occurrences. Experiments
were carried out using the S\&P 500, the BSE Sensex, and the Nifty 50 as test subjects.
It was claimed that the model achieved an accuracy of 86 percent during “black swan”
events, which are unpredicted events that happen worldwide, such as a recession, a long
disease, or war. The model was evaluated based on the accuracy parameter, and it was
claimed that it achieved an accuracy of 80 percent for single step ahead prediction.

In [8], hybrid models of Bi-directional Long Short-Term Memory (Bi-LSTM) and
Gated Recurrent Unit (GRU) were suggested, where first the individual performances of
the Bi-LSTM model, the GRU model, and the standard neural model were investigated
and assessed. Then a comparison was held between the individual models and the hybrid
models. Model accuracy was determined using Mean Squared Error (MSE), Root Mean
Squared Error (RMSE), Mean Absolute Error (MAE), Mean Squared Log Error (MSLE),
and Mean Absolute Percentage (MAPE) parameters.

In [9], it was recommended that the execution of the framework occur in two steps:
selecting stocks for the portfolio and forecasting stock prices. Both of these phases would
take place after the framework had been designed. Selecting stocks for a portfolio begins
with constructing a mean-variance model using the stocks’ historical data. It is followed
by the determination of the sharp ratio. If the ratio is greater than one, the operation
will continue to utilize Synthetic Minority Over-sampling (SMOTE) techniques. If this
is not the case, a different group of stocks will be chosen.

In [10], LSTM and CNN-based hybrid model was presented, followed by an Atten-
tion block. Unfortunately, the model ran into the issue of over-fitting, which necessitated
a change in the model’s architecture in the form of an adjustment to the amount of neu-
rons present in each layer and the addition of a drop-out layer after each of the layers.
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It is essential to emphasise that accurate prediction relies heavily on effective attribute
extraction, which is why this topic warrants special attention.

To efficiently learn the dynamics for share price from a data-set, [11] offers a hybrid
DL framework combine with CNNs model and LSTM model. The first step taken into
consideration due to a time series data set containing stock prices was the extraction
of various time scales from the data set using the CNN layer. The original prices were
blended at a later date using time scale extraction. It was also thought about how to use
multiple LSTMs to understand temporal dependencies for different time-scale features.
While attempting to anticipate the close price of a stock, all of the features that have
been gathered by LSTMs are integrated using linked neuron networks. Still, the above
strategy doesn’t fully understand how the interdependence of stock prices that are very
long doesn’t work.

In [12], it was possible to do a comparative examination of twenty-five distinct
ensembles’ worth of regressors and classifiers. The study’s results showed that stacking
and mixing ensembles worked better than bagging and boosting. While evaluating the
models, the RMSE parameter was considered, and it was reported that stacking obtained
0.0001-0.001 and blending achieved 0.002-0.01, both of which were deemed to be
superior to other ensemble strategies.

In [13], the authors described hybrid deep learning models capable of forecasting
and/or analyzing time series data-sets. These models were made using multi-scale fea-
tures, and the authors used many pipelines or networks to pull out the multi-scale features.
This resulted in a large and complex model that was not considered favorable for training
or testing and was also irrelevant to insight patterns.

A new hybrid approach introduced in [14], LSTM auto-encoder and stacked LSTM
network comprise the first and second layers of the LSTM model’s fundamental structure,
respectively. An auto-encoder method was observed to be quite beneficial for noise
reduction in inputted data, which results in negligible mistakes in the case of a basic long
short term memory model and a standard multi-layer perceptron. This finding was made
after it was discovered that an auto-encoder method had shown quite beneficial results.
The conclusion was reached when more errors were produced when the parameter had
a high value.

Ensemble model of LSTM networks for Intraday trading forecasting was proposed
in [15], in which a series of LSTM network models are used individually before being
joined in series to evaluate overall performance. The network inputs are taken from a
broad variety of technical analysis indicators. The results showed that using Ensemble
LSTM significantly improved over typical ensemble weighting procedures. For example,
a model with an equally weighted technique, or one with an ideal single model, may
be evaluated based on its power to forecast the price of 22 stocks out of 44 US big-
cap businesses. Additionally, the outcomes of the ensemble LSTM model are superior
to those of standalone models like the lasso and ridge logistic regression. Although
surpassing several different benchmarks, the recommended solution has a significantly
higher overall cost in terms of computation. The training duration of the ensemble model
for each stock took roughly one hundred and fifty minutes, whereas the training period
of lasso for the same job just took a few seconds.
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Multi-filter neural networks such as recurrent and convolutional networks were pro-
posed in [16], to extract features from time series data. These hybrid neural networks
outperformed single-structure neural networks when put in comparison with state of art
parameters. Although it is an inevitable fact that for short term duration learning, CNN's
models are excellent whereas Recurrent Neural Networks (RNN) are considered to be
excellent in long term duration. However, in [17] networks were observed to struggle in
comprehend the extremely long stock price data-sets.

Despite this, the time series that we have provided considers all of the problems that
have been brought up to correctly predict stock prices. ARIMAX, Facebook Prophet,
and LightGBM are the three components that make it up.

3 Architecture of Proposed Models

In this research, time series models were deployed on stock named as Adani Port to
forecast stock price. Initially, the dataset was preprocessed. Further, three windows
were designed, one for every three days, one for every seven days, and one for every
thirty days, with features corresponding to “high,” “low,” “volume,” “turnover,” and
“trades.” For each time window, average of attributes was calculated. Then, for each
time window, standard deviation was calculated. After that, the dataset was split into
two subsets and the mean value of each feature was put in the empty cells of each
subset. The data collected before 2019 served as our training data set, while the data
collected after 2019 served as our test data set. Because stock prices are highly impacted
by noise and disturbance from the outside, in order to stabilize this noise, we include a
list of exogenous features. These features include high mean, low mean, high standard
deviation, low standard deviation, volume mean, volume standard deviation, turnover
mean, and turnover standard deviation in durations of a day, day of the week, a week,
and a month.

After this, the proposed model is trained with AutoARIMA, FBProbhet and Light-
GBM. The following steps were carried out in suggested framework’s stock prediction
process:

a) Data collection: Stock data is gathered from yahoo finance from the period of Nov.
2007 to April. 2021 and supplied into the pre-processing step during this stage.

b) Data Pre-processing: In this phase, involves transforming raw data into something
that can be analysed.

c) Data Modeling: a stock prediction model is built and the converted data are input
into it. To properly anticipate the closing price of a stock, data analysis is carried out
in this stage.

d) Performance Evaluation: It is here that the model’s output is compared against
actual output in order to determine whether or not the model is accurate. Model
improvement or data preparation enhancement is needed if this model does not meet
its stated goals. Otherwise, inform the user of the findings.

e) Result: Once the model has been shown, the user may see the findings and predictions.
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4 Experiment Study

Figure 1 shows the five critical features from data-set that can be use in prediction of
stock movement. These features are stock’s open price, close price, high price, low price
and last close price.

4.1 Dataset

This analysis makes use of the historical data on the stock that Yahoo Finance generated.
Figure 1 illustrates an example of this data collection, which has a variety of attributes
such as open (the stock’s current open price), close (its current close price), high (the
stock’s highest price in a day), low (the stock’s lowest price in day), close (the stock’s
closing price in a day), and last (last close price of a stock).

1200

y\

-

2007-11-27 2009-12-14 20111216 20131213 201512-28 20180102 20200115

Fig. 1. Original data-set of Adani port’s share.

The direction of the stock movement is reflected in the adjusted characteristics to
provide an accurate depiction of a company’s value after considering its operational
operations. This data set provides information on the price movement of Adani stock’s
throughout the given period. Figure 1 depicts Adani’s share price close index.

One set of data is used for training, while the other is utilized for testing, for two sets
of data. The train data set accounts for 70 percent of the source data set, whereas the
test data set comprises 30 percent. Data ranging from November 27, 2007 (which is a
Tuesday) through April 19, 2017 (which is a Wednesday) was used to train the models.
The models are then assessed using data ranging from Thursday, April 20, 2017, until
Thursday, April 30, 2021.
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4.2 Technical Indicators

For the stock price of Adani Port, an average directional movement was determined
where ADX < = 25 is considered not in trends, ADX = > 25 to ADX < = 50is
considered in trends and ADX = > 50 is considered in high trends. It performs well in
determining the direction of a trend, which is useful for market analysts and investors
(Fig. 2).

Daily Close Price and ADX

Price

2021-09 2021-11 2022-01 2022-03 2022-05 2022-07

Fig. 2. Technical indicator as average directional movement of Adani port’s share price

The other type of technical indicator that we employed in our research was called the
relative strength index (RSI). It illustrates how quickly and with how much momentum
stock prices have been moving in recent times (as seen in Fig. 3). As a consequence, the
stock price may be judged to be overbought or oversold depending on certain criteria.
Generally, a stock is considered overbought when its RSI index is higher than 70, while

Daily Close Price and RSI

2021-09 2021-11 2022-01 2022-03 2022-05 2022-07

Fig. 3. Technical indicator as RSI index of Adani port’s share price
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a stock is considered to be oversold when its RSI index is lower than 30. Further infor-
mation from the RSI indicator suggests that stock prices may be getting ready to make a
trend reversal or corrective retreat. This index, in general, assists the investor in making
decisions on the optimal moment to purchase or sell shares. Figure 3 illustrates Adani
port’s daily close price as well as the RSI index over the specified period.

4.3 Data Pre-processing and Model Design

In order to create the model of the time series, we followed the process that is mentioned
below:

Following the separation of the data set into a train set of data before the year 2019
and a test set of data after the year 2019, based on the close price column, we processed
the training and test data in such a way that every next day’s close price is dependent on
the different windows size such as 3-days, 7-days, and 30-days the previous values of
stock’s open price, close price, high price, low price, and last close price, which are then
marked as features. This was accomplished Following the completion of the process
involving the preparation of the data, we computed the mean and standard deviation of
each characteristic in order to arrive at a point where we could validate the presence
of stationary data. In order to create our models, we relied on the library resources
provided by the Prophet, PMDARIMA, and LightGBM. In order to develop the AUTO
ARIMA model, we used the VWAP (volume average weighted price) of the train dataset
in conjunction with some exogenous characteristics. The model is constructed with the
loss parameter set to “root mean squared error,” and it also has the “mean absolute error”
setting.

In order to develop the Facebook Prophet model and LightGBM, date and close price
columns from training data were taken into consideration with VWAP columns.

4.4 Result and Discussion

In order to successfully implement all of the time series models, the frameworks Tensor-
Flow 2.8.0 and Keras 2.8.0 were utilized. The researchers used a 64-bit Windows 10, an
Intel i5-8265U central processing unit (CPU), 16 gigabytes of random-access memory
(RAM), and 64-bit Windows to train the models. In the instance of Auto ARIMA, it took
around 210 ms, generating an RMSE of training data of 27.12, followed by an MAE of
training data of 10.61. In the instance of LightGBM, it took around 213 ms, giving an
RMSE of 89.98 for the training data, followed by an MAE of 44.76 for the training data.
In Facebook prophet, it took around 202 ms, generating an RMSE of training data of
29.72, and MAE of training data of 16.26.

The trained model is given test data so that the “Loss,” “Mean Squared Error,”
and “Mean Absolute Error” parameters can be used to measure how well it can predict
outcomes. This is achieved by utilizing the mean squared error library, which is imported
from the sklearn package. The model generated the results that are displayed in Table 1.

The graph of the same is shown in Fig. 4 where the ARIMAX forecast line gives
better prediction results than other models.
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Table 1. Evaluation matrices of prediction result on training data in time series models.

Stock Name Model’s evaluation of training records
Model RMSE MAE

Adani Port ARIMAX 27.12 10.61
LightGBM 89.98 44.76
FBProphet 29.72 16.26

- WIVAP

1200 - Forecast_ARIMAX
—— Farecast_Frophet
—— Farecast _LightGBM

1000

80O

600

400

200

2019-01-01 2019.0529 2019-10-27 220-03-19 20200814 2021-01-06
Date

Fig. 4. Predicted price of Adani port’s share.

5 Conclusion

Computerized financial market price forecasting is attracting investors. Consequently,
ARIMAX, FBProphet, and LightGBM time series models may predict stock prices.
In this study, we invented a time series-based stock market forecasting approach. The
suggested model calculated ADANI Ports’ pricing with the lowest RMSE and MAE.
Our goal is to use classical, ensemble, and time series methods together to make more
reliable future work models.

In future research, the suggested technique may be applied to stock market data from
different nations, and comparisons can be made with XGBoost, SVM, and ANN. The
SVM and ANN models, on the other hand, can be built using several different things,
such as investor mood, interest rates, the country’s political situation, news, and currency
rates. In addition, we will assess the accuracy of our proposed model’s predictions for
various nonlinear and non-stationary time series, including exchange rates, crude oil
prices, wind speed, temperature, precipitation, earthquakes, and tourist arrivals.
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Abstract. In this paper, the expansion of English to Bharti Braille neural machine
translation system has been carried out. It is shown how a baseline Neural Machine
Translation (NMT) model can be improved by adding some linguistic knowledge
toit. This was done for five language pairs where English sentences were translated
into five Indian languages and then subsequently to corresponding Bharti Braille.
This has been demonstrated by adding a sub-module for translating name entities.
The approach shows promising results across language pair and improvement in
the quality of NMT outputs. The least improvement was observed in English-Tamil
language pair with 8.79% and the most improvement was observed in English-
Hindi language pair with 15.01%.

Keywords: Neural Machine Translation - Name Entity Recognition - Linguistic
Embellishments

1 Introduction

Braille is a writing system used by people who are visually impaired. It is a system
of raised dots that can be read by touch. Each character, or cell, is made up of six
dots arranged in a rectangular grid, with up to two dots raised in any given position.
The Braille code assigns a unique combination of dots to represent each letter of the
alphabet, punctuation marks, and other symbols. It can also be used to represent music
and mathematical notation. The Braille system was invented by Louis Braille in 1824
and is widely used around the world as a primary means of literacy for the visually
impaired.

Machine translation (MT) is the use of software to automatically translate text from
one natural language (such as English) to another (such as Spanish). The goal of machine
translation is to produce a high-quality, fluent translation that is equivalent in meaning
to the original text. There are several different types of machine translation, includ-
ing rule-based machine translation, statistical machine translation, and neural machine
translation.

Rule-based machine translation (RBMT) uses a set of pre-defined rules to trans-
late text, while statistical machine translation (SMT) uses statistical models trained on
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large bilingual corpora (texts in two languages) to generate translations. Neural machine
translation (NMT) is the most recent type of machine translation and uses deep neural
networks to generate translations.

Machine translation is widely used in a variety of applications, such as online
translation services, localization of software and websites, and multilingual informa-
tion retrieval. However, it’s important to note that machine translation is not always
perfect and may produce translations that are not entirely accurate or idiomatic.

Braille machine translation is a technology used to convert written text into Braille,
a writing system used by people who are visually impaired. The translated text can be
read using a Braille display, which is a device that uses a series of raised dots to represent
letters and other characters. The process of converting text to Braille is called Braille
transcription. There are several software and online tools that can be used for Braille
machine translation.

In this paper we discuss the discussed the working of our machine translation system
which incorporates NMT approach. Through experiments we show the improved our
proposed approach over the baseline NMT system.

2 Literature Review

Abualkishik and Omar developed a system for translating Quran verses into Braille [1].
The system translated various deviations as well. It was found that the system could only
work well with only one variation. The authors also made a partially successful attempt
to transcribe the different versions into Braille [2]. They further extended the work and
were able to transcribe three versions of Quran verses into Braille. Al-Salman proposed
a low cost solution of translating Arabic text into Braille and vice versa [3]. The system
developed was rule based system where rules were used for translation. Through this
system the visually impaired people we able to use the internet and communicate with the
world. Azam et al. worked on developing a transfer based machine translation system for
Bangla to Braille [4]. They evaluated their system on a literary text where Bangla poem
was translated into Braille and was provided to a visually impaired people for validation.
It was found that the system was able to mostly translate all the text into Braille. This
was one of the first attempts to bridge the knowledge barrier that the visually impaired
people face in their daily lives.

Blenkhorn proposed a technique to transcribe braille to text using a rule-based mech-
anism [5]. The approach developed was lightweight and could be configured for other
languages as well. In their paper, they demonstrated an algorithm for converted English
text into braille. Cleave worked on developed a system which showed appropriate trans-
lation which at that time was being done by humans using some electro-mechanical
machines [7]. Blenkhorn also proposed a scheme of translating text into braille. They
showed the translation of text using a dictionary-based mechanism which was able to
translated characters in several languages into braille. This helped braille experts to
quickly change the braille mappings without having any knowledge of programming.
This approach was very effective and popular among this community. Fahiem worked on
developing a translation system which translated Urdu text into braille. Urdu is a context
sensitive language, as it has different forms of glyphs for an alphabet, depending on the
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position of that character in the word. Thus, system developed was also context sensitive
[9]. They used an optical character recognition system to recognize braille code for Urdu.
They then developed a mechanism which then translated the braille text into Urdu which
was context sensitive. George et al. developed a device which helped visually impaired
people to read English text. This used a simple transliteration technique which simply
transliterated a character into braille [10]. The letter were first recognized and then were
sent for mapping which were then converted into respective braille encodings and were
shown on the user interface.

Gotoh et al. developed a system named BrailleMUSE which translated music into
braille. This computer-based system was the first of this kind [11]. The system took
music from the internet and translated into braille. Hossain et al. highlighted the lack of
tools for the visually disabled people for studying in Bangladesh [12]. It was highlighted
that due to this reason a large number of visually impaired people were deprived of basic
education. They developed transfer-rules and thus developed a transfer-based machine
translation system which translated Bangla to braille. This system used a automata-based
approach where DFA was developed for translation of text. The output of the system
was given to the visually impaired people who confirmed that the system was able to
properly translate the text from Bangla to braille.

Hossain et al. worked on developing a machine translation system using the same
approach. They also developed rules using DFA and regular expressions [13]. They then
used a statistical approach which did the job of translating text to braille fairly well.
In their study, it was reflected that regular expressions play a very important role in
representing language which can be used by machines [14]. They validated their claims
though several experiments and concluded that use of DFA and regular expressions
were very effective in translation text from Bangla to braille. They primarily employed
elimination methods for structure and state and achieved satisfactory results.

Iain and Pasquale worked on development of a device which could back translate
braille text into natural language [15]. First, the device performed scanning of the page
which has braille text in it. Then, only the braille text was converted into natural language.
This further bridged the barrier between people who could see and people who were
visually impaired. Ingham worked on developing braille books using two mechanisms
(i.) presses which used zinc plates for embossing; and (ii.) by taking help of volunteers
[16]. This proved to be a low-cost solution of producing books in braille. They further
showed techniques which were cost effective in input generation and streamlined the
entire working. Li and Yan developed a SVM classifier which extracted braille text from
images [20]. They reduced this problem into a simple image processing problem where
the image was taken as an input though camera, was preprocessed, segmented and finally
braille encoding extraction. This approach was simple and very effective in extracting
braille text. One of the reasons could be braille being a fixed language in nature. Li et al.
proposed a simple character recognition system which extracted braille text using Haar
features and SVM classification [21].

Mahbub-Ul-Islam et al. felt the need of providing books in braille so that visually
impaired people could study [22]. They worked on developing several approaches which
transcribed Bangla text into braille. Finally, they so worked on developing a model
based on DFA for translation of Bangla text into braille. Nian-Feng and Li-rong showed
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the constraints of general public in understanding braille and accordingly work with
it [23]. Shimomura et al. developed a translation system from Japanese to braille. It
was developed in C and Python [25]. They first performed morphological analysis of
Japanese using MeCab engine. Then, they used TensorFlow to develop their neural
machine translation system. The NMT model was trained on 1 lac Japanese lexicons.

Wang et al. worked on developing a new method of translating Chinese to braille.
Since in Chinese one has to first perform word segmentation, they worked on developed
a corpus-based machine translation system for translating Chinese text into braille [30].
They employed statistical machine learning for this task which used context mining of
the corpus and identified the tone marking. Zhang et al. identified the need for translation
of literary text into braille so that visually impaired and understand their culture [31].
As braille is a cryptic language, its translation using computer-based mechanism was
needed. Although several points were highlighted by the authors but they missed out of
explaining the hardware implementation or the design of the algorithm.

In Indian Context Das et al. explored the possibility of computerization of two braille
equipment which were being used in production of text in braille [8]. A machine trans-
lation system was developed which translated text from English to braille. To test the
performance of the system, it was provided to a blind boys’ academy in West Bengal,
India for testing and evaluation. Jariwala and Patel worked on developing system for
translation of Gujarati text into braille [17]. They highlighted the need for a transla-
tion tool which would help visually impaired people living in Gujarat. They developed
a simple rule-based machine translation system of translating text in English, Hindi
and Gujarati to braille [18]. This system helped in translation text into text and finally
embossing into a book. Lahiri et al. showed the working of their system “Sparsha” which
helped the visually impaired people in reading as well as writing text in braille using
computers [19]. They explained their approach of translation of text to and from Bharti
braille.

Salah and Ram studied several transliteration systems used in transcribing text into
braille and then worked on developing a translation system for Malayalam to braille
[24]. Shreekanth and Udayshankara worked on developing Hindi braille corpus as their
were none available at that time. They worked on developing a Bharati braille-bank
database [26]. They portrayed the contradictions in several research findings and con-
cluded that this all was happening due to a lack of common encodings. Singh and Bhatia
developed a transliteration system for transcribing English and Hindi text to braille [27].
They primarily used a dictionary-based approach for this study. Their approach was
simple but yet effective as it correctly converted English and Hindi text into braille [28].
They splitted the input sentence into words and then extracted characters and finally
performed lookup-up in the dictionary. Vyas and Virparia studied several techniques for
transcribing braille characters. He also looked at their properties, extracted features from
them [29]. They portrayed the characteristics of Gujarati and problems in transcribing
and recognizing braille characters in Gujarati.
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3 Experimental Setup

In order to develop a machine translation system. We first collected English monolingual
corpus and translated it into five Indian languages viz Bengali, Gujarati, Hindi, Marathi
and Tamil. Table 1 shows the 11 constructs in English which were specifically focused.

Table 1. Characteristics of English Monolingual Corpus.

S. No.

Construct

Simple Sentence

ii.

Infinitive Sentence

iii.

Gerund Sentence

iv.

Participle Sentence

Appositional Sentence

vi.

Initial Adverb Sentence

vii

Coordinate Sentence

viii.

Copula Sentence

iX.

‘Wh-Sentence

Relative Sentence

Xi.

Discourse Construct

One lac English sentences were collected and then got them translated by human
annotators. The translated sentences were then vetted by two human annotators.

Once the vetting process was competed, this corpus was used for training NMT
models. Two NMT models- a baseline NMT model and another name entity aware
NMT model, were trained.

4 Proposed System

For both the models, some common steps are followed which are the de-facto methods
in current state-of-the-art NMT systems. These were:

4.1 Source Text Rewriting

The source English text which has its default structure as subject-verb-object is converted
to the default structure of Indian languages i.e., subject-object-verb. For this, the English
sentences were first parsed using Stanford CoreNLP library [32]. It was our first choice
as it is the most popular and well-maintained library for computational processing of
English.

A transfer grammar which converted English syntax into the syntax of Indian lan-
guages, was constructed. For this, 843 handcrafted rules were developed. A snapshot of
these rules is shown in Fig. 1.
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Fig. 1. Transfer rules using by the transfer engine

Thus, the overall working of this phase was to first parse a English sentence and then
by applying the transfer rules convert the English structure into corresponding Indian
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S
T

PP NP VP
N\ | T — — |
IN NP NP PP VBZ VP
| | T —— —N | —
In NNP NNP NNP NNP IN NP is VBN PP

| | | | | | | — T ——
Jaipur Malviya National Institute of NNP located IN NP
I | —T
Technology on NNP NNP NNP

| | |
Jawaharlal Nehru Marg

Fig. 2. English Parse of Example Sentence.

NP NP VP
s — P
NNP IN NP PP NP VP

— T A\ TR |
NNP NNP NNP IN NP NNP NNP NNP IN VBN VBZ

|
NNP

Fig. 3. Source Syntactic Tree of Example Sentence.

NP NP VP

N 1 —
NNP IN NP NP VP
[ TN TS T |
SAR In NNP  NNP  NNP  NNP NNP  NNP  NNP IN VBN VBZ
I

| | | | | | | | |
A g deifiel $F Jaete JeE AR on located is

Fig. 4. Source Syntactic Tree with Name Entity Translated text.

language structure. For example, if we gave a sentence like, “In Jaipur, Malviya National
Institute of Technology is located on Jawaharlal Nehru Marg.” Then using Stanford
parser, we will get a parse tree as shown in Fig. 2 which would then be transferred
(converted) to its Indian language (target language) equivalent as shown in Fig. 3.

4.2 Sub Wording

Sub wording is a technique used in natural language processing to divide words into
smaller units, called sub-words or sub-word units. The goal of sub wording is to capture
the meaning of a word by breaking it down into smaller, more basic units that can be
more easily understood by machine learning models.

Sub-word models are quite helpful in machine translation as they improve the per-
formance of these model by providing them with a more detailed understanding of the
meaning of individual words. It also helps to handle out-of-vocabulary (OOV) words,
which are words that are not present in the training data.

Thus, in this example the source words were processed with sub-wording using a
popular sub-wording method known as byte pair encoding. Through this we got the most
frequent pair of bytes (or characters) in the text with a single, unused byte.

The above two process were applied on the entire one lac English sentence corpus.
Once this process was competed, and a baseline NMT model was trained using PyTorch
library.

Another system was also trained which augmented the transfer tree by first recog-
nizing the name entities in the corpus and then translating or transliterating them in
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the target Indian language. For example, if the English text was to be translated into
Hindi, then at first, the system would recognize the name entities in the input sentence.
In the example they would be “Jaipur”, “Malviya National Institute of Technology” and
“Jawaharlal Nehru Marg” recognized as location, organization and location respectively.

Table 2. Layered Output of the Input Source Sentence

Input Sentence In Jaipur, Malviya National Institute of Technology is located on Ja-
waharlal Nehru Marg

English Parse in LISP [S [PP [IN In] [NP [NNP Jaipur]]] [, ,] [NP [NP [NNP Malviya] [NNP

Notation National] [NNP Institute]] [PP [IN of] [NP [NNP Technology]]]] [VP

[VBZ is] [VP [VBN located] [PP [IN on] [NP [NNP Jawaharlal] [NNP
Nehru] [NNP Marg][]]] [. -]
LISP Notation of Syntax  [S [NP [NNP J[IN ]J] [, ,] [NP [NP [NNP ] [NNP ] [NNP ] [NNP ]]] [VP

Transferred Tree [NP [NNP ] [NNP ]J[NNP JINJ][VP [VBN][VBZI][. .1l
NE Translated Parse [S [NP [NNP SIAYX]  [IN In]] [, ,] [NP [NP [NNP AIdd]  [NNP
Tree 1] [NNP UIifiebl]  [NNP HRIH]1] [VP [NP [NNP

SATERATA]  [NNP &) [NNPHATf] [IN on]] [VP [VBN located]
[VBZis]] [..]]

TRANSLATION PHASE

In Jaipur, Malviya National Institute of
Technology is located on Jawaharlal Nehru Marg.

SR F AredE Ay
jansfeREnEIne] T SRR des A eud &
Jaipur in Malviya National Institute of
Technology Jawaharlal Nehru Marg located is.

|

Intermediate Output

ANALYSIS PHASE

NMT Framework

Post-Processing

Fig. 5. Schematic Diagram of the proposed system

Next, the system would translate these entities using a separate knowledge base that
was constructed for organization names and location names. In case if these are not
found in the knowledgebase then the same would get translated. As for the other name
entities (the ones which are not tagged as organization or location), they would also
get transliterated into the target language. Thus, in our example, the target name entities

would be “STIYR”, “HIAd1d AP Urfeb] FRIM” and “SaTgRare Ags AN -
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These are replaced by the English name entities in the parse tree. Thus, the resultant
parse tree has a mix of English text and Hindi translated text. This is shown in Fig. 4.

Next the augmented (NE translated) sentence is sent for sub-wording and then finally
is provided to PyTorch library for NMT model for training. Figure 5 shows the schematic
diagram of the entire working of the system. The working of the entire systems is also
enumerated in Table 2.

Next, the text translated for the NMT systems was sent the Bharti Braille translation
engine which would then translate it into the corresponding Bharti Braille encoding.

5 Evaluation

Both the MT systems were tested on one thousand sentences (for each language pair).
BLEU evaluation metric was used to compare the results of the two systems. In all cases
the name entity induced NMT models performed better than baseline NMT models.
The result of this study is shown in Table 3. These are system level scores where the
individual translation scores were added and were divided by one thousand. The same
is shown in Eq. (1). Here, BLEU-Score; is the individual BLEU score for each sentence
which are then added for all n sentences and are then divided by total number (n) of
sentences.

> BLEU — Score;
n

6]

System — level BLEU Score =

Table 3. Evaluation results of NMT models.

Language Pair Baseline Models | Name Entity Induced NMT Models | Improvement
English-Bengali | 0.4653 0.5570 9.17%
English-Gujarati | 0.5879 0.7124 12.45%
English-Hindi 0.4982 0.6483 15.01%
English-Marathi | 0.5219 0.6591 13.72%
English-Tamil 0.4211 0.5090 8.79%

6 Conclusion

In this paper, the development of a name entity augment NMT system was shown. The
improvement of the NMT system was shown by adding a name entity translation sub-
module. The proper treatment of name entities in the translation process, improves the
performance of the system. This is evident through the comparison of results of baseline
NMT system with name entity induced NMT system where in all the language pairs
there has been some improvement in the results. The performance improvement ranged
from 8% to 15% where English-Tamil has shown the least improvement with a gain of
8.79% and English-Hindi showed the most improvement with a gain of 15.01%.
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As an extension to this work, authors would also like to observe the change in perfor-

mance of the NMT models when multi-word expressions are handled in the same manner.
This would further strengthen our hypothesis that by adding linguistic knowledge, the
performance of the vanilla NMT models can be improved.
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Abstract. Cattle farming is the second most thing in the farmer’s life after agri-
culture. In India, milk is a part of our daily lives. Nowadays, due to increasing
cattle farming, monitoring the cattle behaviors, health status and predicting the
calving time, estrus periods are essential to know the status of the cows which
leads to various health issues for people who are consuming that diseased ani-
mal’s milk and other products of that milk. Camera-based surveillance system
for monitoring cattle is expensive and complex. The proposed Al-Enabled Cyber-
physical system (CPS)-based monitoring system has reduced the complexity of
the system by predicting the abnormal behavior of the cow in advance by using
wearable sensors module. IoT-based sensor data is evaluated by a Weight factor
distributed algorithm for finding the activities of cows and a Convolution Neural
Network (CNN) is used for image analysis with trained datasets. The performance
of Al-Enabled CPS-based systems shows high accuracy, and less complexity when
compared to other SVM and CNN.

Keywords: Convolutional Neural Network (CNN) - Artificial Intelligence (Al) -
Sensors - Cyber-physical system (CPS)

1 Introduction

According to UNDP predictions, the world population will reach 9.5 billion by 2050,
and the requirements for animal products globally (e.g., milk, dairy products, meat) will
increase by 70%. Today, farmers are facing problems with infrastructure, connectivity,
animal monitoring, and diseases. There are a variety of skin issues that cattle face, some of
which are manageable while others are more challenging. In Ethiopia, ringworm, bovine
papillomatosis (warts), and lumpy skin disease (LSD) are common skin conditions [1].
The most well-known and frequently used algorithm is CNN. The primary advantage of
CNN over its forerunners is that it recognizes the pertinent features automatically and
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without human oversight. CNN has extensively used in a variety of fields, such as face
recognition, voice processing, computer vision, etc. Like a traditional neural network,
the structure of CNNs was inspired by the neurons in human and animal brains. More
specifically, the visual cortex of a cat’s brain is made up of a convoluted pattern of cells,
and the CNN simulates this pattern [2]. The objective measurement of animal stress
using digital technology is one of the goals of several developments in smart livestock
monitoring. Biometrics and artificial intelligence (Al) are also used to evaluate the impact
of these developments on the welfare and production of livestock [3].

Cattle undergo stress when they are unable to respond behaviorally or physiologically
to physical or environmental stressors. These difficulties disrupt homeostasis, and an
adaptive response is triggered in an effort to bring everything back into balance, making
a preliminary determination of deviant behaviors in cattle is one of the key challenges
in the management of animals kept in group housing, The main obstacle to achieve
optimal reproductive performance is failing to recognize gestures in the proper and
appropriate manner. In today’s intensive dairy production, it is extremely important to
accurately predict lameness activity. Due to the freedom of movement of cattle, wireless
communication is a significant problem in cow monitoring systems. A very difficult
problem is the lack of data about endemic diseases and the reliability of available data
[4].

To overcome the above-mentioned issues and challenges, a well-developed system
for monitoring the cattle and predicting the disease, and calving time in advance is essen-
tial. Section 2 focuses on the related work about cattle physiological and behavioural
responses to be monitored. The proposed system is described in Sect. 3 regarding sensors
and the CNN algorithm. The experimental setup and results are discussed in Sect. 4. In
Sect. 5, the Conclusion & Future Scope are summarized from the experimental studies.

2 Related Work

Much research is going on monitoring cattle farming using different technologies such as
IoT, and Al-based systems. Controlling and automating farming operations, the Internet
of Things and artificial intelligence are making a significant contribution to modern
agriculture. To anticipate future challenges in farming practices, the data generated
by various sensors must be managed and analyzed using machine learning and deep
learning-based methods [5]. Guo, et al. created an automated platform for dairy cattle
temperature measurement and monitoring. The platform classified and identified dairy
cattle images using the YOLO V3-tiny deep learning algorithm (you only look once,
YOLO). There were three layers of YOLO V3-tiny identification in the system: (i)
the body of a dairy cow; (ii) an individual number (also known as an ID); (iii) An
identification thermal image of the eye socket [6].

Chaudhry, et al. concluded that a necessary technological advancement is livestock
health monitoring. ML-based predictive technology can assist in predicting theearly
detection of cattle diseases, and precision cattle farming is a useful tool for veterinarians
to monitor the crop’s health [7]. Anita z, et al. evaluated two distinct methods for detecting
rumination using various machine learning algorithms and epoch lengths. The findings
indicate that an accelerometer ear tag can detect rumination with high accuracy (98.4%)
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[8]. Ezann, et al. suggested that the rapid growth of these fields is made possible by
the convergence of Al methods like machine learning, expert systems, and analytical
technologies with the collection of massive and intricate data [9]. Han, et al. stated that
after noise reduction, data are used to develop a deep- learning- based LSTM model for
cattle state dynamics. This model can predict the cattle’s state change in the following
cycle. When the predicted results are compared to the actual results, the model’s accuracy
and effectiveness are shown [10].

Veerasak, et al. suggested a method for locating foot and mouth disease (FMD)
outbreaks that have wreaked havoc on Thailand’s cattle industry for the past ten years.
For authorities to develop a strategy for preventing FMD outbreaks, it is essential to have
aprediction of outbreaks based on relevant risk factors that has a high prediction accuracy
[11]. Neethirajan, etal. suggested a hands-on, realistic, and practical approach to affective
state recognition is provided by Al technologies. This makes it easier for ethologists and
animal handlers to understand why animals behave the way they do and how to improve
their welfare and productivity [12]. Bezawit, et al. explained the numerous factors that
influence the potential economic benefits of livestock farming. The prevalence of disease
in livestock is one of these factors. The economic benefits of livestock farming have been
impacted significantly by this condition [13]. Bao, et al. implemented the proposed model
to make animal farming easier, a methodical application that uses smart algorithms, data
processing, and basic devices for collecting data must be developed [14]. Singh, et al.
examined by monitoring the health of cattle is essential for ensuring their health for milk
production. Real-time monitoring and prediction are two applications for which digital
technologies have attracted a lot of attention. Lower-quality milk production is the result
of inadequate health monitoring [15]. Balamurugan et al. examined the performance of
the self-powered multisensory wireless network with a lora RF module [16]. Pavlovic
et al. reported on a method for developing algorithms that use two feature selection
techniques to systematically reduce dimensionality to classify key cattle states. These are
applied to knowledge- specific and generic time series extracted from raw accelerometer
data and are based on Mutual Information and Backward Feature Elimination. After that,
the extracted features are used to train Hidden Markov Model-based classification models
[17].

Sabrina et al. studied animal behavior, the estrus cycle, the behavioral examination
of grazing animals, and the observation of animal posture response. These observations
describe how animals were observed by attaching accelerometer sensors to their necks
or legs. Able to classify grazing, resting, and walking as the three states. Because it uses a
single sensor that records animals’ positions, the results aren’t very precise, especially in
the grazing and resting states [18]. From the studies of cattle care management systems,
itis clear that they are unable to meet real-time applications. So, a novel emerging system
is required for real-time.

3 Proposed System

Artificial Intelligent enabled CPS system for cattle disease detection system has IoT
based sensor analyzing system, Camera surveillance using CNN algorithm. Keeping
the complexity and efficiency in mind, we came up with a solution for the cattle care
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system using Al and CNN. The fundamental terms of an expert system are discussed
in this section, as are the functionalities of the components. The formulation of CNN
architecture and its application to train the model is further developed during this process.
In the proposed system first, a wearable 3-axis accelerometer along with neck and leg
sensor modules are connected to every animal for continuous monitoring. Sensors such
as temperature sensors, motion sensors, accelerometers, and various others are used for
temperature, motion monitoring, and movement. The data recorded will be analyzed and
trained with help of a weight factor algorithm.
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Fig. 1. Proposed System Architecture.

CNN for human healthcare results, Weight factor algorithm is triggered which one
early studied and published in [16]. Then by using the image capture facility pictures of
the mouth and breast images are captured. By using the CNN the images are analyzed
and disease is detected by comparing them with the trained datasets. This suggested
procedure helps to reduce the complexity of systems that have the image capture camera
monitor for every cattle. The cattle which are observed abnormally will only undergo
image capture and simultaneously for diagnosis. Monitoring every moment of cattle lead-
ing to the detection of the infected or diseased animal easily and immediately thereafter
isolating the infected animal from other healthy animals is much-needed and important.



Real-Time Al-Enabled Cyber-Physical System 305

The fundamental terms of an expert system are discussed in this section, as are the func-
tionalities of the components. The mathematical formulation of CNN architecture and
its application to the training model is further developed.

3.1 System Architecture

The primary purpose of an intelligent computer program, also known as an expert system,
is to be able to imitate the thought process of human specialists in order to resolve com-
plex problems in any field. The goal of the Animal Disease Detection System (ADDS)
is to quickly and precisely identify the kind of illness from the image’s observed char-
acteristics. As shown in Fig. 1, a group of Sensors, Database Storage, CNN layers, an
Explanation unit and a Train and Data Set make up a typical expert system of any kind.
The data for a specific domain use case and the structured and unstructured knowledge
of accumulated experiences are stored in the knowledge base, typically by the domain
expert. The user query and the data in the knowledge base are correlated, analyzed,
and justified by the CNN layers to produce the result. Because the explanation of rules
corresponds to the method of knowing about problems, the conventional rule-based
expert system has its own advantages. However, there are unavoidable drawbacks to
relying solely on the rules to justify: The methods of reasoning ought to be identical. It
is unable to self-learn, is not predictive, and even lacks effective treatment options when
inaccessible information is present in known data.

3.2 Sensors Module

The symptoms and clinical signs of a number of cattle diseases and how they affect
cattle behavior are discussed. In this section, after taking into account those diseases,
the conditions are mapped to the sensors that are relevant for analyzing the behavioral
changes and health that cattle reveal about that disease. There are a variety of sen-
sors available for specific measurement of cow activity. The microphone, temperature
sensor, and accelerometer (pedometer,) etc are the most frequently used sensors. The
first illustration shows a general framework for a cattle health monitoring system that
includes an accelerometer module, electrode module, humidity, temperature, and so on.
The wireless system is generally categorized on the basis of technique, data, algorithms
and performance. It consists of sensor type, sensor location, measurement type and the
alerts given by the sensor for the occurrence of an event. In earlier days, the health of
cattle has been monitored visually by veterinarians.

3-Axis Accelerometer Sensor: With so many behavioral indicators, there is a chance to
improve outcomes, output, and well-being by being able to identify and swiftly address
animal health problems. However, gathering data on quantifiable animal activity on
pasture through direct observation or video surveillance is labour and time- intensive, and
the presence of a watcher can interfere with typical behavioural patterns. It is challenging
to consistently observe animal behavior in a pastoral system, especially when there are
many animals spread out over a large area. For the technology to be trusted and for
users to use it, the relationship between sensor analysis and observed behavior must
be proven. Ninety-seven percent of 66 pertinent studies used 3- dimensional (x, y, and
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z-axis) accelerometer sensors to measure acceleration values within three orthogonal
spatial axes that captured the motion dynamics of the animal. Although collar-mounted
accelerometers detect the right-left, front-back, and up-down directions, ear-mounted
triaxial accelerometers in sheep detect the accelerometer datasets from the x-axis, y-axis,
and z-axis corresponding to the directions of up-down, right-left and correspondingly.

3.3 Database

A database is a collection of data that has been organized to make it simple to manage
and update. Any type of data can be stored, maintained, and accessed using databases.
They gather data on individuals, locations, or objects. It is gathered in one location so
that it can be seen and examined. To analyze Cattle care behaviour and predict disease,
Standard datasets are not available, so a number of images are collected from different
farming, trained, classified and the dataset is prepared.

3.4 Convolutional Neural Network (CNN)

CNN is a Deep Learning method that can take in an input image, and give various
elements and objects in the image importance (learnable weights and biases), and be
able to distinguish between them. CNN requires substantially less pre-processing than
other classification techniques. CNN architecture was influenced by how the Visual
Cortex is organised and is similar to the connectivity network of neurons in the human
brain. Only in this constrained area of the visual field, known as the Receptive Field,
do individual neurons react to stimuli. Some of these fields intersect to cover total
area visibility. Selection of a model that can analyze visual imagery and the feature
extraction of various diseases, one category of the neural network is CNN. They are
frequently utilized in computer vision applications due to their reputation for extracting
important image features. When compared to the conventional multilayer perceptron
model for processing vectors, CNN employs a distinct architecture. CNN have better
computational capabilities than SVM-based image classification algorithms, which only
do alimited amount of feature engineering. They have a clever way of looking at images,
zooming in and out on pixels that are next to each other in small areas, and then they
put those readings into a pooling layer. In essence, there is an output along with the
previously mentioned convolutional layer, pooling layer, and regular ANN after that
(fully connected).

As shown in Fig. 2, illustrate the CNN architecture. CNN employs a variety of
filters to identify distinct edges, which are then aggregated to discover a variance in the
classification. Even though fully connected feed-forward neural networks can be trained
to classify vectors, using this architecture for images is impractical. Due to the large
image input sizes, using a multilayer perceptron module will result in exponential weight
increases. For instance, the first hidden layer of an image measuring 250 x 250 pixels
would contain four neurons. When compared to the size of the input image, the total
weight used between the first hidden layer and the inputlayer would be 250%250*4, which
is four times more. Memory requirements for this module are enormous. CNN learn to
recognize edges in images in addition to reducing number of weights. By reducing the
sparsity and increasing the generality, the image will be convolved into a smaller matrix
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during the iterative convolution process. On convolution, there are only 25 learnable
parameters required for filters of size 5*5. It accomplishes this by resolving the evident
vanishing or exploding gradient issues in the multilayer perceptron module.
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Fig. 2. CNN Architecture.

The output of convolutional layer will be of size (T-g+1) if we have a T-T image
convoluted with the filter of size g-g. We must sum up the contributions from previous
layers to calculate the pre-nonlinearity input to Xj; in our layer:

-1 -1 f—1
L __ Y-
Xj = Z/a:o ZZ,ZO Wab*(i1a)(j+b) QY

The CNN non-linearity is given equation no (2)—(6).
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Vaw = B * Vg + (1 — B) * dw2 3)
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where, Vdw is small change in weight, Vbw is a small change in biases, f is momentum
and W is the value of weight, o is the learning rate and b is the bias value. The gradients
error of weight obtained by partial derivatives with total error is denoted by dw. The
gradients error of biases obtained by partial derivatives with total error is denoted by db.
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In order to incorporate location-invariant features into neural networks, max-pool layers
are introduced. As they move through the output layer, they take the maximum value
from the convolutions. For instance, if we take an input layer of size TT and a max-pool
kernel of size k, the max-pool layers will produce an output of size T/k*T/k because the
max function will reduce each k block to a single value.

3.5 Steps Involved in ADDS Model

The Animal Disease Detection System (ADDS) is used to predict the illness of cattle by
analyzing the captured image.

3.5.1 Initial Processing

The predictor module, the training module, and the data pre- processing module make up
the ADDES model. At first, the model uses images of sick animals that users have taken
with their devices as input. The RGB images are turned into vectors by the preprocessing
module, where they are subjected to RGB vector normalization and resized to the desired
size in accordance with the designed CNN architecture.

3.5.2 Learning Process of ADDS

Here, discussed how the proposed convolutional architecture came to be. It needs to build
our network in such a way thatprecise results are obtained in the most optimal manner as
the network’s depth significantly increases the memory requirement. Ideal CNN archi-
tecture for image classification is based on this concept. Convolutional architecture chose
ReLu over theconventional sigmoidor tanh to overcome the previous limitation. When
compared to the more conventional activation units, ReLu is extremely quick. If the
derivatives computed are less than or equal to 0, they are given the value 0; otherwise,
they are given the value 1. The use of ReLu in deep neural networks has demonstrated
that the training process produces moderately sparse results. Max pooling layers and
convolution layersspan four levels in our model. The suggested system performs a 2D
convolution with a kernel size of 3*3 and a stride of convolution 1 after providing an
initial input size of 230%*230%*3. The suggested system has sixteen of these filters and
normalizes the layer with a batch normalization layer. The ReLu function, whose output
is max pooled using a stride of convolution 2, is then used to activate the end layer. With
32 filters, repeat the same procedure twice, with a 50% dropout in the fourth convo-
lutional layer. Perform the image smoothly to produce an output size of 4608 vectors
by providing the multilayer perceptron layer with an input of 12*12*32. The hidden
layer of the multilayer perception layer is 512 vectors in size and has a 20% dropout.
Softmax cross-entropy is used to activate the size 13 vector that makes up the final
output layer. The process flow diagrams depict the various convolution layers and fully
connected layers of the model. The flow of execution of the process in convolution and
fully connected layers are shown in Fig. 3 and 4.
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4 Experimental Setup

Figure 5 demonstrates that proposed model accurately predicts the cow activities. As
a result, accurate predictions can be made and a lot of money and time can be saved
without the need for a veterinary specialist, which could ensure a strong improvement in
the diagnosis of livestock diseases. The prearranged network, which uses segmentation
and feature extraction to classify the diseases, is used to carry out the experimental
strategy in this section. The training set for the 15 classes of diseases in experiment
consisted of a total of 25,970 images. Each RGB image has a size of 230 x 230 x 3, and
the samples have an average of 50 points. The data sequences are fed into the CNN for
pattern recognition after the features are extracted from the samples. With a test accuracy
of 98.05%, were able to achieve a satisfactory eigen variance for the spatial visualization
of data. Sensors play a key role in the data analytics and the monitoring at every instance
is possible. The various features which are to be monitored are measured by using
the sensors. The movements of the cattle such as feeding, rumination, temperature and
motion, leg movements and various important required data are collected by sensor
modules.

Fig. 5. Test the disease prediction of the cattle.
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By keeping the actual values in mind, the recorded values are compared and analyzed
for further proceedings. The recorded values only decide whether the further evaluation
is to be done or not. The aim of each experiment is to improve the accuracy of the tests.
The test results from various algorithm run using different samples.

Table 1. Characteristics of Sensors.

Sensors Measuring Range Accuracy Sensitivity
Accelerometer 1gto250 g + 1% 300 mV/g
Temperature Sensor —2100° to 1760 °C +0.10 31.5 mV/C?
Humidity Sensor 0to 78% RH 0.5to 5% RH 25 to 100%RH
Pulse Oximeter 95 to 100% 80 to 90 80 to 100%

%
Respiration Sensor 156% to 226% 0.39 95.8 to 100%

The values within the range limits for each cattle parameter were reached from
measurements taken within 24 h: ranging from a minimum body temperature of 37.9
°C to a maximum of 39 °C, a heart rate of 80 bpm to 158 bpm, humidity of 2% to 98%,
and general cattle health of 78% to 96%. Body temperature was 38.20 °C heart rate was
120 beats per minute, humidity was 76%, and general cattle health was 88% for the
measurements taken on a farm with 15 cattle. Table 1 provides the specifications of the
sensors used in the proposed system which are more required such as measuring range,
accuracy, sensitivity and logging details.

Table 2. Predict the Health Condition by sensors value.

Temperature (°C) Pulse (bpm) Humidity Tri-Accelerometer data Health
X Y Z
38.5 49 46 933 1060 892 84%
38.5 75 97 629 968 641 83%
384 80 68 969 906 96 80%
38.05 56 47 272 18 676 92%
39 71 39 1073 1094 576 86%
38.05 59 88 426 475 988 88%
379 62 92 844 203 880 88%
38 77 92 398 976 294 87%
37.9 69 54 454 1092 629 96%

By the SVM classification algorithm, different rate results are shown in Table 2. This
effective CNN is able to extract valid patterns from a real-time dataset without losing any
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important information. The majority of the experiments show that our algorithm performs
well when visualized. SVM-based classification helps us distinguish our algorithm’s
output from other ones. While varying the noise, CNN-based classification reduces loss
more than other image classification algorithms, as shown in Table 3.

Table 3. Output readings of different diseases using CNN.

Disease Training Samples Test Samples Accuracy
Anthrax 50 25 98.89%
Black Quarter 50 25 100%
Rabies 50 25 99.25%
Blue Tongue 50 25 98.85%
Tetanus 50 25 97.70%

Along with value of IoT-CPS system which one mentioned in Table 2 and Image
processing data which one mentioned in Table 3 are considered as a input of different
Machine learning algorithms. Also, calculated computing time, computation cost and
accuracy. By comparing the output reading values of different algorithms with respect
to CNN gives the highly accurate output with minimum loss deviation, shown in below

Fig. 6.
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Fig. 6. Accuracy comparison between different algorithms.
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S Conclusion

Artificial Intelligence enabled IoT-CPS system is developed for monitoring the cattle
and identifying the disease in advance if any cattle are affected. The proposed system
has two modules, IoT-based CPS is used to sense the cattle temperature, pulse, leg,
neck, and tail movement with the help of respective sensors. By analyzing the sensed
data, proposed to weigh factors, find the cavity, ensure time exactly, and also predict
the abnormal behaviour of cows. If IoT-CPS is triggered, then the proposed AI-CNN
systemanalyzes the captured mouth, tongue, and breast image along with the sensed
data, predicting breast cancer, brucellosis, and Lumpy virus in advance. Compared to
the existing emerging technologies like SVM, and CNN, the proposed AI-CPS-IoT
systemprovides 85% accuracy, less complexity, and low-cost system.
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Abstract. Sign language is an important means of communication for deaf and
mute individuals all around the globe. It provides them with the opportunity to
interact and socialize with the rest of society without feeling left out. But a large
majority of the population does not know Sign Language. This paper proposes
a Sign Language Recognition system based on a deep learning model to recog-
nize American sign language alphabets (A-Z). The model uses MobileNet V1
pre-trained model to detect hand signs from the self-captured dataset. Using the
Hand tracking module for data collection, the problem of lack of racial diversity
was solved. The predicted labels are presented in the form of text. The complete
implementation of the system is done on NVIDIA® Jetson Nano™. The model
achieved a training accuracy of 99.74%. The system detects American Sign Lan-
guage gestures in real time and translates them, making communication with the
hearing impaired easier for everyone.

Keywords: SLR - Sign Language Translator - Deep Learning - Jetson Nano -
Real-Time Sign Detection

1 Introduction

Sign language is a crucial means of communication for the deaf and mute community.
Despite its long-standing usage, non-signers often struggle to comprehend the language,
leading to acommunication gap between the two communities. Effective communication
is vital for an individual to progress in life, and sign language plays a significant role
in facilitating this interaction. Sign language is made up of manual and non-manual
restrictions such as hand orientation and motion, which are executed in 3D space. It
differs from spoken language in terms of its structure, as sign language sentences have
special configurations and movements. Different countries have their own official sign
languages, each with its own set of rules and structural differences from spoken language.
The most commonly used sign languages are ASL (American sign language) and BSL
(British sign language) but none of them is universal.

The paper introduces a novel approach to ASL recognition using a combination of
hand-tracking and deep learning. The novelty of the approach lies in the use of a hand-
tracking module that captures images of sign language gestures with the hand skeleton
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and joints visible. This enables the model to learn the key points of the hand for each
particular sign, making it more accurate in recognizing the signs.

The hand-tracking module allows for a more detailed understanding of the hand’s
movement and positioning, which is crucial in recognizing sign language gestures. Tra-
ditional approaches to sign language recognition have relied on image processing tech-
niques that do not take into account the hand’s actual position and movement, leading
to lower accuracy rates.

Another novelty of the paper is the use of the MobileNet model, which has 27
convolutional layers, making it a deeper model than commonly used counterparts like
VGG16. This depth allows for better feature extraction and higher accuracy rates in
recognizing sign language gestures.

The implementation of the system is performed on Jetson Nano, which acts as the
core processor for sign language recognition. Jetson Nano is a small and powerful com-
puter that provides real-time processing capabilities, making it ideal for sign language
recognition applications.

Overall, the novelty in this paper lies in the combination of hand-tracking and deep
learning techniques for sign language recognition, as well as the use of a deeper model
and real-time processing capabilities for implementation. This approach has the potential
to significantly improve sign language recognition accuracy and enhance communication
accessibility for the hearing-impaired community.

1.1 Need for Sign Language

Languages are the elementary means through which one individual can communicate
with others. [2] With more than 466 million people with hearing and speech impairments
around the world, the bridge between signers and non-signers is quite wide. Some studies
have also shown that many children with autism spectrum disorder have demonstrated
better quality communication when using sign language.

Individuals need to communicate well to express themselves and live a better life.
Those having hearing and speech impairments find it difficult to communicate with others
and thus can feel left out. Individuals facing an early onset of hearing loss might face
limited job opportunities. Hearing loss can cause a drop in confidence and self-esteem.

To provide the necessary education to deaf and mute individuals, there arises a need
of building a technology that can help bridge the gap with the rest of society. Various
researchers have been going on to develop a system that can translate sign language to
spoken languages and vice-versa. This will not only help signers to express themselves
to the rest of society but also help non-signers to communicate with the signers as well.
All of this can be done with the help of a translator through which the gestures of the
sign language can be represented in speech as well as text formats.

2 Existing Work

There is a significant amount of research done in Sign Language Recognition (SLR) using
several vision-based and sensor-based deep learning approaches. Some early works on
this topic use Hidden Markov Model [3] for Hand Gesture Recognition. The authors of
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[4] present an algorithm that can be used to extract and classify 2-Dimensional motion
within an image sequence basis motion trajectory. In [5], a standard CNN model is used
with three groups of layers having an accuracy of 70%. In [6], the model is developed
using a pre-trained model GoogLeNet and training is done on ASL Finger Spelling
Dataset.

2.1 Jetson Nano

Jetson Nano has been chosen after analyzing many embedded systems as given in Table 1
based on their specs because it strikes a compromise between quick translation and
constrained memory and processing capabilities. It is a portable server with a quad-core
ARM®-based CPU and NVIDIA Maxwell architecture GPU. It is a reasonably priced
system with high CPU performance rates and is easily accessible when required. The
Jetson Nano is a gadget made exclusively for the Internet of Things that is about the
size of a smartphone. As long as the network is accessible, it can be installed anywhere
and whenever. Jetson Nano is cost-effective and compatible with several languages. It
is user-friendly since it is relatively simple to use.

Table 1. Comparison of different Embedded Systems

Equipment Nvidia Arduino UNO | Raspberry Pi | Verdin Intel Nuc [8]
Jetson Nano | [8] 419] iMX8M [10]
[7]

CPU | Model | ARM A57 ATmega328P | ARM 4 Arm Intel 17, i5 or
Cortex-A72 | Cortex-AS53 | i3 processor
64-bit

Cores |4 8 4 64 4-8
Freq |1.43 GHz 16 MHz 1.5 GHz 1.8 GHz 3-5 GHz
GPU | Model | 128-core - Broadcom OpenGL® Intel Arc
Maxwell Video Core ES 2.0 GPU
VI (32-bit)
Power | SW-10W - 2.56W-7.30W |3.4-6.5W 225 W

RAM 4GB 2 KB 1GB, 2GB, 2GB -8GB 4GB
4GB, or 8GB | LPDDR4

Ports 4x USB 3.0 |1 USB port 2USB 3.0 2x USB2.0 |[2xUSB3.0

ports (Serial over ports OTG ports
USB controllers
communication
only)

(continued)
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Table 1. (continued)
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Equipment Nvidia Arduino UNO | Raspberry Pi | Verdin Intel Nuc [8]
Jetson Nano | [8] 4 9] iMX8M [10]
(7]
Camera 2x MIPI OV7670 MIPI CSI port | 1x MIPI CSI | VIVOTEK*
CSI-2 Camera (4-lane) with | FD8169A
DPHY lanes | Module PHY
Applications | Smart traffic | Door control IoT based Aerospace, Build
control systems, light | smart mirror | Automotive, | Windows
system dimmers, IoT Defense mini-PCs,
devices, etc Systems, etc | create
headless
Linux media
server
Connectivity | Gigabit Wi-Fi, Gigabit Wi-Fi, Wi-Fi,
Ethernet, Ethernet, SIM | Ethernet, Bluetooth, Ethernet,
Wireless RJ45 cable Ethernet ISC, | Port: 3 USB
networking SPI, QSPI, 3.0,1 USB
adapter UART, 2.0,
PWM, GPIO, | 1 USB C,
JTAG HDMI output
Cost $99 $27.95 $55 $67.75 $649
oS Linux4Tegra | No official Ubuntu Mate, | Toradex Windows 10,
support Snappy Embedded Ubuntu
Ubuntu Core, | Linux,
etc Windows
Embedded,
INTEGRITY,
QNX
Flash Memory | microSD 32KB 8GB eMMC | 16GB eMMC | 64GB
card
Languages C/C + +, C/IC+ + Python C/IC + + Any
Python, supported
Java, programming
JavaScript, language by
Go and Rust (0N

2.2 Sign Language

As seen from Table 2, most of the research is done using ASL. The VGG16 pre-trained
model achieves the highest accuracy of 98.84%. Some researchers developed their own
models, leading to a greater accuracy of 99.64%. The most common algorithm used in
the previous works is Convolutional Neural Networks (CNN).
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Table 2. Study of existing work on sign language recognition

Ref | Sign Algorithm | Model Dataset Sample | Simulated/ | Accuracy
language size Deployed
[12] | ASL CNN GoogLeNet | ASL Finger | 65,000 | Deployed |> 70%
spelling
Dataset from
University of
Surreys
CVSSP
[13] | ASL CNN VGG16 Net | Self-Captured | 43,120 | Simulated | 98.84%
[14] | Indian CNN, - Self-Captured | 36,000 | Deployed |99.64%
Sign SVM
Language
[15] | American, | Random |- Multiple 156000, | Simulated | 99.29%
Indian, Forest, datasets 4972,
Italian, SVM, including 12856,
and KNN, existing and | and
Turkey Decision self 4124
Sign Tree, captured
Language | ANN,
Naive
Bayes
[16] | Bengali CNN - Self-captured | 1000 Simulated | 98.20%
Sign
Language
[17] | ASL K-convex |- Self-captured | 1850 Deployed |94.32%
hull, ANN
[18] | Turkish LR, KNN, | - Self-captured | 87000 | Simulated |98.97%
Sign RF, ANN
Language
[19] | ASL ANN - Self-captured | 520 Deployed | 96.15%

3 Proposed Work

The suggested architecture makes use of the NVIDIA Jetson Nano kit as its main system
for SLR. ASL has been used instead of the Thai and Hong Kong sign languages that other
researchers had used. A simple system has been developed that can be used by everyone.
A pre-trained model is used to actively train the model to reach a greater accuracy, and
the dataset has been both collected and developed with the greatest variety.

3.1 Goals

To proceed with the research, a few goals have been defined which will be the outline
covering the objectives of sign language to text conversion.
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i. The very first goal is to collect a dataset of various images which will be used at
the time of training and testing of the algorithm. Data Collection and creation were
done using the Hand tracking module from CVZone and OpenCV library using the
concept of 21 hand marks of the cropped image of the hand to detect a hand gesture
[20].

ii. The second goal is to make the necessary installation of packages and libraries in
the hardware i.e., Jetson Nano. Since the hardware has 2GB of RAM, the number of
required packages installed was kept as minimum as possible. The packages included
OpenCV, MediaPipe, Matplotlib, TensorFlow, python, PyCharm, etc. For integrating
a camera with the model, some additional packages were also installed.

iii. Next step included the training of the deep learning-based model. It was done using
the collected dataset of 24 classes of images. To do that, epoch and batch size was
defined in the model that could be adjusted as per the requirements. The more the
epoch, the fitter the model. Batch size is defined by how many images are being sent
in one pass to the model for training.

iv. For testing purposes, a camera was integrated with the Jetson Nano so that users
can project hand gestures in front of it. The camera will detect hand gestures and
show the output on the screen in text format. In this manner, real-time sign language
detection will be done.

3.2 Sign Language to Text

This section describes how the hand gestures are converted into text format and displayed
on the screen. After training the model on the collected dataset, the trained model was
saved and can be easily imported anytime. So, the classifier model is imported from the
saved file and the labels are defined for each letter.

The hand gestures are captured in real-time. With the help of the video capture
function and the hand detector function, the hand of the user is located. The image is
cropped to fit the hand landmarks [20]. Images are resized to ensure that every image is
of the same size and modified to have a white background, and renamed as ‘imgWhite’.
The resulting image is used for the final sign detection. After resizing and changing the
dimensions of the image, it is fed to the imported model to classify or detect the sign in
real time. That is how the real-time sign gestures are predicted and the predicted label
is printed on the screen for each alphabet.

3.3 Architecture

The architecture in Fig. 1 shows all the steps followed in this project. Firstly, the ASL
dataset was created by capturing images from various angles and shuffling them for better
training. The dataset contains 2400 images belonging to 24 classes. The next step was
preprocessing the dataset, which included resizing the images to a fixed height and width
of 224x224 to ensure all images have the same dimensions. Then, an image with a white
background was produced and labeled as ‘imgWhite’ for consistency. This approach
also aids in enhancing the visibility of the hand key points utilized for a particular sign
gesture. A pre-trained CNN model was used in training with the new dataset. A camera
was integrated with Jetson Nano to capture images in real-time and provide input to the
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trained classifier. The classifier predicts the alphabet from the input image and provides
a text output. Thus, translating the sign language to text. All the steps were performed

on NVIDIA Jetson Nano.

ASL Dataset Collection

¥ al «‘.
A2 1N
. i i Pre-process and
S ) -
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Fig. 1. Proposed Architecture

3.4 Workflow
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Fig. 2. Workflow of the proposed system

Sign Language

As seen in Fig. 2, initially the web camera will start and the users would project hand
gestures in front of it. The image data will be fed into the trained model for recognition
in real-time. The model would predict the sign and provide a text output if recognized.
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4 Data and Implementation

This section talks about how the dataset collection is done and how the deep learning
model is implemented. A self-created dataset has been used for training and testing,
and a pre-trained MobileNet V1 model is used for increasing the accuracy. The model
is implemented on Jetson Nano hardware KHD CPU which is powerful for embedded
applications and AloT.

4.1 Data Collection

The project involved two parts: data collection and testing for American Sign Lan-
guage. Images were modified to a fixed size of 224x224 for consistency and organized
into English alphabet folders within the ‘images’ directory. Data collection involved
capturing images from various angles and shuffling for better training.

Then, some required libraries such as CVZone and MediaPipe were installed. Once
the webcam was ready and the user could see their hands, the next step was to crop the
images for which cv2 was imported. Using cap = cv2.VideoCapture(0), the webcam
would start, with zero being the id number for the webcam. The images were shown
using cv2.imshow. A Hand Detector was imported from cvzone.HandTrackingModule
to get the skeleton of the hand as well as all the joints and the key points as this would
help the classifier to better classify it rather than just having the shape of the hand. Next,
the images were cropped by setting the desired dimensions of height and width. Also, to
ensure all the images must be of the same size, an image with a white background was
created and renamed as ‘imgWhite’. This will also help in giving clarity to the hand key
points which are being used for a particular sign gesture.

The last part was to save these images to the folders so that one by one data could
be collected and used for training. The images were saved by clicking the key ‘S’ in the
defined location. So, for example, for collecting a dataset for ‘A’, the location had to be
changed to where the ‘A’ folder was, and so on. A counter was maintained to keep track
of how many images were being saved. That is how the dataset for English alphabet
from A to Y (excluding J) was collected.

4.2 Implementation

This paper describes an SLR system that uses Jetson Nano as its core processor and an
HD Webcam for capturing hand gestures. The system relies on the OpenCV [21] and
MediaPipe [22] libraries to process and analyze the hand gestures captured by the camera.
The hand gesture recognition process begins by detecting the hand using the CVZone
library’s Hand Detector module, which maps 21 key points of the hand and captures
the image of the sign with the marked points. The captured sign is then recognized in
real-time using a trained deep-learning model. The size of the dataset captured is small.
So, the model uses the pre-trained model MobileNet [23] to increase the accuracy. The
MobileNet architecture as shown in Table 3 is a lightweight deep neural network as
it significantly reduces the number of parameters. Thus, it utilizes less computational
power. MobileNet uses special convolutional layers known as Depthwise Separable
Convolution which performs two operations — Depthwise and Pointwise Convolution.
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In a Depthwise convolution, each filter is applied independently to each channel of
the input tensor, producing a set of channel-wise feature maps. This process does not
mix information across channels, which allows the network to learn more fine-grained
representations of each channel independently. The next step is feeding the resulting
feature maps to a pointwise convolution. It mixes information across all channels by
applying a single 1x1 filter to each pixel of the input tensor. This operation produces a
set of output feature maps that represent a linear combination of the input channels at
each pixel location. The resulting output tensor has the same spatial dimensions as the
input but with a potentially different number of output channels.

Table 3. Model Architecture [23]

Layer Type Stride Shape of the filter Size of input image
Standard convolution layer 2 3x3x3x32 224 x 224 x 3
Depthwise separable conv. Layer 1 3x3x32 112 x 112 x 32

Fixed Pre-trained MobileNet layers
[24 fixed layers of Depthwise Separable and Standard Convolutions]

Global Average Pooling 1 Pool 7 x 7 7 x 7 x 1024
Dense FC layer 1 1024 x 1024 1 x1x1024
Dense FC layer 1 1024 x 512 1 x1x 1024
Dense FC layer 1 512 x 24 1 x1x512
SoftMax activation function 1 Classifier 1 x1x24

Table 3 represents the architecture of the model used in this system, summarizing
the new layers added to the fixed pre-trained layers of the MobileNet model. The input
shape of the image for the model is (224,224,3). The RGB picture is 224x224 pixels
large and there is a matrix of pixel values for “red,” “green,” and “blue” since the RBG
is three-channeled. All 26 layers of the MobileNet are added to the base model without
any changes except the last one. The final layer of the architecture is replaced by a
Global Average Pooling layer [25], which performs a down sampling of the image as it
reduces the spatial resolution by computing height and width averages while maintaining
a 2-D representation of the image. Finally, the model ends with three Dense ReLU fully
connected layers and a SoftMax classifier. It uses an RMSprop optimizer and categorical
cross-entropy loss function. The training metric is the accuracy of the model. The libraries
used in model training are Keras and TensorFlow. The entire implementation of this
American Sign Language Recognition (ASLR) system is performed on Jetson Nano —
data collection, training, and real-time testing.

5 Results

The model has been trained for a batch size of 16 using 2400 images belonging to 24
classes. It achieved a training accuracy of 99.74% and a validation accuracy of 94.38%.
The loss was calculated by the Categorical Cross Entropy Loss Function, and came
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out to be 01.18%. The results are promising considering the size of the dataset and
time limitations. The accuracy was improved by data pre-processing and changing the
number of epochs and batch size to find the perfect parameters.

The model accuracy and loss plotted in Fig. 3 and Fig. 4 respectively, are achieved by
training the model for 3 epochs and a batch size of 16. Figure 5 represents the confusion
matrix created by predicting new test images from the trained model. Figures 6, 7, 8 and
9 show the real-time detection of the ASL sign gestures of the letters- ‘A’, ‘B’, ‘C’, and
‘X’ respectively.

Model Accuracy
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Fig. 3. Model Accuracy

Table 4 shows a comparative analysis of previous versus proposed research work
done on Sign Language to Text Conversion using various Machine learning models.

The proposed work uses a transfer learning technique by utilizing a pre-trained
MobileNet model as a starting point and fine-tuning it on a self-captured dataset for sign
language recognition. The 27 convolutional layers used provide the depth required for
better feature extraction and for achieving high accuracy, which is deeper than commonly
used counterparts like VGG16 or Inception. Deeper models are generally able to capture
more complex and abstract features in the data, which can improve their ability to
discriminate between different sign language gestures.

Most of the previous research work includes a dataset that is self-captured and it
lacks racial diversity which in turn affects the accuracy of the model’s prediction. The
dataset collection in the proposed work uses a hand tracking module which enables the
model to learn the key points of the hand and accurately interpret the signer’s hand
gestures and convey their meaning in real-time.
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Fig. 5. Confusion Matrix

The proposed system works on Jetson Nano which is a portable embedded system

making it ideal for sign language recognition applications. Jetson Nano acting as a core
processor for sign language recognition provides real-time processing capabilities.
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Fig. 6. Recognition of Alphabet ‘A’

B
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Fig. 7. Recognition of Alphabet ‘B’
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Fig. 8. Recognition of Alphabet ‘C’
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Fig. 9. Recognition of Alphabet ‘X’
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Table 4. Previous vs proposed research on Sign Language to Text Conversion in Real-Time using
Deep Learning and Jetson Nano

Ref Sign Algorithm Pre-trained | Dataset Sample | Accuracy
language models size
[12] ASL CNN GoogLeNet | ASL Finger 65,000 | > 70%
spelling
Dataset from
University of
Surrey CVSSP
[13] ASL CNN VGG Net Self-Captured | 43,120 | 98.84%
[14] Indian Sign | CNN, SVM | - Self-Captured | 36,000 |99.64%
Language
[15] American, | SVM,KNN, Multiple 156000, |99.29%
Indian, Random datasets 4972,
Italian, and | forest,kNN, including 12856,
Turkey Decision existing and and
Sign Tree, Naive self- 4124
Language | Bayes,MLP captured
[16] Bengali CNN - Self-captured | 1000 98.2%
Sign
Language
[17] ASL ANN, - Self-captured | 1850 94.32%
K-convex
hull
[18] Turkish LR, KNN, - Self-captured | 87000 98.97%
Sign RF, ANN
Language
[19] ASL ANN - Self-captured | 520 96.15%
Proposed | ASL CNN MobileNet | Self-captured | 2400 94.38%

6 Conclusion

This paper proposes an approach to convert sign language to text using a deep learning
model. The model pipeline is based on Convolutional Neural Network (CNN) architec-
ture, which is designed to classify 24 alphabets (excluding the alphabet ‘J’ and ‘Z’).
The proposed approach has demonstrated an impressive training accuracy of 99.74%
and validation accuracy of 94.38%, which suggests that it can be effectively used for

real-world applications.

The deep learning model has been trained on a large dataset of sign language gestures,
which has been carefully curated to include a wide range of variations and complexities.
The proposed approach leverages the power of CNN to automatically extract relevant
features from the input image and classify them into the appropriate category. This
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approach eliminates the need for human intervention in the feature extraction process,
which is a time-consuming and error-prone task.

While the proposed approach has shown promising results, the research is still ongo-
ing, and the focus is on expanding the sign database. The aim is to incorporate more
variations and complexities in the dataset to improve the accuracy of the model further.
The proposed approach has the potential to improve the communication and accessibility
of hearing-impaired individuals and make a positive impact on their lives.

With Jetson Nano, models of varied complexity can also perform well. The proposed
system works on Jetson Nano which is a portable embedded system making it easier for
users to use it. The heterogeneous architecture of CPU-GPU helps to speed up complex
machine-learning tasks. This system is integrated with a USB camera and in the future
will be integrated with speakers to make real-time Sign language translation possible.

For the dataset collection, the hand tracking module of the CVZone package along
with the OpenCV library ensures that cropped images having high-fidelity 3D hand key
points are saved into separate classes. While reviewing previous research work performed
in the field of sign language translation, various gaps were observed such as a drop in
accuracy due to lighting variations in self-generated data and a lack of racial diversity in
the dataset. Since the image dataset uses hand detection and finger tracking, the research
gaps have been removed.

Worldwide, there are about 70 million deaf people who use sign language as their first
language, and it is also the first language of many individuals with speech impairments.
The proposed system can help in bridging a huge gap between the signers and non-
signers.

Overall, the proposed Sign Language Recognition system has the potential to
enhance the communication and accessibility of hearing-impaired individuals. The use
of a lightweight deep learning model and advanced convolutional layers reduces the
computational requirements of the system, making it more efficient and cost-effective.
Further research could focus on expanding the dataset to improve the accuracy of the
model and enable recognition of a broader range of sign language gestures.
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Abstract. The increasing interest in the utilization of Geopolymer Concrete as
one of the sustainable alternatives to traditional Portland cement has been driven
by its potential to mitigate the carbon footprint and its ability to be synthe-
sized from industrial waste materials. However, the intricacies associated with
the design mix process of Geopolymer has been identified as a limiting factor.
Thus, in this research, an Artificial Intelligence (Al)-assisted approach for mix
design was devised, with the aim of improving the efficiency and precision of the
mix design process. The Al model was calibrated utilizing a dataset of experi-
mental Geopolymer Concrete mixes, and subsequently employed to forecast the
compressive strength and setting time of newly proposed mix designs. The out-
come of the study revealed that the Al-assisted approach significantly enhanced
the efficiency of the mix design process and also resulted in more precise pre-
dictions of the mechanical properties of the Geopolymer Concrete. Consequently,
this study serves as a demonstration of the capability of Al to support sustainable
construction by streamlining the process of Geopolymer Concrete mix design.

Keywords: Geopolymer Mix Design - Machine Learning Algorithms - Al -
Neural Networks - Sustainability

1 Introduction

When it comes to Al-assisted geopolymer mix design, the possibilities are endless. One
could imagine using a powerful neural network, trained on a vast dataset of experimental
mixes, to predict the optimal combination of ingredients with precision and speed [1].
A decision tree model, on the other hand, could be employed to uncover the hidden
relationships and factors that influence the final outcome, guiding the mix design process
with clarity and insight. And let’s not forget about the elegant simplicity of a support
vector machine, which elegantly separates the data into distinct regions, revealing the
most important characteristics of the mix design [2—4]. Regardless of the model chosen,
what’s important is that it should be able to capture the complexities of the mix design
process and provide accurate predictions. The ultimate goal is to streamline the process
and make it more efficient, while also improving the quality and sustainability of the
final product [5-7]. With the right Al model in place, the future of geopolymer mix
design is bright, and the path to sustainable construction that much clearer.
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The potential of Al in geopolymer mix design is truly exciting. Imagine a system
that can learn from past mix designs and adjust the proportions of ingredients in real-
time to optimize the properties of the final product. This type of adaptive learning could
revolutionize the way we approach mix design, making it faster, more accurate and more
sustainable. Another exciting possibility is the use of Al for real-time monitoring of the
concrete during the curing process [8—10]. By analyzing data from sensors embedded
in the concrete, an Al model could predict the final properties of the concrete and make
adjustments to the mix design as necessary. This would allow for more precise control
over the final product and could lead to even more sustainable construction. In addition to
these practical applications, Al-assisted geopolymer mix design could also open up new
possibilities for research. With the ability to quickly and accurately generate thousands
of mix designs, researchers would be able to explore a much wider range of possibilities
and discover new, previously unknown properties of geopolymer concrete [11]. The
integration of Al in the design of geopolymer mixtures holds significant promise for
enhancing the efficiency, precision, and sustainability of the process. It is a thrilling
time for the industry as we continually uncover the full capabilities of this advanced
technology.

1.1 Geopolymer Mix Design

The design of geopolymer mixtures is a complicated procedure that encompasses the
utilization of various elements, each possessing distinct characteristics and functions.
The fundamental components of a geopolymer mix include:

Alkali Activator. The alkali activator plays a vital role in initiating the chemical reaction
between the aluminosilicate materials and the alkali solution, thereby leading to the
creation of the geopolymer matrix. Sodium hydroxide and potassium hydroxide are
among the most widely used alkali activators.

Aluminosilicate Source Material. This is the primary component of the geopolymer
matrix and can be derived from various sources such as fly ash, slag, or natural minerals
like kaolinite, metakaolin, or rice husk ash.

Aggregate. This is the inert filler material that is used in the mix and can be made of
natural or artificial materials like gravel, crushed stone, or recycled glass.

Water: Water is essential for activating the alkali activator and for providing the
appropriate consistency for the mix.

Admixtures. By using admixtures such air-entraining agents, superplasticizers, and
set retarders, the geopolymer concrete mixture’s workability, compressive strength, and
setting time may be improved. By using admixtures such air-entraining agents, superplas-
ticizers, and set retarders, the geopolymer concrete mixture’s workability, compressive
strength, and setting time may be improved.

Reinforcement. The addition of reinforcement, in the form of steel bars or fibers, to
the geopolymer concrete mix can improve its overall strength and durability.
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The composition and the type of materials used for the components may vary based
on the project requirements and the desired properties of the final geopolymer concrete
product. The appropriate combination of components enables the customization of a
geopolymer mix to fit the specific needs of any construction project, while promoting
sustainability and minimizing its environmental impact.

1.2 Complexity and Importance of Mix Design in Geopolymer Concrete

Due to a number of issues, including the reliance on a chemical interaction between an
alkali activator and aluminosilicate source materials, the design of geopolymer concrete
mixes is complicated. In contrast to conventional Portland cement concrete, geopolymer
concrete’s source ingredients can come from a variety of places, such as fly ash, slag, or
natural minerals. The intricacy of the geopolymer mix design is a result of this [12—14].
Numerous variables, such as the nature and ratios of the aluminosilicate source materials,
the concentration of the alkali activator, and the curing conditions, affect this chemical
reaction known as geopolymerization [15]. A thorough understanding of the chemical
and physical characteristics of the various components and how they interact is required
for the mix design of geopolymer concrete. This intricacy emphasizes the significance
of in-depth subject expertise for the efficient design of geopolymer concrete mixes.

The mechanical qualities and the setting time must be balanced while designing the
mix for geopolymer concrete. A few of the variables that might affect the mechanical
characteristics of geopolymer are the water-to-binder solids ratio, the kind and size of
aggregate, and the presence of reinforcement. These factors are taken into consideration
in an efficient mix design to create concrete that has the best mechanical character-
istics and setting time. On the other hand, the setting time can be influenced by the
type and absorption of the alkali activator, the curing conditions, and the use of set
retarders [16, 17]. Additionally, it’s crucial to think about how the components will
affect the environment while developing a mix design for geopolymer concrete. Since
the geopolymerization process uses little energy, it is crucial to make sure that all of
the mix design’s components come from sustainable sources. Thus, a thorough under-
standing of the chemical and physical characteristics of its constituent parts and how
they interact is required for mix design in geopolymer concrete. To create high-quality,
long-lasting, and ecologically responsible geopolymer concrete, it is essential to strike
a balance between mechanical qualities, setting time, and sustainability. The detailed
chemical reaction of geopolymer is represented in Fig. 1 as shown below.
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Fig. 1. Different Variables used in Geopolymer Concrete [18].

2 Goals and Parameters of the Study

In order to increase the accuracy and efficiency of the geopolymer concrete mix design
process, this research aims to incorporate artificial intelligence into it. The goal of the
work is to use a collection of experimental geopolymer concrete mix data to train a
machine learning model, and then to use the model to effectively train data for compres-
sive strength and setting time of new mix designs. The process will be streamlined, less
time and money will be required, and the final product’s quality and sustainability will
be improved with the addition of Al to the mix creation process.

The Scope of the Research Includes the Following. Collection and preprocessing of
a dataset of experimental geopolymer concrete mixes. Development and training of an
Al model for mix design. Validation and testing of the Al-assisted approach using new
mix designs. Comparison of the results with traditional mix design methods. Analysis
of the implications of the results for the efficiency, accuracy, and sustainability of the
mix design process.

The research is focused on the mix design process and the use of Al to assist in
this process, rather than the production or testing of the final geopolymer concrete.
The research also aims to show the Al-assisted approach’s potential in the geopolymer
concrete mix design, not to provide an exhaustive solution for all mix design scenarios.

2.1 Overview of Previous Research on Geopolymer Concrete Mix Design

Previous studies on geopolymer concrete mix design have delved into various aspects
of the process, exploring everything from the perfect recipe for strength and setting time
to the impact of different variables on the final product. Researchers have employed a
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plethora of methods, from experimental design and statistical analysis to artificial neural
networks, all in the pursuit of the ultimate mix. Others have focused on uncovering
the secrets of the different components, delving into the effect of source materials,
alkali activators, water-to-solid ratios, and even curing conditions for the mechanical
properties and setting time of the concrete. Innovative minds have also sought to push the
boundaries of mix design, experimenting with a wide range of materials from industrial
waste material which includes fly ash and slag to natural minerals like kaolinite and
metakaolin, in the search for new and exciting mix designs.

Previous research has provided a solid foundation in understanding the intricacies
of geopolymer mix design, but there is always room for improvement. The application
of Al-assisted approach in the mix design process is expected to bring a new level of
efficiency and accuracy, and also make the process more sustainable. It’s an exciting
time as we continue to uncover new possibilities in the realm of geopolymer mix design.
However, there are still some gaps in the current knowledge that can be identified.

Efficiency of the Mix Design Process. Mix design in geopolymer concrete is a complex
and time-consuming process. There is a need for more efficient methods that can reduce
the time and effort required for mix design while maintaining the accuracy of the results.

Adaptability to Different Project Requirements. The mix design process should be
able to adapt to the specific requirements of different projects and the desired properties
of the final product. This requires a flexible approach that can easily be adjusted to
different conditions.

Integration of Sustainability. Past studies have primarily concentrated on optimizing
the mix proportions and evaluating the effect of various factors on the final product’s
properties. However, further research that assesses the sustainability and environmental
impact of the mix components is necessary.

Real-Time Monitoring. There is a need for research that looks into the real-time
monitoring of the concrete during the curing process and how it can be used to make
adjustments to the mix design as necessary.

Combination of Different Approaches. Most of the previous research has used a single
approach such as experimental design, statistical analysis, or artificial neural networks,
there is a need for more research that combines different approaches and methods to
improve the efficiency and accuracy of the mix design process.

The lack of research regarding the environmental impact of mix design materials
in geopolymer concrete underscores the importance of further exploring the application
of Al to enhance the efficiency, precision, and environmental sustainability of the mix
design process.

3 Data Collection and Preparation for AI-Assisted Geopolymer
Concrete Mix Design

A combination of simulated data and experimental data was used to create the dataset
for the Al-assisted geopolymer concrete mix design research. The dataset consists of a
total of 400 instances, each containing information about the mix design, such as the
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source material, alkali activator, water-to-solid ratio, aggregate, admixture, and curing
condition, as well as the response parameters, compressive strength and setting time. A
series of laboratory studies on geopolymer concrete mixtures made with various source
materials, alkali activators, and mix proportions were used to gather the experimental
results. The properties of the final products were measured, such as compressive strength
and setting time. This experimental data was used as a basis to choose the range of the
dataset. Simulation software was used to generate additional data, by simulating experi-
ments using different variables and parameters, such as source materials, alkali activators,
and mix proportions. The simulated data was validated against the experimental data to
ensure its validity and results are shown in Fig. 2.

setting_time
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Fig. 2. Comparison of Different Dependent and Independent Variables used in Geopolymer Mix
Design.

A dataset was created for the study of geopolymer materials in this research. The
collection contains data regarding the characteristics of geopolymer materials, including
the water-to-binder ratio, alkali concentration, binder type, fly ash fineness, compres-
sive strength, and setting time. To order understand the relationship among independent
variables and dependent variables in the geopolymer concrete dataset, a pair plot was
generated using the seaborn library in Python. This visualization tool is beneficial in
revealing correlations between multiple variables in a dataset. In this research, the pair-
plot was utilized to identify any strong associations between the independent variables,
such as the water-to-binder ratio and alkali content, and the dependent variables, such as
compressive strength and setting time. The diagonal plots in the pairplot represented in
Fig. 2 that displayed the distribution of each variable. The off-diagonal plots, on the other
hand, depicted scatterplots that showed the relationship between each pair of variables.
The pair plot’s warm color scheme makes it simpler to spot trends and patterns in the
data. A strong association between several independent factors and dependent variables
was found during pairplot analysis. Particularly, it was discovered that the compressive
strength and setting time were closely connected to the water-to-binder ratio and alkali
concentration. These findings suggest that these independent variables may have a sig-
nificant impact on the properties of geopolymer materials. In this work, the connection
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between the independent and dependent variables in the dataset of geopolymer con-
crete was shown in Fig. 2 using a pairplot. The analysis’s findings show a considerable
connection between a few independent factors and dependent variables, pointing to a sub-
stantial influence on the characteristics of geopolymer materials. Future investigations
into geopolymer materials will benefit greatly from these discoveries.

3.1 Machine Learning Algorithms Used for the Study

Linear Regression. A statistical method called linear regression examines the corre-
lation between a dependent variable and one or more predictor variables. Finding the
regression line or line with the greatest fit to this data is the goal in order to understand
the relationship between these variables. The linear regression approach may be used
to detect significant correlations between the variables and create predictions [19]. By
reducing the difference between the anticipated and actual values, linear regression seeks
to identify the link between a dependent variable and one or more independent variables.
This is accomplished by fitting a straight line through the data points using the equation
Y = aX + b. In this equation, the independent variable is X, the dependent variable is
Y, and the coefficients are a and b [20].

K-Nearest Neighbors. A popular machine learning method for classification and
regression problems is K-Nearest Neighbors (KNN). The approach locates a data point’s
K nearest neighbours, and then classifies or predicts the value of that data point based on
the majority class or average value of these K neighbours. By using the KNN approach,
one may calculate the majority class or average value of the K data points that are closest
to a new sample [21].

Decision Tree. The Decision Tree algorithm models complex decision-making pro-
cesses through the use of recursive splits in the dataset based on the most impactful
feature. The resulting tree structure visually represents a series of if-else statements,
with each node symbolizing a feature and each branch representing a decision [22, 23].

Random Forest. Random Forest is a sophisticated algorithm that leverages the collec-
tive strength of multiple decision trees to produce predictions. The methodology involves
the creation of multiple decision trees and then averaging the predictions of each indi-
vidual tree to form a final prediction. This technique enhances the prediction accuracy
and reduces the risk of overfitting. The equation for Random Forest is a function of the
average of all the decision trees predictions [24, 25] (Fig. 3).

Decision Tree Random Forest

Fig. 3. Machine Learning Algorithm Used in Study.
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Table 1. Performance of Different Machine Algorithm.

R-squared MAE RMSE
Linear Regression 0.9791 0.26 0.1188
K-Nearest Neighbors 0.6295 1.1441 2.1083
Decision Tree 0.9964 0.1089 0.0207
Random Forest 0.9992 0.0497 0.0045

From Table 1, it can be seen that the Random Forest model has got the best perfor-
mance with R-squared of 0.9992, MAE of 0.0497, and RMSE of 0.0045, which means
that it has the highest accuracy in predicting the output. The Decision Tree model also has
a good performance with R-squared of 0.9964, MAE of 0.1089, and RMSE of 0.0207.
On the other hand, Linear Regression model has R-squared of 0.9791, MAE of 0.26,
and RMSE of 0.1188, and K-Nearest Neighbors model has R-squared of 0.6295, MAE
of 1.1441, and RMSE of 2.1083, showing lower accuracy in prediction.

The proper machine learning algorithm must be used in order to create the ideal mix
for geopolymer concrete. After all, the precise proportions of the elements employed
will determine the final product’s strength and setting time. Choosing the right machine
learning method is essential to achieving precise predictions for the compressive strength
and setting time of geopolymer concrete mixtures. Four algorithms—Linear Regression,
K-Nearest Neighbors, Decision Tree, and Random Forest—were examined in our study
to see how well they performed. The algorithms’ performance is assessed using per-
formance measures including R-squared, Mean Absolute Error (MAE), and Root Mean
Squared Error using a sample dataset of 300 observations (RMSE).

The amount of variation in the response variable that can be explained by the predictor
variables is measured using the R-squared metric. The better the algorithm matches the
data, the greater the R-squared score. The algorithms Random Forest and Decision Tree,
which had remarkable R-squared values of 0.9992 for Random Forest and 0.9964 for
Decision Tree, were determined to have the highest values. This indicates that a sizable
amount of the variance in the response variable might be explained by these techniques.
The average discrepancy between the response variable’s expected and actual values is
measured by the MAE and RMSE values. The better the algorithm matches the data,
the lower the MAE and RMSE values. In this work the algorithm Random Forest has
the lowest MAE value of 0.0497 and the lowest RMSE value of 0.0045. This means that
the Random Forest algorithm makes the least amount of error in predicting the response
variable.

With the greatest R-squared values and the lowest MAE and RMSE values, the Ran-
dom Forest method is clearly the victor in our analysis. The Decision Tree algorithm also
performed well, but the Random Forest algorithm proved to be slightly more accurate.
However, it’s worth noting that the final decision on which algorithm to use depends on
the specific requirements of the project and the availability of data. But overall, Random
Forest is the most suitable algorithm for predicting compressive strength and setting
time in geopolymer concrete mix design (Fig. 4).
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Fig. 4. Performance of Different Machine Algorithm.

4 Conclusion

The present work shows the potential of using artificial intelligence to the development
of environmentally friendly geopolymer concrete. The R-squared, Mean Absolute Error
(MAE), and Root Mean Squared Error (RMSE) values of the results show that the
Decision Tree and Random Forest algorithms perform the best overall. This shows
that Al-based methods might improve the efficient use of resources, reduce waste, and
improve the durability and hardness of geopolymer concrete.

e The study used Al techniques to explore the potential of improving the sustainability
of construction through geopolymer concrete mix design.

e Geopolymer concrete is a sustainable alternative to traditional concrete, as it requires
less energy to produce and has a lower carbon footprint.

e In the study, four distinct Al algorithms were utilized: Linear Regression, K-Nearest
Neighbors, Decision Tree, and Random Forest.

e The results showed that the decision tree and random forest models had the best
performance in terms of R-squared, MAE, and RMSE values, suggesting a high
potential for use in real-world applications.

e Linear regression had an R-squared value of 0.9791, a MAE of 0.26, and a RMSE
of 0.1188.K-nearest neighbors had an R-squared value of 0.6295, a MAE of 1.1441,
and a RMSE of 2.1083.Decision tree had an R-squared value of 0.9964, a MAE of
0.1089, and a RMSE of 0.0207.Random forest had an R-squared value of 0.9992, a
MAE of 0.0497, and a RMSE of 0.0045.The decision tree and random forest models
showed the best performance in terms of R-squared, MAE and RMSE values.

e The study highlights the potential of Al-assisted geopolymer concrete mix design
to optimize the use of raw materials, reduce waste, and improve the strength and
durability of concrete.
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The use of Al in the mix design process can also increase the efficiency and speed
of the design process, making it a valuable tool for engineers and architects in the
construction industry.

The findings of this study provide new avenues for using geopolymer and artificial
intelligence into environmentally friendly building techniques.

Future research could focus on further optimization and validation of these models,
as well as testing the Al-designed geopolymer concrete in real-world projects.
Additionally, research on the cost-effectiveness and scalability of Al-assisted
geopolymer concrete mix design could be conducted to assess its feasibility for
widespread industry adoption.
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Abstract. Intelligent Vehicular Ad Hoc Networks which integrates deep learn-
ing techniques with modern vehicular communication networks can play a major
role in prediction of vehicular traffic as well as efficient dissemination of critical
information between vehicular nodes. An accurate traffic prediction mechanism is
a key requirement for numerous applications of Intelligent Transportation System
such as traffic management, accident prevention, route guidance and public safety.
In this paper, a deep learning approach is proposed which is based on Convolu-
tional Neural Network (CNN) combined with Temporal Convolutional Network
(TCN), to predict the traffic patterns of vehicles. External factors like weather,
weekend and holidays are considered along with internal factors such as location
and time for analyzing their effect on vehicular traffic. Integration of CNN and
TCN, captures spatio-temporal features, which are then merged with external fac-
tors to obtain a more accurate predicted traffic information. This predicted value
is further disseminated within the vehicular network. Dataset of Indian cities is
taken and converted to matrices of time vs space. Experimental results illustrate
that our model outperforms other state-of-the-art techniques in regard to efficiency
and accuracy.

Keywords: Vehicular flow forecasting - Intelligent Transportation Systems -
Convolutional Neural Networks - Temporal Convolutional Network

1 Introduction

The Intelligent Transportation System (ITS) has evolved due to increase in demand
of traffic management and road safety. The ITS offers different services assisted by
other systems for sensing and gathering the vehicular information [1]. The sensing and
gathering of different types of traffic information, is achieved by using devices such
as loop detectors, video cameras, Radio-frequency identification (RFID) scanners, GPS
etc. After processing, this information is communicated between various vehicles on
roads to help them in traffic management. The network connectivity between vehicles is
required for these applications to transfer the information at receiver end which helps in
achieving the desired performance in terms of reducing traffic congestion and increasing
convenience of road users. Some of the key issues in traffic management such as accidents
and traffic jams can also be controlled in this way.
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The above objectives are achieved by using vehicular ad hoc networks (VANETS).
Due to their greater mobility than other nodes, vehicular nodes differ in their informa-
tion dissemination [2, 3]. Vehicle-to-Infrastructure (V2I), Vehicle-to-Vehicle (V2V) and
Vehicle-to-Pedestrian (V2P) type of communications are used for information exchange
between the vehicles. Roadside units and On-Board Units are the means by which vehi-
cles connect with one another. As aresult, the development of VANETS as acomponent of
ITS has promised to effectively facilitate a wide range of vehicular communication appli-
cations [4], such as the dynamic route planning [5], sharing of content, dissemination of
safety messages, entertainment and gaming [6, 7].

Vehicle' Deep Learning Traffic Fi Dissemination
Spatio-Temporal | based Feature [—— 4 "M@ T OW "o Forecasted
Information Extraction Forecasting Data

Fig. 1. Intelligent Vehicular Network Components

Due to communication, hardware and scaling constraints of VANET, Intelligent
Vehicular Networks (IVN) are devised which integrates deep learning technique and
modern vehicular communication networks. Although machine learning has shown great
potential in predicting traffic patterns and helping to optimize traffic flow, but deep learn-
ing is particularly well-suited to solving problems involving large datasets. Compared to
traditional machine learning algorithms, deep learning models can automatically extract
relevant features from the input data. This makes them more effective at dealing with
complex and high-dimensional data, such as traffic patterns. In the context of traffic
prediction, deep learning models can be trained on large volumes of historical traffic
data, allowing them to learn complex patterns and relationships between various factors,
such as location, time of day, weather, road conditions, and traffic flow. These models
enable more accurate vehicular analysis at different conditions and times.

Various components possessed by IVN are shown in Fig. 1. The spatial and temporal
data of vehicles is passed to the model as input. Further feature extraction from this data
takes place using different techniques of deep learning. Deep learning model helps to get
the forecasting vehicular information for a given time span and at given location segment.
The predicted data is forwarded to autonomous vehicles using vehicular communication
networks [8]. This data is further used by vehicular network for decision-making and
optimized planning of routes.

Vehicular prediction is mainly categorized into two main categories i.e. long term and
short term forecasting. Short-term forecasting focuses on forecasting the traffic flow for
small time spans while long-term forecasting focuses on predicting the vehicular flow for
larger time spans. Vehicular flow prediction is helpful in attaining better performance for
managing vehicular traffic. It also helps in decreasing congestion, pollution, accidents
etc. Different prediction models have been described in literature. A traffic prediction
model using fast forest quantile regression approach is described by Zahid et al. [9].
This approach makes use of part of single road data and is unable to apply the same
for larger networks. A Conv-LSTM model [10] is proposed by Liu et al. for taking out
spatial and temporal features from the traffic flow data combined with periodic features.
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He et al. [11] described a vehicular flow prediction approach based on spatio-Temporal
convolutional neural network which is based on encoder-decoder design. This approach
extracts the spatial and temporal features from past data and predicts the traffic flow for
longer span of time in advance.

The prediction models can be categorized into models based on statistics and neural
network. Many statistical models like k-nearest neighbors [12], Auto-regressive inte-
grated moving average [13], Support vector machines [14] etc. are being used for traffic
flow forecasting. In models based on neural networks, Artificial neural network [15],
Deep belief networks [16], De-noising stacked auto-encoders [17], Recurrent neural
network [18], Deep learning models [19, 20] and Stack auto-encoder [21] are used for
traffic prediction. But they may face scalability problem particularly in situations where
real-time predictions are required for a large number of data.

In the proposed model, combined deep learning techniques are used to make IVN.
This model first selects a set of intersection points in a region. The forecasting is per-
formed on the selected points and is expanded for the complete city. For each point, the
model extracts the spatial and temporal features of vehicle using Convolutional Neural
Network (CNN) and Temporal Convolutional Network (TCN). Based on this fetched
data, forecasting of traffic for different times can be computed. Using IVN, the fore-
casted data is transferred to other vehicular nodes thereby assisting them in deciding
route information based on the existing traffic conditions and route scheduling. The
sequence of paper has the hybrid model for vehicular forecasting at different span of
time in Sect. 2. Section 3 explains the analysis of the simulation environment and the
results. Finally, the last Sect. 4 concludes the work performed.

2 Proposed Methodology

The proposed model is used to forecast the traffic flow in a city. First the set of intersection
points are selected among all the points available in the road topology of that city. For
the selected points (locations), the traffic forecasting has been performed at a given time
as per the model structure described in Fig. 2. The historical data is considered as a key
parameter for providing traffic information at selected locations and at a particular time.

2.1 Intersection Point Selection

Let (x, y) indicates all the intersection nodes in the considered region. Among G nodes,
P(x, y) intersection points needs to be selected which will further undergo traffic fore-
casting. Selection of Pi points among G nodes is based on vehicular density at different
points. For all (x, y), take 3 days historical data for a given time t. Three days include
previous day, two days ago and one week ago (same day of the last week). Historical
data of (m — )™, (m — 2)™ and (m — 7)™ day is considered to forecast the traffic on
m™ day. For (x,y) points in a region as:

G(x,y) = [Gi(x,y) G2(x,y) - Gj(x, )] (D

At G; and at time t, traffic density d; based on historical data is computed as the.



Deep Learning Mechanism 345
mean of previous days’ data.
di=dm—-1)+dm—-2)+d(m—"17T) 2)

Take H number of points for highest mean, M number of points for middle value and
L number of points for lowest mean. While selecting,

H,M,L=P/3 3
where

G/10, if G > 30
G/5, if15<G <30

P = 4
G/2, if6<G< 14 @)

0, otherwise

The total points selected For (x, y), are shown as:
P(x,y) = [P1(x,y) P2(x,y) -~ Pi(x,)] (5

It indicates the set of locations where traffic forecasting needs to be performed which
is further divided into Data Input, Data forecasting and Data Communication.

The input data after pre-processing at different time scales are passed to CNN in
parallel where spatial features are learnt and passed to TCN for extraction of temporal
features shown in Fig. 2. Different modules of CNN are used for generalization. Both
spatial and temporal correlations are extracted in whole process. After making the fore-
casting, the Data is communicated. The predicted data is passed on to all other neighbor
nodes.

2.2 Data Input

The road traffic always shows a recurring behavior for consecutive workdays and same
day of weeks. The input for the proposed model has been taken by considering the
periodicity of data for the proposed model i.e. Three previous days’ data have been
taken as input for forecasting model. The first data item consists of traffic information
for the previous day, the second data set is taken from the existing traffic two days before
and the third data set includes traffic information of same day in the previous week.
The model needs to make the prediction of the traffic patterns for a particular day for k
consecutive segment locations at a particular time period.
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Fig. 2. Deep Learning Based Spatio-Temporal Traffic Forecasting

Historical data for k roads segments (s, $2,..., S¢) at time (¢1, t3,..., tn) is used in
this model to make the forecast at time ¢ where n is the total number of intervals taken in
one day. The time vs road-segment matrix of type 2-dimensional is created as follows:

sih ES1’2 0 Sily-1 Sity
Saly Sala H Saly1 Saly
M= N N i i K
Sg-1hy Sg-1l2 i Sk-1ln-1 Sg-iln
Sphy Sty i Sklpoy Sty |

In the matrix shown, each row signifies a particular road segment and each column
signifies a particular time period. The elements of matrix show the total vehicles present
at a particular road segment at defined time.

Corresponding to the above representation, three matrices will be required as input
depending on the day for which we want to make the prediction. Let say, if we want to
predict the traffic for m™ day, then similar 2-D matrices will be required for (m — 1),
(m — 2)" and (m — 7)™ day. Let’s take these matrices as M|, M, and M3 where M is
matrix representation for (m — 1) day, M is matrix representation for (m — 2)" day
and M3 is matrix representation for (m — 7)th day.

Matrix M|, M, and M3 are shown in Fig. 3. These matrices are taken for a fixed time
scale. Similarly at three different time scales, say, Ts1, Ts; and Ts3, all three matrices for
(m — DM, (m — 2)" and (m — 7)™ day are extracted from the historical data on cloud.
Three days’ matrices are taken as the input for the model for three different scales of
time.
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Fig. 3. Input Matrices for Convolutional Neural Network

2.3 Data Forecasting

After pre-processing, the input is converted to three different matrices taken for three
different scales of time. The matrices are merged together for all three time scales Tsj,
Tsy and Ts3 and final matrices are generated. The final generated matrices X1, X, and
X3 at time scales 71, Ts» and Ts3 respectively are forwarded to CNN modules CNN 1,
CNN, and CNN3 in parallel as shown in Fig. 2. The spatial characteristics extraction is
done at each CNN module and a tensor TR of that for time t is formulated as follows:

X1 (Ts1) = M (Ts1) + Mo (Ts1) + M3 (Ts1)
Xo(Ts2) = M1 (Ts2) + M (Ts2) + M3(Ts2)
X3(Ts3) = M1 (Ts3) + M (Ts3) + M3(T53)
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(TR); = X1(T51) + X2(Ts2) + X3(T53) (6)

TCN is applied on the tensor for training and evaluation as a whole due to its easy
applicability on time series based problems. Tensor 7R formed in Eq. (6) includes the
spatial characteristics which are converted to a long input sequence before sending to
TCN. The filters on TCN are shared across layers with back propagation, so memory
requirement is also less. Dialated convolutions are used in 7CN where no pooling is
required but field of perception is slowly increased using sequence of dialated convo-
lutions. Output of each convolution gives rich information. Convolution operations of
TCN help in extracting local as well as temporal information. Dialated convolutions are
applied on long information dependent sequences which is defined as follows:

F(s) = (X xdf)(s) = Z fDXy—q (7)

where F' is dialated convolution operation on element s of the sequence TR, d is the
dialation factor, m is the filter size of {:{0,1,---,m-1}- > TR and s-d.i is direction of the
past. For each input element, an output element will be obtained as Y = {y1, y2,---, ¥n}-
The spatial correlations are extracted in CNN modules and the temporal correlations
are extracted in TCN. So, the output obtained from TCN contains the combination of
spatial and temporal features which are helpful for prediction. CNN and TCN modules
are applied in sequence as written in algorithm 1 given in next section.

The final output of TCN is changed to a two-dimensional matrix and forwarded
to next two layers of convolutional neural network. A generalization will be formed
after extracting all the high level features. Procedures to reshape and convolution are
also applied according to the algorithm shown in Sect. 3. The input undergoes n two-
dimensional sequence of filters {F', F», — — —, F',;} via convolution operation (*) and
feature maps are obtained. In general

P=f «{F1,F, — — —, Fp}) ®)

where Y is the input matrix and {F;,F»,---,F,} are filter matrices respectively. After
application of the activation function f, feature map P is obtained. Rectified linear unit
(ReLU) used to serve the purpose of activation function which is defined as f(x) = max(0,
X).

To avoid any loss of feature information, the input-output are made of the same size in
a convolution operation. After application of the convolution operations, the high-level
featured data in matrix form will be obtained. These are further flattened and merged
with external factors of vector form and passed into a dense layer yields a linear vector
for sections with k segments as shown below:

V:[VI;VZ;...;Vj;...Vk] ©))

The forecasting done for total number of vehicles at time ¢, is estimated as V. This
model is proposed with an objective to minimize the mean squared error (MSE) between



Deep Learning Mechanism 349

predicted value and ground truth. Optimization of the result is done using stochastic
gradient decent method and the function for this can be written as:

1 N
v (V' —v)? (10)

n=1

where N signifies number of samples, V signifies the predicted value and V' signifies
the test data for traffic i.e. ground truth.

2.4 Data Communication

Vehicular communication is very important aspects in traffic management. Its utilization
may range from entertainment for passengers, to safety support, to local news delivery
and advertisement, to Parking Space availability. All these applications use message
dissemination as the key parameter. Combination of Road Side Unit (RSU) and the
vehicles, considered as data carriers, creates a reliable data dissemination that is effective
in reaching all nodes.

Autonomous vehicles are provided with information about the expected traffic at a
specific time and location through vehicular network. The decision to take next steps
to ease traffic congestion and eliminate gridlock on the roadways is being made in
presence of this information. The vehicles will learn about congested roads and can
reroute to avoid inconvenience. It offers the ability to adapt to different disruptions.

This way IVN helps in computation of the data using deep learning techniques and
transferring the same to autonomous vehicles using vehicular network. Real-time traffic
data will help in an estimated traffic scenario to properly plan the route, aid in traffic
control, and promote public safety.

3 Experiments and Result Analysis

In this experiment using the proposed model, the data about total vehicles at a specific
point and at a specific time on the roadways in Chandigarh, an Indian union territory, is
collected using automatic traffic counter and classifier [22]. The description of dataset
is given in Table 1.

For each day, the information gathered by loop detectors is transformed into spatio-
temporal matrices. The data needs to be pre-processed before being made available
for every hour. Data for a specific segment at a one-hour time interval is saved after
the matrices are added column-by-column. Traffic density on a road section taken every
one hour from 07:00 am-16:00 pm on May 8, 2019 is shown in Fig. 4. It is one day
previous of the day of prediction. Figure 5 shows the density of traffic for same road
segment for same time span for 07:00 am—16:00 pm on May 7, 2019 which shows the
flow of traffic two days before the day of prediction. Figure 6 represents the flow of
traffic of same road section for same time period on May 2, 2019. A total of 84,675
samples were produced after data pre-processing and were utilized to train the model.
For the aim of the experiment, 20 road segments have been taken. 100 iterations of batch
size 64 are utilized to train the model.
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Table 1. Data Set Description

Dataset Chandigarh
Time Span 1/3/2018-1/9/2019
Time Interval 10 min

Total road segments 20

Number of Samples 8,32,180
External Factors Code Values
Weekend 0,1

Holiday 0,1

Weather 0-9

Wind power 0-3
Temperature [—24, 34]

Three matrices are used as input, each with three different time scales, in accordance
with the periodicity of the traffic data. Three matrices for (m — DI, (m —2)™ and (m —
7)™ days at a time scale of one hour are combined to form the first input matrix. Similar
to the first, the second input matrix is formed for time scale of 30 min and third input
matrix is made taking time scale of 2 h. With a time-scale of 30 min, there are 48 time
intervals in a day and 12 for every 2 h.

For primarily extracting the spatial characteristics, input is added to a CNN layer.
For each CNN, a 3 x 3 kernel is employed, and a 32-level filter depth is used. After
concatenating each CNN’s output, a tensor is created. The sequence is created from the
tensor and provided to the TCN module. For fully temporal feature extraction, 64 units
of TCN are used, producing 64 sequences. To high level spatial properties ex-traction
and generalization, this output is sent to CNN. It is once more reshaped into an 8 x 8
matrix. The first CNN produces a result output of 6 x 6 with deepness of 8 filters, and the
second CNN produces a result output of 4 x 4 with deepness of 10 filters. The output of
CNN is turned to a sequence of 160 by passing it via a flattening layer. The dense layer
of a normal linear neurons, is used to obtain the vector form of result output, which is
then combined with the vector of external factors to produce the final result output. All
of the layers together contain 143,476 neurons. Figure 7 displays a layer-wise parameter
representation. With a loss rate of 0.01, momentum of 0.9, Stochastic gradient decent
optimizer is being used. Mean Absolute Error is the loss function used to enhance model
learning.
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Fig. 6. Time vs vehicles on (m-7)th day i.e. May 2, 2019.
Layer (type) Output Shape Param # Connected to
input_1 (InputLayer) [(None, 32, 10, 1)] 0
input_2 (InputLayer) [(None, 56, 10, 1)] 0
input_3 (InputLayer) [(None, 20, 10, 1)] 0
conv2d (Conv2D) (None, 20, 8, 32) 320 input_1 [0][0]
conv2d_1 (Conv2D) (None, 54, 8, 32) 320 input_2 [0][0]
conv2d_2 {Conv2D) (None, 18, 8, 32) 320 input_3 [0][0]
concatenzte (Concatenate) (None, 102, 8, 32) 0 conv2d[0][0]
conv2d_1[0][0]
conv2d_2[0][0]
reshape (Reshape) (None, 102, 256) 0 concatenate[0][0]
tcn (TCN) (None, 64) 140096 reshape[0][0]
reshape_1 (Reshape) (None, 8, 8, 1) 0 tcn[0][0]
conv2d_3 (Conv2D) (None, 6, 6, 8) 80 reshape_1[0][0]
conv2d 4 (Conv2D) (None, 4, 4, 10) 730 conv2d 3 [0][0]
flatten (flatten) (None, 160) 0 conv2d_4 [0][0]
dense (Dense) (None, 10) 1610 flatten[0][0]

Fig. 7. Model Demonstration
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Algorithm 1 Vehicular Flow Forecasting
Inputs:
1. Two-dimensional matrix M; for (d-1)" day with location vs time t,

2.Two-dimensional matrix M for (d-2)™ day with location vs time t,
3.Two-dimensional matrix M; for (d-7)" day with location vs time t,
4M=0

Outputs: Predicted traffic Information at time t.

1: Begin

2: X1=M1+M?2+M3 at time scale T'1

3: X2=M1+M2+M3 at time scale T2
: X3=M1+M2+M3 at time scale T3

: for each matrix Xi do

4
5
6: Find the convolution matrix using
7 Xi=conv2(Xi),
8: end for
9: for each matrix Mi do

10: X=X+Xi

11: end for /tensor formation with concatenation

12: M = reshape(M); //matrix reshaped into sequence

13: M = ten(M);

14: M = reshape(M); //sequence reshaped into matix

15: M =conv(M); // applied convolution for spatial feature
extraction

16: M = flatten(M); //merge the feature vectors with external
factors vector

17: M = dense(M); // final result as linear vector

18: End

MSE for different models has been compared by Zang et al. [23] as given in Table 2.
The methods are compared for Neihuan Elevated Highway. Out of them, the MSTFLN
model yields the best results. Using our data set and the MSTFLN model, we obtained an
MSE value of 189. Yet, the MSE achieved is 170 when the same data set is applied to our
suggested model. Figure 8 displays a result comparison of both models with actual data.
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Table 2. Result Comparison of Various Models

Model MSE

MSTFLN 98.659
MSTFLN-FC 117.954
MSCNN-SC 104.904
MSCNN-FC 136.356
FCL-Net 140.877
DMVST-Net 147.552
ST-ResNet 129.954
CNN 142.145

While we obtained a lower MSE value for our model, it is clear that our methodology
beats both conventional approaches and a number of cutting-edge models, including
MSTFLN-FC, MSTFLN, ST-ResNet and FCL-Net.

w—Actual Number of vehicles

Predicted Number of vehicles with proposed model

Predicted Number of vehicles with MSTFLN
400

o

250 / \%Q

7 8 9 10 11 12 13 14 15 16 17 18 19

w
wn
o

Traffic flow
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w
[=]

o

Time (h)

Fig. 8. Result comparison with MSTFLN

4 Conclusion

Traffic forecasting is a challenging task to perform because of several external factors
(such as weekends, weather, holidays, etc.) as well as the dynamic nature of traffic.
An efficient algorithm using TCN and CNN has been proposed in this paper for traffic
prediction. The CNN and TCN are applied with regard to traffic in the proposed scheme
using historical data. The vehicular network receives the predicted traffic information for
dynamic route planning and decision making. The performance metric of the suggested
model is assessed and determined to be satisfactory as compared to various other models.
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Abstract. Smart home automation is an emerging market trend that makes life
simpler and easier to control. The term “home automation system” refers to the
centralized management of lighting and electrical appliances, as well as the locking
of doors and the activation of alarm systems, among other things, to improve the
home’s energy efficiency, safety, and comfort. To meet the smart home’s aims
of monitoring, protecting, and controlling, Internet of Things (IoT) technologies
play a pivotal role by incorporating sensors and actuators that support various
network operations and system automation. Consequently, people now have an
assistant who manages their home and needs based on commands they provide. The
limitations of existing home automation systems include a lack of IoT technology,
Artificial Intelligence (AI) techniques, user-unfriendly interfaces, unauthorized
access, short wireless connectivity ranges, cybersecurity issues, and excessive
costs. As a result, this research proposes an affordable home automation system
that integrates IoT, Al and blockchain technology. In this regard, a framework is
created to enable home monitoring and automated control of appliances via the
Internet at any time and from any location. Our proposed work controls household
appliances in an easy and effective manner over the internet, as well as identifies
home intruders and provides support for autonomous home safety operations.

Keywords: Internet of Things - Smart Home - Blockchain Technology -
Machine Learning - Artificial Intelligence - Automation

1 Introduction

The advancement of technology over time is making human life more and more depen-
dent on it. There is an ever-increasing need for a luxurious lifestyle as technology pro-
gresses. The usage of smart technology in our homes makes it feasible for computers and
people to interact with each other to regulate household appliances more efficiently. Due
to the development of communication technology, home automation systems have gar-
nered substantial interest [1]. A smart home, also known as an IoT application, enables
users to remotely monitor and control their household appliances in real-time using the
internet [2]. The goal in the creation of home automation systems was to reduce the
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amount of effort expended by humans in the management of their household activities,
such as operating washing machines, water heaters, air conditioners, and other similar
devices [3]. The introduction of pervasive computing techniques into home automation
allows for interaction with both the home’s electrical appliances and the surroundings.
The wireless network protocols, i.e., Z-Wave and ZigBee, are now the most advanced and
widely used technologies for home automation. This technology is commonly known
as domotics [4]. Devices like the Amazon Echo and the Nest Learning Thermostat are
examples of the next generation of home automation technology since they use Al algo-
rithms to control and report their functions. Robot buddies, also known as Rovio or
Roomba, are considered part of the third generation of technology [5].

Recently, IoT technology has gained significant prominence. By interconnecting
billions of IoT devices, the world is entering an IoT era. The primary objective of
IoT is “to connect the disconnected.” Over the course of a decade, it has drastically
transformed human lifestyles and behaviors [6]. An IoT system consists of a collection
of hardware devices, such as microprocessors, sensors, etc., responsible for transmitting
data to and from the server and microcontroller [7]. Cloud computing is an additional
component that will contribute to the success of [oT’s performance. [oT has demonstrated
its superiority because of cloud computing. Additionally, IoT enables users to complete
typical computing operations at a low cost and with less memory. Also, user can manage
data remotely. A notable example would be Google Photos, which allows users to transfer
their photos from the internet back to their devices.

The power of these ideas has been magnified by advancements in Al techniques
like Machine Learning (ML) and Deep Learning (DL). The goal of implementing these
approaches in smart homes is to make them more efficient and responsive to the needs
and routines of the people who live there. Instead of relying on explicit commands or
predetermined scenarios, the homes will try to predict what the people will want or need
[8,9].

There are currently numerous home automation systems available, which employ var-
ious technologies such as Bluetooth, GSM, and Zigbee. However, when Al, Blockchain
technology, and IoT technologies are utilized in the design and construction of a secure
and smart home automation system, it functions very effectively. This work proposes a
smart and secure home automation system that can control household appliances while
also capturing images of potential intruders. In this model, all smart devices and users
are authenticated by the blockchain network, making them secure by nature. To detect
intruders, the MTCNN algorithm is employed, which achieves 92.6% accuracy. The
proposed solution is both secure and cost-effective.

This work includes:

Developed an Al-enabled remote-control application for electrical appliances.
The proposed approach is a cloud-based system, that controls household appliances
over the Web.

e Usingblockchain technology, the proposed system guaranties the secure identification
and verification of users and devices.
Deployed a sensor-based approach for motion and intrusion detection.
Implemented an MTCNN algorithm for identifying images within the house to prevent
the security system from issuing false alarms.
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2 Literature Review

Several studies have been conducted using various methods to achieve home automation.
In paper [10], a smart home system is developed using Amazon Echo, cloud, and voice
services. The author used Raspberry Pi3 to provide smart features to non-smart homes.
Gladenceetal. [11] implemented a client-server-based technique for smart home automa-
tion to enhance interaction between humans and machines, utilizing machine learning
algorithms and natural language processing (NLP) techniques. Users can issue various
commands to achieve tasks such as managing household devices, doors, and monitor-
ing voice bed movement. The author also developed an NLP and AI module to help
disabled people. Gambi proposed a home automation system architecture that utilizes
LoRa and Message Queuing Telemetry Transport (MQTT) for effective communication
[12]. The authors employed a low-cost, low-power, long-range communication device
to investigate the development of loT-based solutions utilizing such devices. Manu et al.
introduced an LSTM deep learning method for conducting specified tasks based on
the recognition of human behavior [13]. IoT technology and the LSTM algorithm are
combined to forecast human activity toward user comfort, safety, and control over their
homes. In paper [14], Reyas et al. developed an automatic smart home control platform
that offers an overall customized automated control system and detects the pattern of
resident behavior via ML and IoT, thereby enhancing comfort solutions for domestic
systems. In [15], both machine learning and the HEMS-IOT system were used to help
people take care of their homes’ energy use in a smart way. Rule-ML and the Apache
driver were used to improve the energy efficiency and safety of smart homes. To ensure
the smart home’s dependability and security, purpose experimentation was carried out as
part of the validation process. An automation control system for SH that uses Bluetooth
and a GSM module was proposed by Anandhavalli et al. [16]. This research is being
conducted to assist disabled and elderly individuals in controlling household appliances
from a remote location. People could operate their homes with wireless technologies
such as Bluetooth and GSM. Indoor appliances were also controlled by Bluetooth, while
GSM was used to control appliances outdoors. However, this method has limitations in
both scenarios. Bluetooth suffers from significant limitations in both range and data
transfer speed, while GSM is prohibitively expensive due to the cost of sending and
receiving text messages. Bluetooth, GSM, Zigbee, and other emerging technologies are
key components of the smart home automation system.

3 Proposed Methodology

In this work, a new intelligent-based secured home automation system is proposed that
uses Artificial Intelligence and Blockchain Technology. The proposed methods enable
users to verify and update the status of various connected smart devices in a smart home
environment. To interpret natural language, we use natural language processing. To
secure [oT device authentication and identification, blockchain technology is employed.
Blockchain gives the IoT devices employed in our proposed home automation system
a safe, reliable, and decentralized way to communicate with each other. The house has
improved with increased security and occupant safety. A PIR motion sensor was utilized
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to monitor movement within the home and keep track of the graphs. Whenever any
motion is detected, the user is notified with an alert through the Android mobile applica-
tion. Before triggering the alarm, the MTCNN performs a background check to ensure
the validity of the alert. The system employs intelligent decision-making capabilities for
home surveillance and security based on the output of the MTCNN.

3.1 Application Interface

In this proposed model, Google Assistant and Dialogflow are employed as the Al plat-
forms. Google Assistant enables voice commands for dialing, internet browsing, alarm
setting, and opening certain mobile applications. In the Google Console action, a Google
Assistant app is created and connected to a Dialogflow agent. The Dialogflow console
imports all necessary data in the form of intent and agent files for agent training and work-
ing. Users can express their objectives through an intent, and the system will determine
which actions correspond to those intentions. The intent file contains information about
context, training phases, actions, and responses, while the agent file contains language
and machine learning classification thresholds. Due to machine learning, the system can
train itself to accurately respond to user input. To train the Dialogflow agent, we feed
lots of user input into the agent file. The agent is trained using a set of user inputs. In our
automation system, the user inputs are the actions that are performed by the Internet of
Things devices. If we say ‘turn on the television,” the system understands that the tele-
vision must be turned on. If we tell it to ‘turn off the bulb,” it knows that the bulb needs
to be turned off. The Dialogflow agent has completed its training and is now prepared
to receive user requests and give responses.

To integrate Google Assistant with mobile applications, an application programming
interface (API) is developed. Incorporating the API into an Android application creates a
more user-friendly environment and better understanding of the user’s natural language
input. After the device connects to the API, it is connected to the Google Cloud server.
Once connected, Raspberry Pi is used to connect the Arduino to the server. The Google
Cloud server allows access to the home environment from anywhere outside the house
by receiving a request from an Android device and activating a pin on a Raspberry Pi
based on that request.

3.2 Blockchain for Security

The primary goal of implementing blockchain technology in smart homes is to offer a
safe and reliable platform for IoT device identification and authentication. Due to its
advanced security and decentralization features, blockchain represents a major shift in
the IT industry, particularly for IoT devices. The use of blockchain technology in home
automation can reduce reliance on cloud servers. In the proposed method, blockchain
is implemented in Python by defining the block’s content. The hash block is computed
using each block, and then SHA-256 is calculated using the hash block. A new block is
formed after a connectivity request is granted, and whenever a new block is generated,
we store it. To ensure that the generated hash of a block matches the hash calculated for
that block, the blockchain validation process is carried out after the block is stored. If
the validation is successful, blockchain allows access to the new block.
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Through parent blocks, blocks on the blockchain are connected to one another. Each
block header contains metadata, which includes version number, Merkle tree root hash,
parent block hash, nBits, and a random number. The algorithm for user and device
authentication is as follows:

Algorithm RegAuth:
Function Reg(device id)
Hashed id = hash(device id)
stoneMapping(user_address, hash_id)
function Auth(device_id)
hashed_id = hash(device id)
if (check mapping(user_id, hashed_id) = true)
dev_id = request ChianLink(device)
hashed dev = hash(dev_id)
if (hashed dev == hashed id)
authenticate()
else
wrong_device id
else
user not authorized

3.3 Home Environment

The primary elements of a smart environment include sensors, smart cameras, Wi-Fi
modules, smart-gadgets (bulb, television, fans, AC), and smart smartphones. A level
of smartness has been integrated into the home appliances, allowing them to respond
intelligently to commands. In the home, sensors are employed to collect data, monitor,
and detect. A smart camera can be used to detect intruders at the home; if an intruder is
discovered, the camera will take a picture and communicate it to the user. The microcon-
troller is used to establish Wi-Fi connections between the various smart home devices
and sensors. The user can remotely operate household appliances both inside and outside
the house using a mobile application connected to a cloud server.

3.4 Implementation

The integration of IoT, Al, and blockchain technology results in a more user-friendly
system. Figure 1 illustrates the integration of several IoT devices into the proposed
home automation system. The design of the system encompasses the user, appliances,
sensors, and a cloud platform. The GPIO pin of the Raspberry Pi is connected to the
sensors using jumper wires, as shown in the configuration. Additionally, the Relay board
module is linked to the Raspberry Pi, while household IoT devices are connected to the
relay board module. The Android application functions as the client, and the Google
Cloud IoT platform serves as the server.

In this proposed framework, the IoT devices in the home are accessed by giving
commands to the Google Assistant Al. Once the device is connected to the cloud server,
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Fig. 1. Proposed Smart Home Automation System

the API sends the action to the server. The request is then received by the Raspberry
Pi from the cloud server. Using the Google cloud server, we can connect to our home
environment from anywhere in the world. It receives API requests and activates the
Raspberry Pi pin in response to those requests. Sharing of data between an Android app
and a cloud server is accomplished using JSON. Multiple hashing methods are used to
protect APIs, and information about each request is stored in a database on the cloud
server. Additionally, the user can review all their previous actions.

3.5 Hardware and Software Components

The proposed home automation system is designed to provide an appropriate level of
intelligent home control, monitoring, and security by utilizing IoT hardware and soft-
ware. The prototype of the smart home automation system was developed using the
following hardware components: Raspberry Pi, Arduino, a Wi-Fi board, a 5-V 4 channel
relay module, and ESP-32 CAM. A detailed description of each component is provided
below.

Raspberry Pi. Raspberry Pi is an open-source hardware platform that integrates an
IDE (Integrated Development Environment) and a programming language. It is an inter-
esting innovation that is substantially more affordable than desktop, mobile or any smart
device. The vast majority of Raspberry Pi’s software and projects are available for free,
and online user communities are enthusiastic about new software applications to ensure
that they are maintained up to date. Python is a popular language for programming the
Raspberry Pi as it is relatively easy to learn and requires less code than other languages,
making it less complex. Raspberry Pi is not only low-cost, but it also has a low impact
on the environment and does not need any kind of cooling system. Due to the various
improvements introduced with respect to older versions, Raspberry Pi 4 was used for
this work.
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5 V Relay Module. The contacts of a switch are opened or closed by a relay, an
electromechanical device. It is a type of automated switch that is often used to handle
a large voltage with a low-voltage signal in automatic control circuits. 0 to 5 V is the
range of the relay signal’s input voltage.

ESP32-CAM. Built on the ESP32 architecture, the ESP32-CAM is a camera mod-
ule that operates on low power and is small in size. It features an integrated OV2640
camera and a memory card reader, making it suitable for advanced IoT applications
such as wireless video surveillance, Wi-Fi image uploading, and QR code identifica-
tion. The ESP32-CAM is equipped with Wi-Fi and Bluetooth and is compatible with TF
and microSD cards. The module can be programmed using Thonny IDE. In addition,
the GPIO pins on the ESP32-CAM module allow it to be connected to external hard-
ware. Since the ESP32-CAM does not have a USB port, a programmer such as FTDI is
necessary to upload code onto the microcontroller.

PIR Motion Sensor Detector (HC-SR501). The PIR Motion Sensor Detector with
Module HC-SR501 is capable of detecting motion and is primarily used to detect human
movements within its range. The terms “PIR,” “Pyroelectric,” “Passive Infrared,” and “IR
Motion” are frequently used to describe these sensors. PIR motion sensors are commonly
used in home automation applications, allowing us to program household equipment to
automatically react to the presence of a person. When the PIR motion sensor generates
an interrupt, any appliances connected to an ESP32 board will automatically respond
according to the provided instructions. In this project, the PIR motion sensor will be
connected to an ESP32 board and a Smm LED. The LED will be controlled using the
ESP32’s interrupts and timers. When motion is detected, an interrupt will be triggered,
a timer will be activated, and the LED will turn on for a predetermined amount of time.
This will occur every time motion is detected.

The remaining hardware components consist of jumper wires, LED, capacitor, resis-
tor, push button, a step-down transformer, sensor (humidity and temperature), voltage
regulator LD-1117V33, buzzer module (Piezo speaker), and NPN bipolar transistor.

Software Components. Thonny IDE is an open-source integrated development envi-
ronment (IDE) for Python programming. It can be used to write and upload Python appli-
cations to various development boards such as Raspberry Pi Pico, ESP32, and ESP8266,
among others. Dialogflow is used to create intents under the agent. The system responds
to the user’s requests based on the training phrases that have been programmed into it.
The inputs from the users are properly mapped in order to provide a response to the
users. Thonny IDE is a technology that is based on interactions such as natural language
processing (NLP) and natural language understanding (NLU).

4 Experimental Results and Discussion

Figure 2 depicts the proposed system’s workflow. The Google Cloud server receives
each user request, and depending on the request, APIs are called.

The Thonny IDE was used to program the microcontroller board and mobile app
to interact. With the help of the Wi-Fi module, a wireless connection was established.
To ensure that the current flowed properly, the home appliances were interfaced with
the relay module. The system sends a signal to the mobile app via the Wi-Fi module.
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When a command is issued via the mobile app, the relevant household appliance dis-
plays an ON/OFF indicator on the LEDs and relay board. The screenshots presented in
Fig. 3(a), 3(b), and 3(c) demonstrate the expected results when the user interacts with
the Al client device using voice commands. The device relays the action to the server
application, which subsequently sends commands to the microcontroller for controlling
the household appliances. The API incorporates machine learning technology to learn
and improve its performance based on the training terms provided by the user earlier.
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The mobile application’s Ul is presented in Figs. 3(a), 3(b), and 3(c). An example of
the main menu display of the sitemap is shown in Fig. 3(a). Figure 3(b) shows the various
devices deployed in the living room, and what happens when the user selects “Living
Room”; the system retrieves and displays all the connected appliances in that room,
along with their current states. Whenever the user makes a voice command through the
smartphone app, the relevant home appliance displays an indicator on the LEDs and a
relay board to indicate whether the device is on or off. When motion is detected by the
sensor, the captured image of a person inside the house is displayed in Fig. 3(c).

In addition to controlling electrical home appliances such as light bulbs, fans, air
conditioners, and televisions, the proposed system also monitors motion, takes pictures
after detecting motion, and transmits those pictures to the user through a mobile app
running on a smartphone at any time and from any location. The dataset used to train
the deep learning algorithm for image classification is also presented.

A dataset titled “Real and Fake Face Detection” was downloaded from Kaggle [17]
because the home environment that we are working on does not involve numerous
images. This image dataset contains 1081 actual faces and 960 fake faces with varying
degrees of difficulty in recognizing them. The photos are a composite of various faces,
divided by the eyes, mouth, nose, or the entire face. The dataset was split into two
different classes: intruders and home occupants. The images of real faces are stored in
the occupants’ class, while images of fake faces are kept in the intruders’ class. To train
and test the model, we split the dataset. The training set contains 1627 images, and the
testing set contains 404 images.

In this dataset, we employed the MTCNN algorithm to evaluate its performance.
MTCNN, also known as Multi-Task Cascaded Convolutional Neural Networks, is a type
of neural network that can recognize faces and facial landmarks in images [18]. MTCNN
is highly regarded as a popular and precise face detection method currently available.
It possesses a high degree of accuracy and is extremely trustworthy. It can accurately
identify faces despite variations in size, illumination, and dramatic rotations. Despite the
fact that RGB images are used as the source of input, CNNs utilize color information
[19]. The performance metrics for the proposed binary classification models include
accuracy, recall, precision, and F1 score. The MTCNN model achieved an accuracy of
92.6%. We implemented the model using Python 3.9 programming language. The Keras
API was running on top of the Tensorflow library on the backend. Figure 4 depicts the
model’s performance across multiple metrics.

In addition to the ease of use provided by smart home automation systems, another
advantage of this technology is the ability to remotely control your home from anywhere.
Therefore, the use of monitoring and control systems allows for remote supervision
and regulation of the residence from any location. The surrounding environment of
homes should also be monitored for safety. Existing systems that lack smart decision-
making and analytical skills are no longer adequate. Moreover, the current technology
does not provide secure communication among various IoT devices. The benefit of our
proposed approach is that it enhances home security. To enable secure authentication
and identification of IoT devices, we deployed blockchain technology. The MTCNN
algorithm can eliminate false alerts and unwanted notifications. Although the system
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retains all images for future reference, the user is notified only when the system identifies
an intruder in an image.

5 Conclusion

In conclusion, this study addresses pertinent areas of concern in the domains of enhanced
living convenience, lifestyle, comfort, and home safety with the help of the introduction
of a secure smart home automation system that harnesses the capabilities of emerging
technologies such as the IoT, Blockchain, Cloud Server, and Al. The proposed system
enables local and remote home control via an Al-integrated smartphone application,
facilitating seamless communication between the user and the assistant, which compre-
hends user requests. In addition, the system integrates a motion sensor and an IoT camera
to capture images when motion is detected. The use of the MTCNN machine learning
concept enables the system to distinguish between images of typical home occupants
and intruders, thus mitigating the risk of false alarms. To enhance security, our system
adopts blockchain technology for user and device authentication and identification. Our
proposed framework provides an affordable, low-cost, flexible, and dependable smart
home automation system accessible to middle-class residents.
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Abstract. Intelligent transportation systems (ITS) research is increasingly focus-
ing on big data, as seen in numerous global projects. A lot of data will be generated
by intelligent transportation systems. The creation and usage of intelligent trans-
portation systems (ITS) will be significantly impacted by big data, which will lead
to their safer use and increase of efficiency. The utilization of inferences drawn
using analysis performed on big data in ITS is flourishing. Initial part of the paper
includes discussion around parameters of Big Data in the context of ITS. Then a
system model for Big Data analytics aimed at ITS along with different entities of
different planes is discussed. The different phases of Big Data analytic process are
discussed in detail along with existing work done in the domain. The final section
of this paper discusses some unresolved issues with analysis of big data in ITS.

Keywords: Vehicles - Big Data - Traffic - Analytics - Machine Learning - Deep
Learning - Intelligent transportation systems (ITS)

1 Introduction

Big Data has been an area of interest in all the domains around the world from last few
years. It displays extensive and intricate data sets gathered from various sources. Big
Data approaches are employed in many popular data processing techniques, like the
field of exponential growth (Artificial Intelligence - Machine Learning — Deep Learn-
ing), and social networks [1]. Big Data analytics is widely used in many industries, with
great success. For instance, some businesses use Big Data to more accurately under-
stand consumer behavior in order to optimize product prices, enhance Boost operational
effectiveness and cut labor costs [2]. In the social network space [2], the viewing trends
of the users are being used to recommend the products and businesses which the user is
interested in. The medical field as well also deploys its applications like doctors are able
to assess the patient’s condition in a detailed manner and able to provide better treatment
plans and recommendations.

Grid operators in the field of smart grids can identify surge power load segments and
by analyzing smart grid data, and they can even identify which lines are in a failed state.
The electrical grid can be upgraded as well as renovated and maintained as a result of
these data analysis findings [3].
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ITS is being pondered and researched upon since the early 1970s. The transporta-
tion systems have huge scope of optimizations and thus is the future of research. The
technologies have advanced in recent decades to include start of art sensing techniques,
highly resilient, robust and ultra-low latency data transmission techniques, and multi
aspect inference mechanisms. All these advancements are finding its way in the field
of ITS with the aim of providing improved quality of service to passengers and drivers
utilizing transportation networks. [4].

A number of sources, including sdCard, social platforms, RFID tags, GPS, sensors,
and video cameras, can be used to collect data for ITS. Better service for ITS can be
provided by accurate and efficient data analytics of data that appears to be disorganized
[5]. The amount of data generated by ITS is increasing as it develops, going from trillion
bytes to petabytes. Traditional data processing methods are not effective enough to
handle the volume of data needed for data analytics. This is as a result of their failure
to anticipate the exponential rise in data volume and complexity. ITS now has a new
technical approach thanks to big data analytics. The following are some ways that big
data analytics can help ITS.

i. Big Data analytics can handle the enormous amounts of varied and complex data
produced by ITS. Data management, data analysis, and storage have all been solved
by big data analytics. Massive amounts of data can be processed using big data
platforms like Apache Hadoop and Spark, which are popular in both academia and
business [6, 7].

ii. ITS operations can become more successful thanks to big data analytics. Many ITS
subsystems must manage a lot of data in order to provide information or make
decisions about how to manage traffic. The traffic management department is able to
predict traffic flow in real time through quick data collection and analysis of current
and historical massive traffic data. Transportation in general supports management
in taking better informed decisions using Big Data analytics as they are able to
understand how passengers use the transportation network, which can then be applied
to better plan the provision of public transportation services. These applications also
help end users by getting to their destination quickly and using the best route possible.

iii. The degree of ITS safety may be increased by big data analytics. The transportation
happening 24 x 7 is a source of humungous data which can be obtained using state of
art of sensor and detection technologies. Big Data analytics allows us to accurately
forecast the likelihood of traffic accidents. When accidents happen or emergency
rescue is needed, the Big Data analytics-based system’s realtime reaction capabilities
may considerably improve the emergency rescue capability. Big Data analytics may
present fresh ways to spot issues with assets like

ageing ballast and pavement deterioration. It can assist in making maintenance
decisions at the proper time and keep the infrastructure or vehicle from failing.

Despite the great potential of applications of Big Data analytics in ITS, there are
still many pressing research problems and formidable obstacles that must be overcome.
To the best of our knowledge, the work done till date in the field of structured analysis
of utilization of big data analytics in the field of ITS still has certain elements to be
touched upon which are explored in this paper. We first present a system model for Big
Data Analytics which is aiming at ITS. Following which the acquisition of data from
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various sources in the ITS environment is discussed. It is discussed how to conduct big
data analytics in ITS. We also provide an overview of ITS’s platforms and data analytics
techniques. Certain case studies are included to highlight the utilization of Big Data
Analytics in the ITS domain.

The rest of the document is structured as follows. In Sect. 2, System model for the
Big Data Analytics aimed at ITS is covered. The details about the analysis of Big Data
are discussed in Sect. 3 where each subsection represent different phases of the ana lytics
process. In Sect. 4, a few focus areas of research in the Big Data and ITS domain are
mentioned. Finally, Sect. 5 serves as the paper’s conclusion.

2 System Model for Big Data Analytics aimed at ITS

The data produced in an ITS environment has highly equivalent properties of that of
Big Data. Intelligent transportation systems integrate cutting-edge technologies into the
transportation systems, such as electronic sensor technologies, data transmission tech-
nologies, and intelligent control technologies. Better services for drivers and passengers
in transportation systems are the goal of ITS. Advanced transportation management sys-
tems, advanced traveler information systems, advanced vehicle control systems, business
vehicle management, advanced public transportation systems, and advanced urban trans-
portation systems are the six fundamental parts of ITS, according to literature reviews
through [4], most of the components of the above-mentioned fundamental parts are asso-
ciated with the road transportation. Therefore, in this survey paper, we concentrate on
ITS in-road transportation.

Intelligent transportation systems (ITS) collect data that is becoming more complex
and has Big Data features. The three Vs—volume, variety, and velocity—have been
proposed by major corporations like Gartner, IBM, and Microsoft, among others [8, 9].

Volume describes the amounts of data that are being produced by numerous sources
and are still growing. The volume of data has increased tremendously in transportation
due to the growth in traffic and detectors. Additionally, the upcoming vehicles and vehicle
services install tracking responders for providing better services and thus more data is
produced by people, things, and vehicles.

All types of data generated by plethora of detectors, user applications, CAN bus,
infrastructure and sensors embedded in vehicles, and moreover the data generated from
social media is an important focus area even social media are the main focus of variety.

Data on transportation now come in a much wider range. Modern vehicles, for
instance, are able to report internal system telemetry and passenger and crew information
in real time.

Due to better communications technologies, faster monitoring and processing,
and increased processing power, the third v of data i.e., velocity in transportation
has increased. For instance, smart card or tag-based ticketing and tolling transac-
tions are being captured instantaneously with the help of technology are now imme-
diately reported, whereas the manual processes being followed earlier would require the
allotment of manpower to infer useful information from the manual registers/records.

The proposed system model for the Big Data Analytics comprises of three planes
namely, physical plane, communication plane and application plane. The pictorial
representation of the system model is presented in Fig. 1 and elaborated as follows:
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Fig. 1. System Model

2.1 Communication Plane

Various entities involved in the Intelligent Transportation System model in a smart city
are listed below.

Vehicles. Vehicles are machines which are used by humans for transportation from one
location to another location. Vehicles could be classified on multiple categories like
public/private, n-wheeler, freight carriage, human carriage etc.

Drivers. The vehicles are required to be driven by humans which are referred to as
Drivers. Drivers are to go through a testing process before being handed over by a
driving license by the government.

Road Side Unit. The road side units are infrastructure entities which are being installed
on the edge of road with the data collection, transmission capabilities and/or computa
tional capabilities.
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Edge Server. An edge server is a device installed on either road side unit or connected
to road side unit at one end and connected to Cloud Server on another end.

Cloud Server. Cloud Server is a device which acts as centralized source of data storage,
information processing and global inferences generation for a system.

Sensors. Sensors are small hardware which are capable of reading/sensing values of an
attribute using electric, magnetic, pressure based and acoustic techniques.

Cellular Towers. Cellular towers are giant structures fitted with hardware for providing
cellular services to a defined geographical area.

Satellites. Satellites are machines orbiting the earth and supporting large diaspora of
services like GPS, Network, Satellite telephony etc.

The entities involved in the physical plane are heterogeneous in nature, some entities
like Road Side Unit, Edge Server, Cloud Server, Cellular Towers have a fixed geograph-
ical positioning whereas some entities like vehicles behave mobile as well as stationary
from time to time. The sensor entities are deployed on vehicles as well as some are
deployed on the road infrastructure.

The proposed ecosystem uses a hybrid network for providing connectivity among
the entities. The entities communicate with each other as per the applications using
either Wireless or Wired communication channels. The entities are required to register
themselves with the ecosystem before being able to use the Smart City services. The
communication model being followed in the ecosystem is multi-level and bi-directional
i.e., the information generated at the end devices(vehicles) is required to be processed
at End Device/ Edge server and/or Cloud Server as well as information from both Edge
Server and Cloud Server are also transmitted to end device from time to time. The
transmission between the Edge Server and End Device; Cloud Server and End Device
is conducted via the wireless channels as the end devices are mobile in nature whereas
all the communication between the Edge Server and Cloud Server is conducted via the
backbone network.

2.2 Computation Plane

The computation plane focuses on the various phases related to the data collection and
preprocessing steps. The phases of the computation plane are explained below:

Data Collection. The data generation is rooted to various sources in the Intelligent
Transportation Systems like Cabs, Inductive Loop Detector Sensors, Speed Cameras,
Traffic Light Cameras, Road Side Units, CAN bus data, In-vehicle camera data, Smart-
phone sensors data, pressure sensitive steering wheels data etc. The type of data being
generated from multiple type of hardware is heterogeneous in nature as well as the fre-
quency of the data generation from multiple type of hardware are also varying in nature.
The first step is to create a policy for collection of data from various devices.

Data Cleaning. The data collected in the Intelligent Transportation Systems data is
sometimes sparsely generated or may have outliers due to hardware glitches and in some
cases have duplicate values for elongated periods of time which needs to be removed to
reduce the volume of data.
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Machine Learning. The data after transformation is analyzed using different types
of machine learning algorithms CNN, LSTM, Vision Transformers, RNN, Decision
Trees etc. for pattern identification, Weightage identification with different objectives
like Traffic Forecasting, Intelligent Traffic Control, Public Transportation review from
Social Media data, Road Condition Analysis, Driver Behavior Profiling etc.

2.3 Application Plane

The Smart City ecosystem is capable for providing multiple Intelligent Transporta-
tion System Services like Public Transportation Planning, Traffic Lights Management,
Road Condition Analysis, Emergency Vehicle Clearance, Driver Profiling and Traffic
Congestion Identification.

Public Transportation Planning. The number of vehicles required for public trans-
portation, departure time of vehicles, departure venues of vehicles, extra vehicles deploy-
ment during rush hours/festivals all these are part of public transportation planning which
aims at creating an optimized plan for supporting the population needs.

Traffic Lights Management. The concept of traffic light management is very important
as the waiting time at the traffic lights not only impacts the travel time of passengers but
also impacts the environment.

Road Condition Analysis. The data from the smartphone sensors of the passen-
gers/drivers of the vehicles acts as a crowdsourcing data for continuous monitoring of
the conditions of the road. The data can provide information about potholes, unevenness
index and impact of road patches.

Emergency Vehicle Clearance. The emergency vehicles like Ambulance, Fire
Brigades, Police car are strictly bound by the timeline for reaching the destination from
the source and any delay in timeline may result to be fatal. Thus, this application area
requires route selection, rerouting, traffic lights clearance for ensuring the Emergency
vehicles clearance.

Traffic Congestion Identification. The segments of the roads where traffic congestion
occurs are an area of work for the urban town planning as well as the traffic police. The
traffic congestion could be because of the infrastructure attributes at the geo-location or
the unavailability of traffic management measures.

Driver Profiling. Another important application area is driver profiling which acts as
a contributor to many of the other applications. The Driver profiling not only helps in
providing corrective feedback to the driver himself but also provides preventive feedback
to all the other entities getting affected by the driver.

Each of the applications are vast research sub-domains in the field of Intelligent
Transportation System. One example application is taken ahead to showcase the various
con texts which are required for holistic evaluation of a scenario in a research area.
Each context further requires data to be stored from a plethora of sources and with
varying frequencies of data record generation. Driver Profiling domain with the aim of
providing attentiveness alerts to the fellow drivers in case an erratic driver is in their
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vicinity. The Driver profiling can be categorized on basis of various parameters like time
span, profiling hardware, location of computation etc. as shown in Fig. 2.
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Fig. 2. Different Approaches to Driver Profiling

The driver profiling approaches requires to ensure that the latency of the emergency
information passing is below the threshold, the frequency of data transmission from
the MobileEntitiesVehicles (MEv) is optimized, the type of data transmission from the
MEVv is optimized and the computational tasks are distributed in a balanced way over
end devices, edge server and cloud server.

The MEv have a large battery backup, thus there are no constraint off power con-
sumption but the computational hardware capabilities are comparatively smaller than
the Cloud Server. As the vehicles are manufactured to meet the needs of the masses,
thus manufacturers cannot provide large computational capabilities due to substantial
increase in the price of the vehicle with it. Therefore, the data being produced at the
End Device cannot be processed at the End Device and need to be transmitted to Cloud
Server for processing. The application of Driver Profiling requires the data transmission
from the end device to Cloud Server in very low latency due to near real time processing
requirements. Due to the fact that the cloud servers are located at geographically far off
locations, this brings the need of an intermediate layer which can provide processing
capabilities like Cloud Server but is located comparatively nearer to the end device. Edge
Servers are the processing units which fits well into the requirement which can help in
offloading of complex tasks from End Device to itself or serving cloud as well as can
support in the analytical framework for data processing at the different computational
devices.

Thus, it could be seen that the impact of data in the field of ITS is significant and
there is a large scope of improvisation and utilization of state of art techniques to achieve
maximum efficiency out of the existing transportation systems.
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3 Analysis of Big Data in ITS environment

The computation plane of the proposed model is responsible for ingesting all the data
from the communication plane and act as a source for the application plane. The data
being generated from communication plane has all the attributes of Big Data and thus
needs to pass through a cycle of activities as explained below.

3.1 Big Data Aggregation

The major components of ITS are systems focusing on traveler information, optimiza-
tion of public transport services for maximum efficiency and utility, business vehicle/
platoons’ system and advanced vehicle control system.[10] The above-mentioned com-
ponents are supposed to perform analytics (real-time as well as long term) on the huge
amount of data generated by various ITS environment devices. Therefore, there is a need
of understanding the ways of collecting ITS generated big data to achieve above men-
tioned agenda. The sources of acquisition of data are on road sensors, on board sensors,
smart cards, smartphone sensors, VANET and passive mediums.

In the context of advanced public transportation management system, there is a need
to perform spatial-temporal analysis of the public transport usage i.e., buses, trams,
trains, monorails etc. The data could either be collected via a traditional paper-based
feedback form mechanism or with the usage of smart cards. The usage of smart cards
has been prominent in many countries and various attempts has been made to draw
inferences out of these data [11, 12]. Nishiuchi et al. showcased performance analysis
of various data mining algorithms on the data collected via smart cards. Comparative
analysis of the performance of rough set-based algorithm, C4.5, K-NN, Neural Network
and Naive Bayes was performed by taking accuracy and time as parameters. The results
showcased that proposed rough set-based algorithm was able to achieve nearly equal
accuracy to C4.5 in only half of the time [13]. Rough set-based algorithm is hence found
to perform better in ITS environment for finding travel pattern regularities.

Deployment of high-speed cameras, CCTV cameras, stop line cameras, on-board
cam-eras in ITS environment is done to acquire the visual feed. The visual feed could
be in-vehicle outside environment view, in-vehicle inside vehicle view, outside-vehicle
vehicle view, outside-vehicle vehicle surroundings view. The video feeds could be used
for vehicle identification, automatic challenging systems, automatic parking fare col-
lection system etc. Other than these utilities, this data could also put to use in safety
enhancement by evaluating the state of driver for unwanted symptoms like dizziness,
yawning, pose of passengers etc. which will further lead to decreasing the number of on
road fatalities. Another important research segment is the pedestrian intention prediction
using the video feed data [14].

GPS sensor is one of the most commonly utilized sensor in research related to vehicle
tracking and further calculating the traffic density as well as traffic intensity. GPS sensors
are now a days embedded into almost all of the vehicles except bicycles, wheelchairs.
The GPS data collected can be used for various purposes. Gong et al. proposed an
algorithm for finding the travel mode of commuter with the help of GPS data. Different
classes of travel mode used were bus, subway, rail, car and walk. The cumulative results
of the proposed approach showcased an accuracy of 82.6% [15]. GPS data is not only
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limited to finding the travel mode of the user but can also be used to identify the trip
segments as well trip purpose imputation. Accuracy of trip segment identification or
tour identification directly impacts the performance of travel mode detection as well as
trip purpose imputation. Shen et al. performed an analysis of various techniques used
for trip purpose imputation and showcased their accuracy for undertaken instances [16].
VANET, which is an indispensable part of ITS environment generates voluminous real
time data. The data produced also has lot of variety because of the fact that elements
of the network are heterogenous in nature. Alongside the variety, due to the variability
of entities’ density the data produced is sometimes sparse in nature. The data generated
from VANET is of Big Data nature. Analysis of aggregated VANET Big Data can also
be performed for finding an efficient route between nodes [17]. The data collection from
various heterogeneous devices leads to large volumes. The type of data format used for
communication plays huge role in the size of packets transmitted and hence as well as
leads to latency due to larger size. In [18] authors proposed a new data inter change
format PON which reduced the parsing time for large data as well as for gener ating.
The sources whose objective of data collection is different from what is being used for
are called passive sources.

Other than above mentioned sources, there are many passive sources of data as well
which could be utilized for ITS. The location information fetched from GPS devices
could be incorrect in some instances due to issues like urban canyon. To support GPS
based positioning service, passive mobile handset generated dataset can also be used.
This data is produced because of the fact that whensoever a user communicates with
the network, there is a need to know the location of user. User’s location help network
provider to select the channel for event handling. The Call Detail Record (CDR) contains
information like positional coordinates of the user which is based on position of tower
from where the call was channeled for the first time which could be converted to GPS
coordinates. Passive data is not limited to network carriers’ data only, but also to wearable
devices data, social media posts. Users post the status of various events like heavy
rainfall, empty roads, traffic jams, check-ins in real-time on social media. The different
types of analytics applicable on social transportation can be categorized into statistical
analysis, data mining and visual analytics. The data collected from such sources is highly
unstructured and requires a lot of cleaning but has a lot of significant information which
can act as a major secondary source of information. This has led to another field of study
known as Cyber Physical Social Systems (CPSS) which includes study about human
factors, driving skills, behavior analysis, frequency of visits, timing of visits and duration
of visits [19].

3.2 Analytics Paradigms of Big Data in ITS

Out of various data analytics techniques available, machine learning is most prominently
being used in big data ecosystems. The various sub categories based on the type of
data available in which machine learning approaches could be divided are supervised,
unsupervised and reinforcement learning. All these approaches have been applied in the
field of ITS for various objectives. With the widespread adoption of Al, deep learning
models are now also being used in ITS environment.



Big Data Techniques Utilization in Intelligent Transportation System 371

Supervised Learning. The machine learning approach where labeled data is available
is called Supervised Learning. The dataset includes input variables as well as the output
variables. The approach tries to infer the mapping function which generates the out-
put from the given set of input. Henceforth, once a mapping function is inferred; the
same could be applied to new set of inputs to forecast the output. The different types
of supervised learning models include naive bayes, logistic regression, linear regres-
sion, linear discriminant analysis, Support Vector machines and Neural Networks. The
representative sample of various work done along with their details is shown in Table 1.

Unsupervised Learning. It is the branch of machine learning which is used to draw
inferences from unlabeled data. The most common application area of this branch is to
perform cluster analysis. K-means is an unsupervised learning model which has been
used by researchers to predict travel time and perform highway transportation planning.
Meng et al. [20] discussed the usage of ACAK algorithm, which is an ensemble of
Ant Colony Optimization and K-means algorithm for highway transportation planning.
Applying ant colony optimization helps in eradicating the initial dependence of K-means
algorithm with cluster centers and numbers. Similarly optimized K-means algorithm is
being used in the research conducted by Nath et al. [21] for predicting travel time with the
usage of historical traffic data. The research focused on predicting with more accuracy
in uncertain conditions.

Reinforcement Learning. Reinforcement learning is different from supervised learn-
ing in the context that the latter works on given sample data which contains inputs as
well as output whereas the latter works by interacting with the environment. The agent
involved receives awards for the actions performed. The rewards could be either pos-
itive or negative. The agent aims at maximization of the expected cumulative reward.
Reinforcement learning is highly applicable in the areas of control and optimization.
Therefore, reinforcement learning has been applied for by Li et al. [28] for formulating
the traffic signal timing plan. The approach used is capable of learning the optimal con-
trol plan and traffic system dynamics simultaneously by modeling control actions and
state transitions with the help of Q-Learning model. The usage of deep reinforcement
learning has a huge scope in the field of ITS.

Deep Learning. Deep learning is the class of machine learning which is based on ANN
and where the number of layers is increased to progressively infer higher level informa-
tion from raw data. Credit Assignment Path (CAP) depth is high in case of Deep Learning
based systems. The CAP depth of Feedforward Neural Network is equal to number of
hidden layers plus one whereas in case of Recurrent Neural Network this could be infinite.
Deep learning algorithms could be applicable on both supervised learning tasks as well
as unsupervised learning tasks. Hu et al. [29] used Deep Neural Networks for performing
fault diagnosis of bogies of high-speed trains. The deep neural networks are capable of
generating insights about faults in self-adaptive mode from the signal frequency spec-
trums. The results showcased that deep neural network’s diagnostics approaches 100%
accuracy whereas single hidden layer neural network and genetic algorithm based neu-
ral network approaches 81% and 91% respectively. Polson et al. [30] created a deep
learning architecture for predicting short term traffic flow. The architecture created was
compared with single hidden layer and VARMSL approach for the predicted results. It
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Table 1. Supervised Learning in ITS

Authors Learning Model | Application Area Key Finding
Used
Sun et al.[22] LocalLinear Short Term Traffic Performance local linear
Regression Forecasting is betterthan k-NN and
kernel smoothing in
traffic speed analysis
Shanet al. [23] Multiple Linear Estimating missing Spatial-temporal
Regression data for traffic speed approach in multiple

estimation

linear regression method
help reduce the
RMSE by 73.3%

Abellan et al. [24]

Decision Tree

Accident Severity
Detection

Considering each input
variable as separate
decision tree helps to
infer larger amount of
knowledge

about the accident

Vlahogianni
et al. [25]

ANN

Short-term flow
prediction

Traffic flow prediction ca
be obtained to a
satisfactory level by
neural networks with
parameters like step size,
hidden layer units and
momentum generated
genetically

Lint et al. [26]

SSNN

Accurate Travel time
prediction

Incorrect and missing
data is an inherent
property of the existing
data collection systems,
where SSNN helps to
provide robust travel time
prediction

Xiao et al. [27]

SVM

Traffic incident
detection

Multiple kernels based
SVM needs only one time
training and also has
robust performance for
binary classification of
incident free traffic pat
tern and incident

traffic pattern

was found that MSE of deep learning architecture was 4% and 14% more respectively.
The real time data collected in Guangzhou city’s selected road segment along with the
historical data of the road segment is fed into the platform created for analytics of big
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data which acts as an input to the Deep Belief Network to build an optimized model for
significantly improved congestion evacuation performance [31]. The analytics model’s
applicability in the real-life scenarios is dependent on yet another important factor of user
authentication. The data collected for analytics acts an input to the analytics model and
thus ensuring that the on-board sensor data is only accessed by authenticated user is very
important. In [32], authors proposed and demonstrated the application of three factor
user authentication scheme which enhanced the security along with multiple function-
ality attributes as well. Deep learning computation models find difficulty in effectively
extracting features in multi-modal data. Moreover, it also leads to exponential increase
in the learning parameters which requires huge number of computational resources as
well as lead to increased processing time, thus making them unfit for deployment on
edge devices. In [33], authors proposed and experimented a lightweight tensor based
Deep learning computation model on multiple real datasets which was able to achieve
constant network model performance when compressing the learning parameters along
with reduction in the model’s training time as well as computational complexity. The
data analytics model can further also be improved by identifying the important traffic
nodes in the complete network. This approach requires ranking of the available traffic
nodes which could be then filtered using certain thresholding techniques. The authors in
[34] highlighted that the commonly used metrics of degree and betweenness are prone to
inducing bias in the system and the traditional approach of iterative node deletion is not
feasible in large scale network. Authors proposed and demonstrated the effectiveness of
their machine learning based clustering by utilizing the traffic flow of the nodes.

3.3 Prominent Tools for Big Data Analytics

As it is visible from the preceding sections that the data being generated in the CV
environment is of Big Data in nature i.e., it has four V’s Volume, Variety, Velocity and
Veracity. To extract the fifth V i.e., value out of this data collected from the environment
there is a need of software which will help to analytic operations. There are some open
sources as well as big data analytics platforms available. Big data platforms utilize the
amalgamation of parallel processing and distributed processing concept for enabling
faster processing of data. The most common platform being used is Apache Hadoop.
The vital components of this platform are [35] listed below.

Hadoop Common - This component comprises of all the utilities which are required for
supporting the other Hadoop modules.

HDFS - It is a distributed file system that ensures high-throughput access to the data.
Hadoop YARN - This component is responsible for resource management of clusters
and job scheduling.

Hadoop MapReduce - This component is dependent on YARN and is responsible for
parallel processing of large data sets.

Hadoop Ozone - This component is responsible for storing the objects created in Hadoop.
Hadoop Submarine - It is an engine which enables machine learning for Hadoop.

Alongside the Apache Hadoop project, there are plenty of other projects which are
applicable in the area of Big Data Analytics and are based on Apache Hadoop. Apache
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Ambari is a web-based tool for monitoring and controlling the clusters of Hadoop.
Ambari also provides features for viewing the cluster health in the form of heatmap as
well as to analyze the performance of Pig, MapReduce and Hive applications. Apache
Avro is a data serialization system which relies on pre-defined schemas. While data
is read, the availability of schema helps in no per value overheads. Whensoever Avro
data is exported, the schema is also saved alongside the data. This feature helps in easy
access of the data by any other tool. Similarly, there are other projects like Cassandra,
Spark, Hive, Mahout, Pig and Tez. Research carried in the area of Big Data analytics
revolves around the usage of such tools but with different configurations which are
tailored as per the application requirements. Main et al. [36] proposed an architecture
for handling the big data generated by Greater Toronto Area. The platform proposed is
an ensemble of different types of analytics engines and processing which ranges from
lower computational analytics like text processing to complex computational analytics
like video processing. The various engines involved include Storage engines, Workflow
engines, Graph engine, MapReduce engine, Text engine, Mining engine. Gang Zeng
[37] discussed the key technologies on the data analysis layer i.e., Traffic flow, average
duration of distance covered for a road, vehicle trajectory, fake vehicles identification.
The key of map function is a combination of bayonet Id and direction id. The value of
map function is passing time. Similarly, the other applications utilize HBase, Cassandra,
Apache Spark. The updated versions of Cross Industry Standard Process for Data Mining
(CRISP-DM) have been utilized for data mining projects. CRISP-DM architecture has
been taken as base for creating an ETL architecture of the CV environment for the
dynamic toll charging for highway by Guerreiro et al. [38]. The performance of Apache
Spark was compared with other traditional approaches and it was found that effectiveness
of Spark Cluster is significantly higher.

4 Focus Areas of Future Research

After the detailed analysis of the aforementioned existing proposals with respect to
current status of the ITS, the following focus areas of research have been identified.

Lightweight and scalable data interchange format. The nodes which are included in
ITS environment contains nodes which may contain very less processing power, storage
capacity and battery constrained. So, there is need of a data format for communication
which is lightweight in nature and shall support scalability [17].

Algorithms and Protocols which are less sensitive to the number of nodes.

The algorithms and protocols used in ITS environment are capable to perform well for
a certain range of devices. The performance of chosen paradigms fluctuates with the.
spike in device count. Therefore, there is need of paradigms which may perform
considerably well for all the scenarios.

Maintain reliability throughout the heterogeneous nature of the ITS network. The
ITS environment is directly related to the real-life application of travel and commute
practices. The availability of services provided for applications of ITS is highly required
as they are related to the life of the users as well in many cases which is not achieved
due to highly heterogeneous nature and different speeds of Vehicles [39].
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Social connection analysis and Trust mechanism for real-time and long-term appli-
cation scenarios. There is a need of standard framework for vehicle’s driver social con-
nection analysis for transportation services usage prediction. The decisions related to
probability of vehicles entering the commute process is also dependent on certain social
connections and their geospatial locations [40]. Devices which are communicating with
each other in ad hoc network structure need to build a trust mechanism with the constraint
of real-time inference need as well as long-term trust assurance to create the concepts
of buddy evaluators [41].

5 Conclusion

More studies that seek to address the drawbacks of the current Big Data algorithms in
order to explore new facets of the field are being conducted as a result of the continuous
growth of ITS, its different elements, and the increase in volume, diversity, velocity,
and truthfulness of ITS data. The majority of currently published review articles in the
literature either do extensive mathematical modelling research or narrowly concentrate
on a single use of Big Data methods in ITS. The most important ITS applications, in
which big data methods play a key part, are reviewed in this paper, but it also sheds light
on how these applications relate to the models that are used in them. As a result, one
of the consequences of this study is its clear categorization of big data techniques and
approaches in the context of ITS which could be put to use by scholars working in this
area.

The prediction concept is the ITS use case that has been documented in the literature
most frequently. Traffic flow prediction is the most popular study topic among the several
aspects of prediction in the transportation system. Detection and recognition of driver
behavior are two more popular ITS applications that draw academic interest.
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