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Abstract. Healthcare is one of the most important concerns for living beings.
Prediction of the toxicity of a drug is a great challenge over the years. It is quite an
expensive and complex process. Traditional approaches are laborious as well as
time-consuming. The era of computational intelligence has started and gives new
insights into drug toxicity prediction. The quantitative structure-activity relation-
ship has accomplished significant advancements in the field of toxicity prediction.
Nine machine learning algorithms are considered such as Gaussian Process, Lin-
ear Regression, Artificial Neural Network, SMO, Kstar, Bagging, Decision Tree,
Random Forest, and RandomTree to predict the toxicity of a drug. In the study, we
developed an optimized regression model (Optimized KRF) by ensembling Kstar
and Random Forest algorithm. For the mentioned machine learning models, eval-
uation parameters are assessed. The 10-fold cross-validation is applied to validate
the model. The optimized model gave a coefficient of correlation, coefficient of
determination, mean absolute error, root mean squared error, and accuracy of 0.9,
0.81, 0.23, 0.3, and 77% respectively. Further, the Saw score is calculated in two
aspects as W-Saw score and the L-Saw score. The W-Saw score for the optimized
ensembled model is 0.83 which is the maximum and L-Saw score is 0.27 which
is the lowest in comparison to other classifiers. Saw score provides the strength
to an ensemble model. These parameters indicate that the optimized ensembled
model is more reliable and made predictions that were more accurate than earlier
models. As a result, this model could be efficiently utilized to forecast toxicity.

Keywords: Machine learning · Regression · Accuracy · Saw score · Toxicity
prediction · Optimization

1 Introduction and Background

Toxicity means the extent to which a drug compound is toxic to living beings. Prediction
of toxicity is a great challenge [1]. Toxicity can cause death, allergies, or adverse effects
on a living organism, and it is associatedwith the number of chemical substances inhaled,
applied, or injected [2]. There is a narrow gap between the effective quality of a drug and
the toxic quality of the drug. A drug is required to help in illness, diagnosis of a disease,
or prevention of disease [3]. The development of a new drug or chemical compound is
quite an expensive and complex process.
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A subset of artificial intelligence is machine learning [4]. It is a study of com-
puter algorithm that is automatically improved through experience. Machine learning
algorithm creates models based on training data to make predictions without explicit
programming [5]. It can learn and enhance the ability to decision-making when intro-
duced to new data. So with the help of these algorithms, models can gain knowledge
from experience and enhance their capacity for acting, planning, and thinking [6]. The
field of health care has made substantial use of machine learning techniques [7].

Feature selection is a method for choosing pertinent features from a dataset and
removing irrelevant features [8]. Feature selection is employed to demonstrate the rank-
ing of each feature with the variances. The input variables used in machine learning
models are called features. Essential and non-essential features are part of the input
variables [9]. The irrelevant and non-essential features can make the optimal model
weaker and slower. Two main feature selection techniques are supervised and unsuper-
vised. Algorithms are essential to anticipate toxicity in the age of artificial intelligence
[10]. These techniques make it easier for models to infer intended outcomes from his-
torical data and incidents. Every machine learning technique must ensure an optimal
model that will predict the desired outcome best [11].

The ensemble method is a technique that combines multiple base classifiers to gen-
erate the best prediction model [12]. The ensembling technique focuses on considering
a number of the base model into account and optimizing/averaging these models to
provide one final model instead of constructing an individual model and expecting it to
predict the paramount outcome [13].

2 Literature Review

In this section, the related work based on various techniques used in machine learning
models is deliberated. Ai utilized SVM and the Recursive Feature Elimination (RFE)
approach, he created a regression model [14]. Hooda et al. introduced a better feature
selection ensemble framework for classifying hazardous compounds, using imbalanced
and complex pharmacological data of high dimensions to create an improved model
[15]. The Real Coded Genetic Algorithm was used by Pathak et al. to assess the sig-
nificance of each feature, and k cross-validation was employed to assess the resilience
of the best prediction model [16]. Collado et al. worked on a class balancing prob-
lem and provided an effective solution for class imbalance datasets to predict toxicity
[17]. Cai et al. discussed the challenge in the analysis of high dimensional data in ML
and provided effective feature selection methods to improve the learning model [18].
Austin et al. assessed the impact of missing members on the accuracy of the forecast
and looked at the impacts missing members had on a voting-based ensemble and a
stacking-based ensemble [19]. Invasive ductal carcinoma (IDC) stage identification is
very time-consuming and difficult for doctors, as Roy et al. explained, thus they created
a computer-assisted breast cancer detection model employing ensembling [20]. Takci
et al. discussed the problem of the prediction of heart attack is necessary, especially
in low-income countries, and determined the ML model to predict heart attacks [21].
Gambella et al. presented mathematical optimized models for advanced learning. The
strengths and weaknesses of the models are discussed and a few open obstacles are
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highlighted [22]. Tharwat et al. proposed a new version of Grey Wolf optimization to
adopt prominent features and to reduce the computational time for the process. These
encouraging findings mark a significant step forward in the development of a completely
automated toxicity test using photos of zebrafish embryos employing machine learning
techniques and the next iteration of GWO [23].

The rest of the paper is organized as Sect. 3 explains the research methodology and
the results with discussions are explained in Sect. 4. Finally, the last Sect. 5 concludes
the work performed.

3 Proposed Methodology

Computer-aidedmodels are examined in this research.Ninemachine learning algorithms
are considered such as Gaussian Process, Linear Regression, Artificial Neural Network,
SMO,Kstar, Bagging, Decision Tree, RandomForest, and RandomTree to predict toxic-
ity.We developed an optimized regressionmodel (OptimizedKRF) by ensemblingKstar
and Random Forest algorithm. For the mentioned machine learning models, evaluation
parameters are assessed. The results in terms of accuracy are compared and assessed. Ten
folds of cross-validation are used to create a robust model. The proposed methodology’s
workflow procedure is depicted in Fig. 1.

Fig. 1. Proposed Work Flow Process

Figure 2 represents the methodology for an ensembled model. Classifier -1 and
classifier- 2 are applying a lazy and eager algorithm for prediction. Further ensembling
is performed using different algorithms.
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Fig. 2. Ensembled Model

4 Results and Discussion

In this paper, the toxicity dataset is acquired from UCI machine learning datasets “UCI
MachineLearningRepository:QSARaquatic toxicityDataSet” and is used to assess how
well learning models perform. The dataset consists of 546 occurrences and 9 attributes
(one class attribute and eight predictive attributes). Table 1 lists the specifics of the
ranking-related attributes. The ranking of important features is done using the correlation
attribute evaluator method.

Table 1. Ranking of the features

Feature Selected Feature Description Ranking

TPSA(Tot) Topological polar surface area 3

SAacc Surface area acceptors 6

H-050 Number of hydrogen atoms 7

MLOGP Moriguchi LOGP values 1

RDCHI Represents topological index 2

GATS1p Represents molecular polarisability 8

nN Number of nitrogen atoms 5

C-040 Number of carbon atoms 4

The coefficient of correlation in Table 2 is calculated with the help of Eq. (1) and
mentioned as:

ρPQ = n�PQ − �P�Q√[
n�P2 − (�P)2

][
n�Q2 − (�Q)2

] (1)
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where ρPQ is correlation coefficients, n represents the size, P, and Q are selected features
and � is the summation symbol.

Table 2. Coefficient of correlation among features

TPSA SAacc H-050 MLOGP RDCHI GATS1p nN C-040

TPSA 1 0.86 0.66 −0.46 0.52 0.17 0.61 0.41

SAacc 0.86 1 0.77 −0.4 0.57 0.21 0.5 0.45

H-050 0.66 0.77 1 −0.49 0.28 0.06 0.47 0.15

MLOGP −0.46 −0.4 −0.49 1 0.33 −0.38 −0.29 −0.1

RDCHI 0.52 0.57 0.28 0.33 1 0.05 0.34 0.41

GATS1p 0.17 0.21 0.06 −0.38 0.05 1 0.07 0.14

nN 0.61 0.5 0.47 −0.29 0.34 0.07 1 0.29

C-040 0.41 0.45 0.15 −0.1 0.41 0.14 0.29 1

We have considered 9machine learning algorithms such as Gaussian Process, Linear
Regression, Artificial Neural Network, SMO, Kstar, Bagging, Decision Tree, Random
Forest, and Random Tree to predict toxicity. Parameters are evaluated for the mentioned
machine learning models. We calculated and compared how accurate each model is to
select the best predictivemodel. Themodel is validated using the tenfold cross-validation
method.

In the study, we developed an optimized regression model (Optimized KRF) by
ensembling Kstar and Random Forest algorithm. Further Saw score is calculated in two
aspects as W-Saw score and the L-Saw score. Gaussian Process, Linear Regression,
Artificial neural Network, SMO, Kstar, Bagging, Decision Tree, Random Forest, and
Random Tree achieved 53%, 58%, 50%, 57%, 64%, 60%, 54%, 63%, 60% accuracy
respectively. The optimized model gave a coefficient of correlation, coefficient of deter-
mination, mean absolute error, root mean square error, and accuracy of 0.9, 0.81, 0.23,
0.3, and 77% respectively.

TheW-Saw score for the optimized ensembled model is 0.83 which is the maximum
and the L-Saw score is 0.27 which is the lowest in comparison to other classifiers.
Saw score provides the strength to an ensemble model. Table 3 shows the state of
art parameters evaluated and Fig. 3 represents the Comparison of the coefficient of
correlation and determination graphically.
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Table 3. Comparison of different models for state of art parameters

Classifier Coefficient of
Correlation (R)

Coefficient of
Determination
(R2)

Mean Absolute
Error

Root Mean
Squared Error

Gaussian Process 0.54 0.29 0.47 0.5

Linear Regression 0.59 0.35 0.42 0.5

Artificial Neural
Network

0.44 0.19 0.5 0.6

SMO 0.59 0.35 0.43 0.5

Kstar 0.58 0.34 0.36 0.5

Bagging 0.61 0.37 0.4 0.5

Decision Tree 0.37 0.14 0.46 0.6

Random Forest 0.63 0.4 0.37 0.5

Random Tree 0.46 0.21 0.4 0.6

Optimized
Ensembled KRF

0.9 0.81 0.23 0.3

Fig. 3. Comparison of coefficient of correlation and determination for several models
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Algorithm: Prediction and Ensembling 

1. Read Dataset => {D}                                               # Intrusion data 

2. {D} train => {D} [0: y] 

3. {D} test => {D} [y+1: n] 

4. SET PD1, PD2                                                                # Define prediction 

PD1, PD2

5. Define Prediction {D}, type = {LAZY} {EAGER} as predictions 

6. Return Classifier {type}. predict ({D}); 

7. Define Voting Classifier (calculations = calculate, type = {hard}, {soft}, 

{PD1}, {PD2})

8. Voting Classifier. Fit ({PD1}, {PD2})

9. Return Voting Classifier. {type}. predict ({D}); 

10. Ensemble = Voting Classifier (calculate, type, predictions); 

11. End Procedure 

The prediction and ensembling algorithm is presented above in terms of lazy and
eager classifiers. Table 4 represents the accuracy of several models.

Table 4. Accuracy comparison for models

Classifier Accuracy

Gaussian Process 53%

Linear Regression 58%

Artificial Neural Network 50%

SMO 57%

Kstar 64%

Bagging 60%

Decision Tree 54%

Random Forest 63%

Random Tree 60%

Optimized Ensembled KRF 77%

Figure 4 depicts a comparison of accuracy for several models graphically. The saw
score is a multi-attribute score based on the concept of weighted summation. This will
seek weighted averages of rating the performance of each alternative. W-Saw score in
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Fig. 4. Accuracy comparison for models

Table 5 will be the highest score among all alternatives and is recommended as shown
in Eq. (2). Figure 5 represents W-Saw scores for different models.

Highest Score Recommender

W − Saw =
∑n

i=1 ri
n

(2)

Table 5. W-Saw score comparison for models

Classifier W-Saw Score

Gaussian Process 0.45

Linear Regression 0.51

Artificial Neural Network 0.38

SMO 0.50

Kstar 0.52

Bagging 0.53

Decision Tree 0.35

Random Forest 0.55

Random Tree 0.42

Optimized Ensembled KRF 0.83
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Fig. 5. W-Saw score comparison for models

L-Saw Score in Table 6 is the score evaluated among alternatives and the lowest
score is recommended as shown in Eq. (3). Figure 6 represents L-Saw scores for different
models.

Lowest Score Recommender.

L − Saw =
∑n

j=1 rj

n
(3)

Table 6. L-Saw score comparison for models

Classifier L-Saw Score

Gaussian Process 0.49

Linear Regression 0.46

Artificial Neural Network 0.55

SMO 0.47

Kstar 0.43

Bagging 0.45

Decision Tree 0.53

Random Forest 0.44

Random Tree 0.50

Optimized Ensembled KRF 0.27
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Fig. 6. L-Saw score comparison for models

5 Concluding Remarks and Scope

To reduce the period and complexity of toxicity prediction, we have to develop intelligent
systems for living beings so that they can reveal the possibilities of toxicity. Machine
learning has significance in toxicity prediction. In this study, ninemachine learning algo-
rithms were taken into account such as Gaussian Process, Linear Regression, Artificial
neural Network, SMO, Kstar, Bagging, Decision Tree, Random Forest, and Random
Tree to predict the toxicity of a drug. In the study, we developed an optimized regression
model (Optimized KRF) by ensembling Kstar and Random Forest algorithm. Parame-
ters are evaluated for the mentioned machine learning models. The technique of tenfold
cross-validation is used to validate the model. The optimized ensembled model gave
a correlation coefficient, coefficient of determination, mean absolute error, root mean
square error, and accuracy of 0.9, 0.81, 0.23, 0.3, and 77% respectively. Further Saw
score is calculated in two aspects as W-Saw score and the L-Saw score. The W-Saw
value in the ensembled model is 0.83 which is the maximum and the L-Saw value for
the ensembled model is 0.27 which is the lowest in comparison to other classifiers. Saw
score provides the strength to an ensemble model. These parameters indicate that the
optimized ensembled model is more reliable and made predictions more accurately than
earlier methods. The study can be extended to the ensembling of other classifiers to get
higher accuracy and fewer errors. Other techniques can be applied for feature selection,
class balancing, and optimization.
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