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Preface

It is a great privilege for us to present the proceedings of ICAIoT-2023 which contain
the papers submitted by researchers, practitioners, and educators to the International
Conference on Artificial Intelligence of Things, ICAIoT 2023, held during 30th and
31st March, 2023 at National Institute of Technical Teachers Training and Research,
Chandigarh, India. We hope that you will find this book educative and inspiring.

The conference attracted papers from international researchers and scholars in the
field of Artificial Intelligence (AI) applications in Internet of Things (IoT). The ICAIoT
2023 conference received 401 papers from around the world out of which 60 were
accepted for oral presentation. The total number of papers presented at ICAIoT 2023
was 57. All submitted papers were subjected to strict Single Blind peer review by at least
three national and international reviewers who are experts in the area of the particular
paper. The acceptance rate of the conference was 15%.

The aim of ICAIoT 2023 was to provide a professional platform for discussing
research issues, opportunities and challenges of AI and IoT applications. ICAIoT 2023
received unexpected support and enthusiasm from the delegates. The papers presented at
this premier international gathering of leading AI researchers and practitioners from all
over the world are collected in two volumes which will connect advances in engineering
and technology with the use of smart techniques including Artificial Intelligence (AI),
Machine Learning and Internet of Things (IoT).

The book presents the most recent innovations, trends and concerns as well as prac-
tical challenges encountered and solutions adopted in the fields of AI algorithms imple-
mentation in IoT Systems. The book is divided into two volumes, covering the following
topics:

Volume I:

• AI and IoT Enabling Technologies
• AI and IoT for Smart Healthcare

Volume II:

• AI and IoT for Electrical, Electronics and Communication Engineering
• AI and IoT for other Engineering Applications

This book will be especially useful for graduate students, academic researchers,
scientists and professionals in the fields of Computer Science andEngineering, Electrical
Engineering, Electronics and Communication Engineering and allied disciplines.

Organizing a prestigious conference such as ICAIoT 2023 with the Springer CCIS
series as publication partner is a substantial endeavour. We would like to extend our
sincere thanks to the organizing committee members for all their support with the con-
ference organization. We would like to thank the authors of all submitted papers for
sending high-quality contributions to ICAIoT 2023. We would like to express our sin-
cere gratitude to our sponsors, the advisory committee members, technical program
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committee members and Ph.D./M.E. scholars for all their support throughout the con-
ference. Our special thanks are due to all the external reviewers who contributed their
expertise, insights, and judgment during the review process. Last but not least, we extend
our heartfelt thanks to the staff of Springer for their extensive support in the publication
of this book under the Springer CCIS Series.

March 2023 Rama Krishna Challa
Gagangeet Singh Aujla

Lini Mathew
Amod Kumar
Mala Kalra
S. L. Shimi

Garima Saini
Kanika Sharma



Message from the Patron

I am happy to learn that the Department of Computer Science and Engineering, Depart-
ment of Electronics andCommunicationEngineering andDepartment of Electrical Engi-
neering of National Institute of Technical Teachers Training & Research, Chandigarh
has taken a timely initiative to address the emerging issues on Artificial Intelligence and
Internet of Things by organizing the International Conference on Artificial Intelligence
of Things (ICAIoT 2023) from March 30–31, 2023.

The organizing Committee has invited many speakers of international and national
repute to make the two days’ deliberations more meaningful and academically rich.
I extend a warm welcome to all the dignitaries, keynote speakers, paper presenters
and delegates to the conference. I am sure the conference will provide a platform to
researchers, professionals, educators and students to share innovative ideas, issues, recent
trends and future directions in the fields of AI, IoT and Industry 4.0 to address industrial
and societal needs.

I wish the conference a grand success and all the participants a pleasant stay and
great learning.

Bhola Ram Gurjar



Message from the Conference Chairs

Wewere delighted to welcome delegates from India and abroad to the International Con-
ference on Artificial Intelligence of Things (ICAIoT 2023), organized by Department
of Computer Science and Engineering, Department of Electronics and Communica-
tion Engineering and Department of Electrical Engineering of the National Institute of
Technical Teachers Training&Research (NITTTR), Chandigarh onMarch 30–31, 2023.

Undoubtedly, AI and IoT technologies have transformed our society in recent times
and the pace of change can only be described as revolutionary. The technology is pro-
gressing fast and new horizons are being explored. The conference aimed to provide an
opportunity to researchers, engineers, academicians as well as industrial professionals
from all over the world to present their research work and related development activities.
This conference also provided a platform for the delegates to exchange new ideas and
application experiences face to face, to establish research relations and to find global
partners for future collaboration.

It is rightly said “Alone we can do so little, together we can do so much”. We are
thankful to all the contributors of this conference who have worked hard in planning and
organizing both the academic activities and necessary social arrangements. In particular,
we take this opportunity to express our gratitude to the Conference Patron and members
of the Advisory Committee for their wise advice and brilliant suggestions in organizing
the Conference. Also, we would like to thank the Technical Committee and Reviewers
for their thorough and timely reviews of the research papers and our Ph.D./M.E. scholars
for their support. We would also like to thank all the sponsors who have supported us in
organizing this conference.

We hope all attendees enjoyed this event.

Rama Krishna Challa
Gagangeet Singh Aujla

Lini Mathew
Amod Kumar



Message from the Conference Co-chairs

We were pleased to extend our most sincere welcome to all the delegates to the Inter-
national Conference on Artificial Intelligence of Things (ICAIoT 2023), being orga-
nized by three departments, namely, Department of Computer Science and Engineering,
Department of Electronics and Communication Engineering and Department of Elec-
trical Engineering of the National Institute of Technical Teachers Training & Research
(NITTTR), Chandigarh during March 30–31, 2023 in association with DSIR, Govt. of
India.

Artificial Intelligence plays an enormous role in promoting knowledge and technol-
ogy which is essential for the educators, researchers, industrial and commercial houses
in the present digital age. Being a core part of this conference from the beginning, we
feel very enthusiastic about the event and hope that we all will benefit academically
through mutual collaboration. This International Conference will provide exposure to
recent advancements and innovations in the field of Internet of Things (IoT), Artificial
Intelligence (AI) and Industry 4.0. It is expected to be an intellectual platform to share
ideas and present the latest findings and experiences in the mentioned areas.

The successful organization of ICAIoT 2023 required the talent, dedication and time
of many volunteers and strong support from sponsors. We express our sincere thanks to
the paper reviewers, keynote speakers, invited speakers and authors. A special mention
about our Ph.D./M.E. scholars who worked hard to make this International Conference
a success, would be in order.

We hope all attendees found the event to be a grand success.

Mala Kalra
Garima Saini
S. L. Shimi

Kanika Sharma
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Abstract. IoT today is ubiquitous. Its growth has reached a stage where the num-
ber of connected devices is growing exponentially daily, raising various security
issues of great importance to all stakeholders. Implementing security schemes on
IoT devices poses a considerable challenge because of their heterogeneous and
restricted existence. Machine learning is already an intricate part of several IoT
applications, and it eliminates human errors and enables IoT infrastructure to gen-
erate real-time insights to reach its full potential. To protect IoT services from
being targeted and raise security awareness throughout all aspects of the network,
machine learning algorithms are now explored to address the critical security
issues of IoT. Deploying a learned model-based security approach is dynamic and
holistically effective as a solution. Supervised machine learning methods have
been proposed as a promising approach for IoT security due to their ability to
detect and classify malicious data. This paper provides a comprehensive overview
of supervised machine learning methods used for IoT security, including various
classifiers and data engineering techniques. We have further demonstrated how
effectively the performance can be increased by deploying various data engineer-
ing methods to improve the overall model performance in terms of accuracy and
time consumed. Both these play a crucial role in providing dynamic and real-time
services. Overall, this paper aims to raise awareness of the potential of supervised
machine learning for IoT security and guide researchers and practitioners in this
field.

Keywords: IoT · Machine Learning · Supervised Learning · IoT Security · IoT
Applications · Data Engineering

1 Introduction

IoT integrates various processes, such as identifying, sensing, networking, and computa-
tion, to develop a smarter environment that saves time, energy, and money. IoT consists
of a set of connected devices ranging from a simple sensor to a complex workstation that
transfer and exchange data to optimise their performancewithout any human intervention
to provide services that offer personalised interaction with the ‘things’. However, for the
IoT infrastructure to act intelligently to provide better services with the desired QoS or

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
R. K. Challa et al. (Eds.): ICAIoT 2023, CCIS 1929, pp. 3–17, 2024.
https://doi.org/10.1007/978-3-031-48774-3_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48774-3_1&domain=pdf
http://orcid.org/0000-0002-0819-2479
http://orcid.org/0000-0003-4603-1809
https://doi.org/10.1007/978-3-031-48774-3_1


4 S. Iqbal and S. Qureshi

improve its performance, the data must be looked at to find trends, patterns, hidden cor-
relations, and actionable insights. It is where data science comes into play. Data science
includes techniques from various fields, including machine learning and data analysis.
Data science plays a big part in developing and succeeding IoT applications and services.
It drawsmeaningful conclusions from IoT data. It enables the IoT to provide personalised
services, automation, and intelligent decisions [1]. This massive amount of valuable IoT
data is analysed using data science to provide better services and applications to its users.
IoT environments also generate enormous amounts of traffic, using various data science
techniques, it is reviewed intelligently to provide sophisticated security solutions. Thus,
when combined with IoT, data science offers better performance to external users and
can be effectively used to strengthen the IoT infrastructure by addressing core issues like
security. Main causes of concern in IoT that eventually lead to security related issues
include factors related to its deployment and execution environment.

Deployment Factors. Incorrect access control due to lack of proper authentication
and authorisation of IoT devices resulting in the establishment of a single privilege
level throughout the network. Other factors include application vulnerabilities, lack of
standard securitymeasures like data encryption, devices with outdated software andwith
nomeans to update and further lack of user involvement in deployment and configuration
of their devices securely.

Environmental Factors. IoT is a ubiquitous service providerwith heterogeneous nodes
and services, this provides an overly large and vulnerable attack surface. The inability
of the network to report or mitigate any problem, gives rise to an intrusion ignorant
environment. Also, no vendor support in case of both device and software development
cycle results in the lack of trusted execution environment. Insufficient privacy protection
measures in terms of storage and distribution of sensitive information further lead to
severe privacy violation.

Several recent studies have emphasized the importance of an intelligent security
solution for IoT and have explored the use of machine learning methods. For example,
some of the most relevant papers that showcase the potential of machine learning in
addressing security challenges in IoT applications are as follows:

[1] provides a comprehensive overview of various machine learning techniques used
for IoT security. The paper discusses the potential of machine learning methods to
address security challenges and proposes an IDSusingmultipleMLClassifier techniques
for identifying the multi-class intrusion attacks. Similarly, [2] investigates the energy
consumption of on-device machine learning models for IoT intrusion detection. The
authors compare cloud computing-based, edge computing-based, and IoT device-based
approaches for trainingMLmodels. They find that the Decision Tree algorithm deployed
on-device provides better results in terms of training time, inference time, and power
consumption. [3] focused on the challenges and requirements of IoT-based systems in
terms of security. It also analyses limitations of the existing ML based security solutions
for IoT security. The paper offers a thorough investigation ofML-based security solutions
and a critical evaluation of their drawbacks for IoT devices, particularly those with
limited resources. [4] presents a systematic literature review on recent research trends
in IoT security and machine learning. The study identifies key research gaps that need
to be addressed to secure IoT devices from launching large-scale attacks on critical
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infrastructures and websites. The paper highlights the importance of integrating big data
and machine learning to detect IoT attacks in real or near real-time. [5] survey discusses
the security and privacy challenges in the implementation of IoT. The paper provides a
systematic study of ML and its integration with IoT to make the system more secure.
The survey concludes by outlining some research challenges that need to be addressed,
including scalability, system throughput, and secure computation, among others. [6]
discusses the security and privacy challenges in IoT networks and the limitations of
traditional cryptographic approaches. The authors argue that ML can provide embedded
intelligence in IoT devices and networks to address these security issues. They review
existing security solutions and highlight the gaps that call for ML and DL approaches.
[7] discusses the challenges and security concerns surrounding the growing use of IoT
devices and the need for efficient solutions to address them. The authors emphasize
the importance of ML in securing IoT devices and present an overview of existing ML
techniques used for detecting anomalies and attacks. In conclusion, the use of machine
learning methods in IoT security is an active area of research. The papers reviewed
highlight the importance of an intelligent security solution for IoT devices, which have
limitedmemory and processing power.Machine learning techniques have been proposed
to address security challenges, such as intrusion detection and anomaly detection, and to
enhance the security of IoT networks. However, there are still challenges to overcome,
such as scalability, system throughput, and secure computation.

This paper first presents an in-depth analysis of how various machine learning
paradigms are used to achieve multiple security goals in IoT. This paper discusses how
machine learning has become an integral part of IoT security and how we can efficiently
and effectively use various supervised learning models in IoT intrusion detection. This
paper aims to stepwise chalk out the integration of various data engineering methods
with the existing supervised learning models and, using comparative analysis, build a
model with performance parameters better suited for emerging IoT networks. The fol-
lowing sections include the investigation details conducted to re-introduce the use of
supervised machine learning models in IoT security to ensure better performance in
terms of the discussed parameters. It is followed by the results and their interpretations
and subsequent discussions.

2 IoT and Machine Learning

IoT has seen overwhelming growth in terms of its diverse applications and the number
of connected devices, significantly impacting people’s lives. Such pervasiveness results
in tremendous amounts of data exchange between diverse devices throughout the globe.
This magnitude of connectivity also calls for equally pervasive security measures that
secure the IoT network from edge to cloud. Earlier research on IoT security and privacy
solutions mainly focused on adapting the security solutions aimed at wireless sensor
networks and the internet to secure the IoT. However, the inherent differences in the
features of the IoT from its constituent elements render these efforts insufficient [8].

Machine learning as a computational paradigm allows systems to learn and improve
from experience without requiring human intervention. Here, systems are trained using
algorithms or statistical models over sample data, usually characterised by features and
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output values known as labels. The system finds the correlation between features and
labels during the training phase, and this information is then used to analyse new data.
based on the learning style, we have three major machine learning algorithms based
on the learning style: supervised, unsupervised, and reinforcement learning. Besides
these traditionalmachine learning approaches, we have advancedmachine learning tech-
niques: Deep learning, Incremental Learning, and Transfer Learning. Of these advanced
approaches, Deep Learning is more often used in IoT because of its ability to model the
complexities of diverse datasets. A machine learning algorithm is deployed as an inte-
grated part of an IoT end-device or an embedded sensor system for the IoT application.
[9–11] present the summary of IoT-based applications that use the above-mentioned
machine learning algorithms.

The following sub-sections present the various machine learning methods used in
IoT and their potential security solutions for which they can be implemented [6, 12–15].

2.1 Supervised Machine Learning

Supervised learning is used in IoT for prediction and classification. It produces an
inferred function and needs external assistance in the form of a labelled training
dataset. Multivariate Linear Regression (MLR), Logistic Regression (LR), Support Vec-
tor Machines (SVM), Naïve Bayes (NB), k-Nearest Neighbours (kNN), Decision Tree
(DT) and Random Forests (RF) are commonly used supervised learning methods used
in IoT as shown in Table 1 below. Supervised Learning, however, requires a massive,
labelled training dataset, and it is costly to generate labelled data. On the other hand, it
is suitable for problems dealing with security where each data point necessarily belongs
to one of the labels- attack or non-attack.

Table 1. Use of Supervised Learning methods for addressing security issues in IoT

Potential Security
solutions

Supervised Learning Methods

SVM NB k-NN DT RF

Intrusion Detection ✓ ✓ ✓ ✓ ✓

DDoS attacks ✓ x ✓ x ✓

Anomaly or Malware Detection ✓ x ✓ x ✓

Detection of suspicious traffic x x x ✓ x

Network Access Control x ✓ x x x

Authentication ✓ x x x x

Detection of unauthorised nodes x x x x ✓
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2.2 Unsupervised Machine Learning

Unsupervised learning depicts a concealed structure by learning a few features from the
previous data to identify new data. It is used to find hidden structures in the unlabelled
datasets with zero human intervention. This makes unsupervised learning suitable for
large and complex datasets that have no labels. However, due to lack of prior knowledge
of expected output, results tend to bemore unstable than supervised learning. Commonly
used unsupervised learning methods in IoT are Association Rule Algorithm, Ensemble
Learning, k-means clustering, and Principal Component Analysis (PCA) as shown in
Table 2 below.

Table 2. Use of Unsupervised Machine Learning methods for addressing security issues in IoT

Potential Security
solutions

Unsupervised Learning Methods

Association Rule Algorithm Ensemble
Learning

k-means
Clustering

PCA

Intrusion Detection ✓ ✓ ✓ x

Anomaly or malware detection x ✓ x ✓

Real-time Detection x x x ✓

Data Anonymisation x x ✓ x

Sybil Detection x x ✓ x

2.3 Deep Learning

This type of machine learning utilises a hierarchical learning process where several
layers learn multiple levels of representation. It performs feature extraction using neural
network. This learning model is more configurable and flexible than classical machine
learning and achievesmuchbetter accuracy.However, compared to traditional supervised
modelling its training is comparatively slow. Also, it requires a large amount of labelled
data, huge computing resources like high-end processors. Deep learning-based models
used in IoT security include Recurrent Neural Network (RNN), Convolution Neural
Networks (CNN), Auto-Encoders (AE), Restricted Boltzmann machines (RBM), Deep
Belief Networks (DBN) and Generative Adversarial Networks (GAN). Their use cases
are enlisted in Table 3 below.
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Table 3. Use of Deep Learning methods for addressing security issues in IoT

Potential Security
solutions

Deep Learning Methods

RNN CNN AE RBM DBN GAN

Intrusion Detection ✓ ✓ ✓ x ✓ x

Anomaly or Malware Detection ✓ ✓ ✓ ✓ x ✓

Network traffic classification ✓ x x x x x

Effective against time-series-based threats ✓ x x x x x

Securing the cyberspace of IoT systems x x x x x ✓

2.4 Reinforcement Learning

Reinforcement learning model learns by interacting with the environment to achieve a
goal using feedback in terms of credit. The model has no prior idea of the underlying
learning environment, hence no knowledge of which action to take until it has a situation.
This type of learning is suitable for problems having continuous interaction between the
model and the environment. However, it suffers from credit assignment problems while
distributing credits to decisions taken. Commonly using reinforcement learningmethods
in IoT security are Q-Learning and Deep Reinforcement Learning (DRL) as described
in Table 4 below.

Table 4. Use of Reinforcement Learning methods for addressing security issues in IoT

Potential Security
solutions

Reinforcement Learning Methods

Q-Learning DRL

Prevent Eavesdropping ✓ x

Malware detection x ✓

Access Control and Anti-jamming ✓ ✓

DDoS Detection ✓ x

Authentication ✓ ✓

Eavesdropping prevention ✓ x

Machine learning is a promising approach for addressing IoT security challenges.
One significant advantage of using machine learning for IoT security is its ability to
analyse large amounts of data and identify patterns that may be difficult for humans to
detect. Machine learning algorithms can learn from past data and adapt to new threats,
making them more effective in detecting new attacks. Additionally, machine learning
can help reduce false positives, making security systems more efficient and effective.
Furthermore, machine learning can provide real-time insights, which is essential for IoT
applications that require timely responses. Overall, machine learning can enhance the
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security of IoT devices and networks by providing a dynamic and holistic approach to
security.

Supervised machine learning involves the training of models on labelled data, which
is readily available for security-related tasks, hence more favourable for use in IoT secu-
rity. With supervised machine learning, it is possible to train models to detect anomalies
or classify data as benign or malicious, making it an effective tool for intrusion detec-
tion, network monitoring, and threat detection. Moreover, supervised machine learn-
ing models can be fine-tuned and updated as new security threats emerge, providing a
more dynamic and adaptable security solution for IoT devices. Additionally, supervised
machine learning models can be optimized for performance, which is crucial for IoT
devices, which often have limited computing resources. Overall, supervised machine
learning provides a powerful and effective approach for IoT security, and its ability to
learn from labelled data makes it a natural fit for many security-related tasks.

3 Methods

In this section, we discuss the various methods used in this experiment, the dataset used
and training and analysis of machine learning models. The simulations are conducted
in a level-wise manner, each next level simulation incorporating the results of previous
one. This investigation aims to train a supervised model reinforced to detect anomalous
behaviour in an IoT network with maximum accuracy and a reasonable timeframe.

3.1 UNSW-NB15 Dataset

The UNSW-NB15 [16, 17] is created by the Australian Centre for Cyber Security’s
cybersecurity research group. It has 49 features along with the class label. The IXIA
PerfectStorm program generated a combination of genuinemodern normal activities and
synthetic current attack behaviours. The dataset contains network traffic data captured in
a realistic and controlled environment, simulating various attack scenarios on a typical
enterprise network. It includes nine different types of attacks, such as Fuzzers, Analysis,
Backdoors, DoS, Exploits, Generic, Reconnaissance, Shellcode, andWorms. The dataset
is widely used in research to develop and evaluate machine learning-based intrusion
detection systems for network security. It has become a standard benchmark dataset
in the field of cybersecurity and machine learning. The selected dataset has two main
issues that need to be handled: imbalanced data distribution and redundant data. Both
these issues are handled, and further improvisation of the dataset is performed during
the experiment.

3.2 Experimental Setup

Each machine learning classifier consists of three basic steps: data pre-processing,
classifier training, and data prediction (Fig. 1).

In the first step the data is pre-processed in substages to ensure data quality. Data
cleaning handles incorrect, incomplete, irrelevant, duplicated, or improperly formatted
data. Normalisation of the feature values is done to condense then to a same relative scale
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Fig. 1. Machine Learning Classifier Setup

and that none of the value dominates the model. Feature extraction ensures that essential
and the most relevant features are used in model training. In the second step the model
is trained, and its performance is evaluated using the performance measures described
below. In this study, we evaluate five supervised learning algorithms, including logistic
regression (LR), linear support vector classification (LSVC), decision tree (DT), random
forest (RF), gradient boosted decision tree (XGB), and an ensemble-based voting clas-
sifier (V). It is in the second step of data pre-processing, where various data engineering
methods are deployed to obtain a model with balanced performance in terms of time and
accuracy. The third and last step is a functional supervised model that makes predictions,
and its performance is evaluated based on the performance measures discussed in the
next sub-section.

3.3 Performance Measures

Various accuracy measures used to evaluate the trained models are defined in terms of
the confusionmatrix. As shown in Fig. 2, confusionmatrix is a tabular performancemea-
suring matrix for machine learning models. It includes combinations of both predicted
and actual values.

Actual Values
Positive (1) Negative (0)

Predicted
Values

Positive (1) True Positives False Positives

Negative (0) False Negatives True Negatives

Fig. 2. Confusion Matrix

The above confusion matrix defines True positives (TP) as correct positive pre-
dictions, False positives (FP) as incorrect positive predictions, True negatives (TN) as
correct negative predictions and False negatives (FN) as incorrect negative predictions.
Based on the confusion matrix defined, the accuracy measures are as described below:

AUC (Area Under the ROC Curve). A ROC curve (receiver operating characteris-
tic curve) is a graph that shows how well a classification model performs at different
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classification thresholds by plotting True Positive Rate vs False Positive Rate,

true positive rate = TP/(FN + TP) (1)

false positive rate = FP/(TN + FN ) (2)

AUC presents a combined measure of performance across various classification
thresholds. AUC value ranges from 0 to 1, and a model with all correct predictions
scores an AUC of 1.0. AUC is a preferred performance measure as:

• AUC is scale-invariant. It assesses the ranking of predictions and is unaffected by
their absolute values.

• AUC is classification-threshold-invariant and evaluates the accuracy of the model’s
predictions regardless of the classification threshold.

F1 Score. It considers the precision (number of correct positive predictions out of
total positive predictions) and recall (number of correct positive predictions out of total
positive cases in the dataset) at a particular threshold value. The F1 score is the harmonic
mean of the two and tries to strike a balance between them. It lies between [0,1] and is
high only when both precision and recall are high.

F1 score = 2 ∗ (precison ∗ recall)/(precision + recall)

such that, precison = TP/(TP + FP)

recall = TP/(TP + FN )

(3)

The advantages of using F1score:

• It combines various matrices into one, thus capturing many aspects of the model.
• It showcases the model’s accuracy as it tells how precise and robust the model is,

especially when the dataset is imbalanced.
• The F1 score is a mean value sensitive to the lowest one.

FAR (False Acceptance Rate). It is used to measure the average number of false
acceptances, and it is the percentage of the time an invalid data point is declared valid.

FAR = FP/(FP + TN ) (4)

FAR is considered a significant measure of security errors as it gives unauthorised
nodes access to systems with explicit security mechanisms to avoid such nodes.

Run Time. To make the comparison of models more exhaustive, we include the time
component as one of the performance measures. The run time of the model is expressed
in terms of training time of the model (in seconds) over the training dataset and the
testing time of the model (in seconds) over the test dataset. It gives us an idea of the time
and subsequently the resource consumption of the model.
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4 Results and Inferences

In this study, we have evaluated the performance of the seven supervised learning
models mentioned above, under various conditions of data processing. It also gives
us an overview of how various data engineering levels have an impact on the model’s
performance.

4.1 Using Hyperparameter Tuned Models

Hyperparameter tuning is the process of selecting the ideal values for these parame-
ters, which are the values that define the learning model architecture. Various works
[18–20] have discussed the importance of hyperparameter tuning to improve model per-
formance. Fundamental grid-search-based hyperparameter tuning is applied to amodel’s
key hyperparameter set and performs an exhaustive sampling of hyperparameter space.
Although expensive in terms of computation, it ensures a set of hyperparameters from
the specified space that are optimal (Table 5).

Table 5. Performance of hyperparameter tuned supervised ML models

Classifier AUC F1 FAR Run Time (seconds)

Training Testing

LR 0.9772 0.9891 0.0228 2.1966 1.0123

LSVC 0.9905 0.9885 0.0095 0.1489 0.0604

DT 0.9877 0.9905 0.0123 0.3411 0.1747

RF 0.9860 0.9943 0.0140 10.0986 5.0060

XGB 0.9917 0.9965 0.0083 4.1298 2.2584

Voting (XGB+DT) 0.9912 0.9961 0.0088 4.0462 2.7309

Voting (XGB+LR) 0.9921 0.9949 0.0079 3.8904 2.4269

We have trained two voting classifiers based on the results of the first four models,
with a combination of two classifiers in each. Since the XGB outperforms both in terms
of AUC and F1 scores, we have combined it with the next best classifiers, DT and LR,
in terms of run time and for which probability estimates exist.

4.2 Using Feature Selection on Parameter-Tuned Models

Feature selection reduces the model’s computational cost and improves the model’s per-
formance. In the previous section, we examined the performance of various supervised
models. We use a filter method on the outperforming supervised model to retrieve the
essential features. We use the feature_imporatances_ property on the trained XGBoost
model, which filters the features based on their gain (depicting the contribution of each
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Table 6. Performance of hyperparameter tuned Supervised ML models with Important Feature
Selection

Classifier AUC F1 FAR Run Time (seconds)

Training Testing

LR 0.9879 0.9889 0.0121 0.1440 0.0609

LSVC 0.9756 0.9887 0.0244 0.1465 0.0650

DT 0.9877 0.9905 0.0123 1.4234 0.6009

RF 0.9870 0.9948 0.0130 13.7093 5.5812

XGB 0.9922 0.9967 0.0078 4.9958 1.9662

Voting (XGB+DT) 0.9916 0.9963 0.0084 19.1731 9.1446

Voting (XGB+LR) 0.9926 0.9953 0.0074 12.0534 6.0838

feature for every tree in improving the model’s accuracy). It reduced the feature size by
almost one-fourth, from 197 features in the sparse matrix to only 55 features (Table 6).

Based on the above results, the XGB model outperforms all other models in terms
of AUC, F1 and FAR. In terms of run time, it gives an average performance with almost
real-time testing. Thus, we can see that the XGB model gives a balanced performance
regarding the accuracy and run time. The second-best model is DT in terms of balanced
performance, with AUC and FAR less than XGB but better in terms of runtime.

4.3 Using Class Weights on Parameter-Tuned Models

The UNSW- NB15 dataset is class imbalanced [21]. The number of negative data points
outnumbers the positive data points by more than 75 per cent. It can result in the model
being biased towards the negative class. To mitigate the effects of the skewed dataset,
we assign class weights. It changes the cost function of the model so that misclassifying
an observation from the minority class carries a heavier penalty than misclassifying an
observation from the majority class. Using class weights increases the model’s accuracy
by rebalancing the class distribution (Table 7).

Using only the class weight balancing for the same set of models, we notice an
overall improvement in model performance and significantly decreased FAR. Also, a
slight increase (by 1–2 s) in training time is noticed. In this setup, XGB outperforms all
other models in balanced performance, followed by DT, which gives us a comparable
performance in lesser runtime.

4.4 Using Class Weights with Important Features on Parameter-Tuned Models

In the final model, we combine the top three approaches and deploy the models with
hyper-parameters assigned by tuning, training it for important features only and on
classes represented equally.

In the above table, the AUC and F1 scores have shown considerable improvement
compared to previous tables, and the FAR value has decreased sufficiently by more than
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Table 7. Performance of hyperparameter tuned Supervised ML models with Class Weight
Balancing

Classifier AUC F1 FAR Run Time (seconds)

Training Testing

LR 0.9904 0.9883 0.0096 2.0153 0.8607

LSVC 0.9929 0.9880 0.0071 0.1480 0.0580

DT 0.9932 0.9888 0.0068 0.3526 0.1628

RF 0.9932 0.9916 0.0068 12.3393 5.2906

XGB 0.9951 0.9961 0.0049 5.3205 2.3786

Voting (XGB+DT) 0.9951 0.9932 0.0049 5.7287 2.3744

Voting (XGB+LR) 0.9940 0.9920 0.0060 5.4244 2.3782

Table 8. Performance of hyperparameter tuned Supervised ML models with Important Feature
Selection and Class Weight Balancing

Classifier AUC F1 FAR Run Time (seconds)

Training Testing

LR 0.9911 0.9875 0.0089 0.1527 0.0674

LSVC 0.9928 0.9879 0.0072 0.1407 0.0608

DT 0.9932 0.9888 0.0068 1.3736 0.5940

RF 0.9926 0.9930 0.0074 13.1711 5.5996

XGB 0.9951 0.9961 0.0049 5.7474 2.2005

Voting (XGB+DT) 0.9950 0.9932 0.0050 7.3054 2.6404

Voting (XGB+LR) 0.9943 0.9926 0.0057 5.3685 2.2309

one-tenth. However, the training time has increased considerably, but changes in testing
time are negligible and still give a real-time performance. From the above results, we
can conclude that XGB followed by DT gives us better and balanced performance in
terms of accuracy and execution time.

5 Observations

Based on the inferences of the final experiment (Table 8), it is observed that out of
the seven supervised learning models XGB and XGB followed by DT show drastic
improvement in overall performance by applying vigorous data engineering methods
before training. The voting models also show performance comparable to XGB in terms
ofAUC, F1 andFARbut have very high runtime values,which however, cannot be treated
as real-time responses. The important observations of this study can be summarised as:
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• XGBmodel is a top performer as it scores more than 99.5% in AUC and F1. Besides,
it has the least FAR, the most crucial parameter of a security module, as it prevents
unauthorised access or denial to the IoT network.

• DT model is the second-best performer where little lesser values of performance
measures AUC, F1 and FAR than XGB is compromised by very small runtime for
DT.

• Data Engineering methods were applied keeping in view the dataset characteristics -
the unbalanced nature of IoT traffic data and the presence of irrelevant and redundant
data.

• The results obtained can be used to successfully deploy a particular supervised learn-
ing model based on its performance matrix and IoT network requirements. For exam-
ple, if the only requirement of a network is real-time security, then LSVC (Table 8)
with the least test time is the best choice.

• The above results deliberate the need to develop methods to increase the F1 score
and decrease the run time.

Even though for all the models an overall improvement in the AUC and FAR values
was observed, the F1 score remained almost unchanged. The only trade-off was an
increase in the runtime of the models, especially the training time, while the testing time
with a slight increase was still real-time in nature. One of the reasons for this could be
that the models were trained and evaluated on a regular computer (Intel(R) Core (TM)
i7-8750H CPU @ 2.20 GHz, 32 GB RAM). Hence, one of the methods to improve
execution time is to use high-end computational resources for model training.

6 Conclusion

The quality and quantity of the data generated by IoTmakemachine learning approaches
more appropriate for it and suggest that they need more than just traditional processing
methods, be it for providing end-user services or securing the IoT infrastructure itself.
While incorporating a machine learning algorithm in IoT infrastructure, we must ensure
that themodel utilises the data efficiently and in real-time. This study re-evaluates the use
of supervised machine learning for IoT security by exploiting the dataset characteristics.
The discussed approach of considering dataset characteristicswhile deploying amachine
learning model imparts intelligent security to these IoT networks that is also efficient
and real-time, making them more independent and reliable than traditional networks.
The experiment shows the AUC, F1, FAR, and runtime performance of seven supervised
models. The stated results demonstrate that XGB and DT are the models with the most
balanced overall performances.
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Abstract. Internet of Things (IoT) is the interconnection ofmany devices through
the internet for different real-time applications. One of the major issues of IoT
is Distributed Denial of Service attack(DDoS) and many research works have
been carried out to circumvent the DDoS attack; however, they failed to attain the
accurate classification ofDDoS and normal traffic. In contextwith this, we propose
a novel Deep Neural Network (DNN) based Crystal Search algorithm (CSA)
(DNN-CSA). The modified Multilayer Preceptor (MLP) based DNN enhances
the classification outcomes. Prior to classification the data are collected by sniffer
tool and preprocessed using the min-max approach. Experimental analyses are
carried out to analyze the performance of our proposed approach and the results are
compared with other state-of-art works. The proposed methodology offers better
detection accuracy, precision, recall, and F1-score for DDoS attack detection and
also effective results in terms of throughput, energy consumption, and memory
utilization.

Keywords: Denial of service attack · IoT nodes · DNN · CSA · Traffic
analyzer · traffic · entropy metrics

1 Introduction

The internet of things refers to a collection of items that are embedded with software and
sensors and that connect to and transfer data with other machines over a network [1, 2].
Light, motion, the temperature can be calculated by using sensors. It gathers information
through sensors and automatically detects and analyzes the data through IoT. In our day-
to-day life, the applications of the Internet of Things are very important. It generally
consists of so many applications that are used to detect and avoid errors. Smart homes
pertain to the Internet of Things. It is usually connected with a set-top box, locking
system, electricity, etc. Next, the self-driven cars were tested by multiple organizations
with the help of this technology [3]. The sensors are connected by the use of IoT. The
major application used here is named ‘smart grid’ that applies in Information Technology
and it reduces cost and wastage caused by electricity. It is also used in the healthcare
system and the security is also improved. Moreover, it can access information from
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everywhere. Safety is the main concern, it senses and warns the users are the advantages
of IoT. One of the drawbacks of IoT is smart things, which may increase the inflation.
If there is an error in the network it will spread all over the system [4].

The IoT devices consume more power and are necessary to design an IoT network
with low consumption of power. Moreover, the transmission of multimedia data also
requires more power, and in concern with these issues, some researchers utilize the
neural network for the detection and mitigation of intrusion. However, the detection of
DDoS attack is not precise and some works failed to reduce the DDoS attack in IoT
networks. Hence a novel DNN based CSAmethod is proposed which effectively detects
the attack from the IoT network and also mitigates it. The main contributions of the
proposed work are listed below,

• To gather the traffic details from the subjected IoT networks, the proposed work
utilize sniffer tools.

• The gathered data sets are preprocessed by using the min-max approach.
• The features are separated with the aid of a filtering approach known as Correlation-

Based Feature (CBF) selection
• Then, the DNN based CSA approach is used to detect the DDoS attacks and also

classifies the collected details as normal and intruder.
• Then, the DDoS attackers are mitigated with the exploitation of some of the entropy

metrics such as throughput, allocation of bandwidth, the flow of traffic, general-
ized information divergence (GID), deviation of bandwidth, projected entropy, and
generalized entropy.

The rest of the work is organized as; the relevant works are revised in Sect. 2.
Section 3 explains the systemmodel, entropymetrics in a detailedmanner. The proposed
DNN-CSA approach is elucidated in Sect. 4. The work is summarized in Sect. 5.

2 Literature Survey

Zaminkar et al. [8] proposed a robust hybrid method to determine the loss in power and
network through IoT devices. The sinkhole attack has been detected by the Detection of
sinkholes-Low-Power andLossyNetworks (RPL) (DSH-RPL)method. In IoTnetworks,
the sinkhole layer poses a threat. A node that attacks the network is referred to as
launching a selective forwarding attack. The transmitted data in IoT devices are secured
in the proposed algorithm.

Latif et al. [9] have designed a random neural network (RNN) algorithm to detect
cyber security attacks. The proposed method has focused on the level that has to be
increased. The complexity is reduced by implementing IoT devices. However, the
experiments are evaluated in real-time applications.

Silva et al. [10] developed software-defined networking (SDN) prototype to over-
come the restrictions of an attack that employs a single controller strategy. It provides
greater reliability in the attack. A single controller using an attack causes security and
scalability issues. However, high-potential technology is recommended.

Pathak et al. [11] have proposed a novel low powered wide area network that acts as
transmission technology in IoT applications. The data is transmitted across a distance of
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10 to 20 km, and the nodes are used in IoT applications such as billing, smart homes, etc.
The technique was primarily concerned with security. The SDN is used in the proposed
method for securitymeasures. The advantages are that it is flexible, durable, and low-cost.

Mandal et al. [12] demonstrated that a SDN can identify Mediam Access Control
spoofing attacks using a multiplicative increase and additive reduction method. The
accuracy of this method is high and reduces the false-positive rate. When the traffic is
high it minimizes the threshold. The method attained a higher rate and security level.
Traffic analysis, on the other hand, should reduce the amount of time spent.

Low-power wide-area networks, according to Torres et al. [13], can detect attacks
in IoT applications. To verify the results Narrow Band –Internet of Things (NB-IoT)
and Long Range(LoRa) are used. The bandwidth, cost, and efficiency are higher when
compared with the previous method. However, limited databases are used.

Wazirali et al. [14] have proposed a hyperparameter based on a k-nearest neighbor
(KNN) algorithm that employs an Intrusion detection system. It determines the sturdy
nature of the algorithm. The algorithm identifies the different types of attacks. The
distance is calculated from each data. From every point, the data are identified. The
hyperparameter identifies the attack and rectifies it. It performs the accuracy of distance
functions, parameters, weight. However, the performance is improved by alternating the
size of the records.

Ravi et al. [15] have analyzed a novel learning-driven detection mitigation (LDDM)
algorithm in DDoS attacks. The algorithm is used to detect the efficiency of the two
critical parameters used. It increases the throughput solutions up to 21%. The method
guards against DDoS attacks conducted on IoT applications. However, the changes must
be implemented in one-stop security solutions for all violations.

Li et al. [18] have described the Real-Time Edge Detection Scheme for Sybil on
the Internet of Vehicles (IoV). In real-time, the messages are enclosed as packages. To
track vehicles, the user messages are collected from the extricated messages. The two
features are identified clearly in the attack. The number of vehicles can be recognized
by entropy-based to detect suitable id. The detected technique is perspective and fast.
However, difficult to analyze the large scale dataset.

To detect and mitigate the attacks Yin et al. [19] have proposed a software-defined
Internet of things (SD-IoT). The data layer of IoT are routers, base stations, two-layer, etc.
It analyses and controls directly the IoT devices from the terminals. The similarities in
the vectors and threshold are based on the frame of this method. It improves the exposure
in the IoT. Furthermore, an efficient algorithm can be used for the investigation purpose.

Baig et al. [22] have presented a dependence estimator-based scheme to detect DDoS
attacks. Here, volume, features are techniques followed to analyze the traffic.The traffic
volume progressed and it makes large changes to attack. The sample of the data classifier
can be classified as a data classifier in features. The other dataset can be represented
as a tuple. The classification can be done by averaging the dependent technique. The
scalability and density of traffic are the cons of this technique. Thus, various mining
techniques can be improved by this method.

Lawal et al. [23] have demonstrated an Intrusion Detection System (IDS) to secure
a peculiar network in IoT. The classification problems can be solved by the intrusion
method. The concept is based on network or host level. The application is hosted in a
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node or system. The network traffic can be identified by this method. The clusters are
grouped to monitor the reports from nodes. The performance of this method is the low
positive rate and high accuracy. There are no steps to reduce the attack.

Alamri et al. [26] have proposed an Extreme Gradient Boosting (XGBoost) Algo-
rithm. To reduce the packets bandwidth profile is used to detect the attack. The traffic
attack is determined by the threshold value of the SDN. It controls the internet proto-
col from the average parameters. The counters are calculated and are stored as tables.
The threshold values are evaluated. The performance is improved in a software-defined
context. Further, the SDN is approached in a multi-controller.

3 System Model

The most challenging issue in IoT nodes is Distibuter Denial of Service (DDoS) and
several work have been carried out to detect as well as to enhance the performance [28].
However, there still exist some gaps and our proposed approach is conducted to detect
the DDoS in IoT nodes with the adoption of DNN based CSA approach. The DNN
exploits only little resources for the detection of DDoS attacks. The steps involved in
this process are enlisted below,

a. Estimation of network traffic intensity in the IoT nodes
b. Collection of similar parameters for the detection of DDoS with the aid of

unsupervised DNN.
c. Categorizing the traffic flow as common traffic and incoming network traffic.

TheDDoS can affect the IoT networks by forwarding affected data or flooding it with
amaximumnumber of network packets. TheDDoS is of two kinds: Direct andReflected.
If the targeted node is flooded with numerous data requests by the host represents, the
direct attack and in the latter one, the host manages another set of hosts known as
reflectors. With the hidden IP address, the host sends more multimedia data. The IoT
nodes can be easily affected by both types of attacks.

3.1 Performance Improvement by Feature Extraction

The feature selection is based on three types: (i) Wrapper method, in which the feature
subsets are selected based on the predefined values by the machine learning approach.
This estimation criterion depends on the classification performances. (ii) Embeddded
method which is based on the selection of features by providing training to machine
learning method and known as an embedded method. (iii) This methos is based on
filtering the features based on the common attributes. With the statistical approach, the
ranking of the features is made and then selects the features with the highest ranking.

Besides, the network flow can be estimated by gathering the sequence of the data
between the source and destination IoT nodes. The network flow can be detected with
the parameters such as Port address of source and destination, IP address of source and
destination, and protocol. To find the attack, the transmitted packets are classified and
investigated. This ensures an optimal solution to the network. The steps involved in
Correlation Based Feature (CBF) selection in DNN are listed below,
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a. To find the subset of redundant features, the Pearson coefficient is evaluated for all
features from the dataset.

PC(i, j) = Cov(A, B)
√

SD2(A)SD2(B)
(1)

The covariance of respective features A and B are denoted as Cov (Covariance) and
the evaluation of standard deviation is made for the selected features and is represented
by Standard Diviation (SD). The redundant features are obtained.

b. Estimating the correlation for many features and choosing similar features to form a
new dataset. The high relevant features are designed using the outcomes acquired by
the above process.

3.2 Traffic Analyzer Module Based DDoS Detection

The malicious traffic is merged along with the metrics such as throughput, generalized
entropy, bandwidth, traffic flow, projected entropy, deviation and generalized divergence
information in this module [29]. Figure 1 illustrates the semi-centralized architecture
of the traffic analyzer system. This is to maintain the involvement of locally generated
Integrated Passive Device Systems (IPDS) [23] for the local routers. The detection
of spoof-based attacks when the flooding of collaborates can be performed using the
proposed approach. The components used in the traffic analyzer to mitigate the attacks
when there is a collaboration to involve four components.

To analyze the traffic abnormalities, the threshold values are forwarded to each IoT
node in the network by the bandwidth monitor. On the other hand, the abnormalities are
monitored with the aid of a timer, admission controller, and bandwidth monitor by the
collaborated reduction manager.

The profile such as IP address, timer value, Mac address, location address and details
of allotted bandwidth of the IoT nodes are maintained in the global IPDS. Meanwhile,
local profiles are sustained at local IPDS. The data transmission between each IoT node is
also stored in it along with the timer value, port number, and network flow. The proposed
work focused to consider the following entropy metrics such as throughput, allocation
of bandwidth, the flow of traffic, generalized information divergence (GID), deviation
of bandwidth, projected entropy, and generalized entropy.

Throughput. All the IoT nodes in the network system ensure a minimum throughput
of δ within the system. It can be formulated as,

∑

m∈M

gm ≤ δ (2)

However, the throughput also depends on the allotted bandwidth for each IoT node.
Thus, the allocation of bandwidth by the bandwidth allocation protocol is also deemed as
the pivotal factor in the accomplishment of required throughput. Here, gm is the fraction
of the allotted bandwidth for each IoT node in the network.
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Fig. 1. Framework of the traffic analyzer

Allocation of Bandwidth. The total bandwidth allotted by the bandwidth allocation
protocol in the network system can be given as G and the bandwidth allotted for each
newly joined IoT node in the network can be estimated as,

Gr = G − Gmb (3)

Here, G represents the total bandwidth of the IoT network, the bandwidth that is given
for the global and local IPDS is indicated as Gmb. Then, the limited bandwidth can be
expressed as,

gm ≤ Gr/M (4)

Flow of Traffic. The overall communication that has been performed in the entire IoT
system can be defined by this metric. However, the consolidated flow of traffic in global
IPDS can be expressed as,

h(Fn) =
i∑

n=1

hout(Dn) (5)

The sum of Dn provides the entire traffic flow in the confined IPDS. To transmit data
from one IoT node to other local IPDS has been exploited as mentioned earlier. Then,
the overall traffic flow in the local IPDS can be determined as,

h(Dn) =
∑

m∈M

hin(m) +
∑

m∈M

hout(m) (6)
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Here, hin(m) and hout are the incoming and outgoing traffic of the user IoT nodes
correspondingly. Then, the total traffic of the user can be represented as,

h(m) =
i∑

e=1

he(m) +
i∑

k=1

hk(m) (7)

The traffic flow of the user can be controlled, measured and indicated as he(m).
Moreover, the traffic flow from individual IoT node and the user node can be denoted
as hk(m). Meanwhile, the measure of the traffic control over the user IoT node can be
evaluated as,

he(m) = hein(m) + heout(m) (8)

The control flow of incoming and outgoing IoT users can be represented as hein(m)

and heout(m) correspondingly. The velocity can be determined as,

hk(m) = hkin(m) + hkout(m) (9)

The incoming and outgoing data traffic flow at the user IoT node can be indicated as
hkin(m) and hkout(m) respectively.

Generalized Information Divergence (GID). The GID can be formulated by deeming
two various probabilities such as S = (s1, s2, . . . , sn) and T = (t1, t2, . . . , tn) which is
given below,

Lη(S‖T ) = 1

1 − η
log2

(
M∑

i=1

sη
i t1−η

i

)

, here η ≥ 0 (10)

Deviation of Bandwidth. It can be defined as,

Dv(gm, gm′) ≤ W (11)

The IoT nodes in the network system must use the allocated bandwidth gm only. If
it fails, then the deviated bandwidth is denoted as gm′ . If the deviation exceeds the value
of W , i.e., 0.1, then the network will automatically deny the IoT nodes.

Projected Entropy. Based on the stochastic processes, the entropy of two random
processes are similar and can be denoted as E(a). It can be formulated as,

E(a) = lim
m→∞

1

m
E(a1, a2, . . . , am) (12)

The flow can be considered an attack flow when the threshold value is higher or the
same i.e., E(a) ≤ Th as the entropy value. Then, the proposed system will discard the
IoT node. Th denotes the threshold value.
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Fig. 2. Overall architecture of proposed DNN-CSA approach

3.3 Crystal Optimized Deep Neural Network

The steps involved in the detection of DDoS in the IoT nodes using the DNN are (i) gath-
ering the network traffic, (ii) pre-processing stage, (iii) detection of the DDoS module.
Overall architecture of the proposed work is illustrated in Fig. 2.

Gathering Network Traffic. Sniffer tools are utilized to gather the network traffic
details in the IoT node in which the attack is made by the attackers. The tool is installed
at the edge of the victim network. This usually gathers the incoming network packets
by the routers of the attacked IoT node.

Pre-processing Stage. The collected features of DDoS attacks are preprocessed for
normalization purposes. For the pre-processing, the min-max approach is utilized which
falls under the range of 0 to 1.

zm = z − min(z)

max(z) − min(z)
(13)

The relevant features are determined as zm the value that is relevant to the normal-
ization in the time window is determined as z. For the detection of DDoS, the precise
parameters are selected by the modules.

Detection of DDoS. This step usually categorizes the incoming network traffics of the
IoT node that is attacked by the attackers. It employs three processes which are listed
below.
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The DNN classifies the network traffic as normal and DDoS attack. Further, for the
optimization output, the Multilayer perceptron (MLP) [24] is exploited. MLP is nothing
but DNN with hidden layers known as neurons used for the synapses and estimation
with the combination of weighted arcs. The activation parameter of the MLP is deemed
as a non-linear function and the hidden layer inputs can be estimated as,

Bi = h(ωi) (14)

ωi =
∑

ϑijBi + γi (15)

Theweighted linear sumof the outcome is represented asωi, the amplitude from i and
j is expressed as ϑij, and the bias among the IoT nodes is given as γi. The classification of
DDoS from the other traffics required a single hidden layer and thus MLP utilizes only
a hidden layer. Meanwhile, if multiple hidden layers are utilized means it will result in
overfitting errors and thus mitigates the detection accuracy.

Apparently, the DNN is learned by using a back propagation learning algorithm
which can be used to estimate the computation swiftly and effectively with simple steps.
This is due to the fact that the utilization of stochastic gradient descent method. The
activation of MLP can be performed with the aid of a standard logistic function. This
can be used to adopt the K number of classes. The standard logistic function can be
defined by labeling the training sets. Let us consider the labeling to be a(i) and b(i) and
can be indicated as

Fϕ(a) = 1

1 + e(−ϕT a)
(16)

Hereϕ is used to reduce the cost function.Most probably, the standard logic function [27]
incorporated with cross-entropy mitigates the cost and achieves a better cost function
for the DDoS classification in IoT networks. Further, to improve the classification and
mitigation of DDoS in the IoT network, CSA is adopted. This effectively chooses the
features from the traffic flow datasets and classifies them accordingly without falling for
local optima. The following section explains the CSA in a wider manner.

Crystal Search Algorithm (CSA)
To enhance the classification with the circumvention of overfitting and cost issues, the
CSA algorithm is adopted [29]. This relies on the framework of solid crystalline that
contains atoms, molecules, or ions. The formation of crystal is made with the repeated
organized above said components. Meanwhile, the diverse and isotropic characteristics
of the crystal are at maximum. The lattice denotes the predetermined spaces and does not
mean for the identification of the position of the atom i.e., detection of DDoS attacked
IoT node. However, for the identification of position a concept called basis is used
incorporated with lattice point. Hence, the crystals are formulated with two components
such as lattice and basis.

The configuration of the atoms is represented by basis and the framework of various
geometrical structures is determined as Lattice. According to the Bravais model [26],
the lattice can be numerically determined. Prior to this, the periodic crystal structure is
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determined as vector form as shown below,

V =
∑

risi (17)

The principal crystallographic directions can be determined as the shortest vector
si. The integer is denoted as ri; i is the total number of corners in the crystals like the
neighboring IoT nodes in the entire network system.

Numerical Expression. To analyze the optimized detection of DDoS, the solutions
are considered in the lattice space of the single crystal. The total number of crystals is
estimated for the purpose of iterations.

C =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

C1

C2
...

C3
...

Cn

⎤
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⎦
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⎡
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2
...

...
...

...
...

...

m1
i m2
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i
...

...
...

...
...

...

m1
n m2

n . . . mj
n . . . md

n

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

,

{
i = 1, 2, ...., n
j = 1, 2, ...., d

(18)

The number of IoT nodes can be indicated as n i.e., a number of crystals. The
dimensionality of the issue is denoted as d. For simplicity, the IoT nodes are distributed
randomly in the network that can be represented as,

mj
i(0) = mj

i,min + ψ
(

mj
i,max − mj

i,min

)
,

{
i = 1, 2, . . . , n
j = 1, 2, . . . , d

(19)

The initial position of IoT nodes in the network is shown as mj
i(0). The minimum

and maximized values are defined as mj
i,min and mj

i,max respectively. This is the value
obtained for the ith candidate solution at jth decision variable. ψ is the arbitrary value
which comes under the range of 0 to 1.

The nodes that are located at the corner are considered as the base nodes CB. This
relies on randomly generated initial crystals. The detection of IoT node in the network
can be analyzed and updated by using the lattice principle and are illustrated in four
steps,

Simple Cubicle

CNew = Cold + rCB (20)

Cubicle Along with the Best Nodes

CNew = Cold + r1CB + r2CO (21)

Cubicle with Respect to the Mean Nodes

CNew = Cold + r1CB + r2MC (22)
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Cubicle with Respect to the Best and Mean Nodes

CNew = Cold + r1CB + r2MC + r3CO (23)

CO is the node with the best configuration mean value of the randomly selected IoT
nodes is indicated as MC . The updated position is represented as CNew. The location
before the upgrading is denoted as Cold . . The random values are r1, r2 and r3. For the
exploration and exploitation estimation, we have used equations from (20) to (23). The
algorithm used for the enhancement of DDoS detection in IoT nodes is illustrated in
algorithm 1.

Algorithm 1:DNN based Crystal Search Algorithm 

Set the initial location of j
im

Evaluate the fitness value for each IoT node 

When (t<terminating condition) 

For i=I: number of initial IoT nodes 

Produce BC

Create a new location using eqn. (21) 

Create  OC

Create a new location using eqn. (22) 

Create CM

Create a new location using eqn. (23) 

Create a new location using eqn. (24) 

If any IoT nodes violate the constraints scenarios then control the boundaries of the location to avert it 

End if 

Estimate the fitness values for the generated new located nodes 

The DDoS is detected after analyzing the nodes 

End for 

End when 

Return the result 

End  

The proposed DNN based CSA approach to detect the DDoS attack in the IoT
environment is explained in this section. The adoptedCSAwill enhance the classification
accuracy of the MLP based DNN method. This method effectively classifies the normal
and DDoS traffic and thereby helps to mitigate the DDoS traffic in the IoT network.

4 Experimental Results and Analysis

The efficiency of the proposed technique is evaluated in an IoT testbed and UNB-ISCX.
The IoT testbed dataset is formed using the following configurations. The IoT devices
are controlled using a Contiki open-source operating system and the cooja simulator is
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the one that is implemented in the Contiki OS. The Edimax EW-7416Apn is the access
point used for the testbed and different IoT sensors such as Raspberry Pi are also used
with a raspberry stretch OS. The proposed methodology is implemented in Matlab and
the simulations are conducted on an Intel® Core™ i7-1185G7 Processor with vPro. The
optimized parameter settings of the proposed model are presented in Table 1.

Table 1. Parameter settings of the proposed DNN-CSA approach

Parameter Description

Balance parameters (θ1 − θ4) 0.7,0.5,0.01, and 0.8

Number of hidden layers 5

Number of hidden neurons 175

Learning rate 0.02

Number of epochs 500

4.1 Dataset Description

UNB-ISCX dataset is the benchmark dataset which mainly consists of synthetically
recorded packet details acquired from 7 days [38, 39]. These details mainly imitate the
real-time network traffic and it is a labeled attack dataset. The total number of tuples
present in this dataset is 225, 745. The two classes of this dataset are normal and which
is used to test the efficiency of the proposed classifier with others. The dataset was
partitioned into two where 70% is used for training and the remaining 30% is used for
testing. The efficiency of the proposed classifier is mainly evaluated by comparing it
with different classifiers such as RNN [9], DSH-RL, LDDM [15] and KNN algorithm
[14].

4.2 Performance Metrics

The DDoS attack detection accuracy is measured via the following metrics:

Network Accuracy. It is mainly associated with the capability of the model to classify
the normal and abnormal attacks correctly.

Network_accuracy =
(

AA′ + JJ ′

AA′ + JJ ′ + JA′ + AJ ′

)
× 100 (24)

Precision. It represents the ability of the classifier to differentiate the normal samples
from the abnormal samples correctly.

Pr ecision =
(

AA′

AA′ + AJ ′

)
× 100 (25)
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Recall. It determines the model’s capacity to differentiate the abnormal attacks from
the normal ones.

Recall =
(

AA′

AA′ + JA′

)
× 100 (26)

F-measure. It mainly detects the model’s ability to predict the DDoS attack by taking
into account both the precision and recall.

F − Score = 2
1

Pr ecision × 1
Recall

(27)

In the above equations, AA′ represents the true positive, JJ ′ represents true negative,
JA′ represents false negative, and AJ’ represents false positive.

4.3 Experimental Results

The results of the proposedmethodology when compared to the existing techniques such
as RNN, KNN, and LDDM are presented in Tables 2, 3, 4 and 5 in terms of network
accuracy, precision, recall, and F-score respectively. The comparison is done with the
number of true positives to estimate the sensitivity of the classifier. The true positive rate
is mainly used to evaluate the DoS detection performance of the classifiers. The number
of attacks is increased to test the accuracy of the systems. The higher performance offered
by the proposed techniques is mainly due to the usage of the CRYSTAL algorithm for
parameter tuning.

Table 2. Test results for accuracy

Tp Accuracy

Proposed LDDM [15] RNN [9] KNN [14]

50 93.64845 93.40259 92.63341 91.44459

60 95.52087 94.7461 93.72315 93.23712

70 96.46863 95.3407 93.67522 92.2164

80 97.6153 96.46534 94.71338 94.3849

90 98.63136 97.44616 96.59809 95.48255

The detection response time is the time taken by the proposed model to detect the
attack and respond to it. This metric is evaluated using the testbed dataset via a back-
ground process. The background process mainly had a malicious IoT node generating
an increased number of UDP packets. The results demonstrate the minimal time taken
by the proposed approach to detect and respond to the attack with a varied UDP packet
count.
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Table 3. Test results for precision

Tp Precision

Proposed LDDM [15] RNN [9] KNN [14]

50 92.65845 91.41544 90.62744 89.28123

60 93.77847 93.08487 91.87761 90.42005

70 94.36319 93.46274 92.77468 91.49029

80 95.21276 94.15813 92.54428 91.31023

90 96.62384 95.75007 94.78902 93.82861

Table 4. Test results for Recall

Tp Recall

Proposed LDDM [15] RNN [9] KNN [14]

50 87.36456 86.71381 85.61267 84.40199

60 88.376 87.25288 85.64009 84.05751

70 89.09367 88.41491 88.19004 87.52577

80 90.8092 89.95438 88.84768 87.86042

90 91.82212 90.23145 89.74011 89.64176

Table 5. Test results for F-measure

Tp F-measure

Proposed LDDM [15] RNN [9] KNN [14]

50 89.93367 89.00258 88.04871 86.77307

60 90.99712 90.07457 88.64927 87.12277

70 91.65275 90.86878 90.42428 89.46413

80 92.95886 92.00826 90.65831 89.55211

90 94.1618 92.90888 92.19549 91.68741

4.4 Throughput

The throughput metric mainly identifies how much normal data packets reached the
IoT server in a certain time period. The throughput performance is analyzed under
attack using both the CRYSTAL algorithm optimized DNN and standard DNN. The
results obtained are shown in Table 6. The throughput is low for the DNN technique
when compared to the DNN-CSA technique. The throughput loss is mainly due to the
malicious IoT node which floods the IoT server with UDP packets which affect the
throughput of the normal packet in reaching the server.
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Table 6. Throughput results

Time (seconds) Throughput (pps)

DNN Proposed DNN-CSA

0 0 110

20 10 125

40 15 135

60 20 148

80 23 152

100 27 165

120 32 180

4.5 Average Throughput

It mainly measures how many normal packets have traveled the IoT server safely during
the DDoS attack. The Fig. 3 shows the results of the average throughput obtained when
compared to the existing techniques. Based on the results, it is confirm that the proposed
methodology offers a 28% improvement in terms of throughput when compared to the
existing techniques.

Techniques

Fig. 3. Average throughput results
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4.6 Energy Consumption

The average energy consumed by each IoT node is computed in Joules at the time of
simulation and the results are provided in Table 7. The time consumption is graphically
represented in Fig. 4 by comparing the proposed approach with different existing tech-
niques such as RNN [9], DSH-RL [8], and KNN algorithm [14]. Based on the results, it
is observed that the proposed methodology shows low energy consumption when com-
pared to the existing techniques. The energy consumption of the proposed DNN-CSA
algorithm is lower than the KNN, DSH-RL, and RNN algorithm.

Table 7. Comparative analysis using energy consumption

Time (Seconds) RNN [9] DSH-RL [8] KNN ALGORITHM [14] Proposed DNN-CSA

200 1 0.95 0.9 0.105

300 1.15 1.02 0.98 0.79

400 1.54 1.39 1.32 0.98

500 1.87 1.45 1.47 1

Fig. 4. Energy Consumption

4.7 Memory Utilization

Memory utilization is thememory utilized by the proposedmethodology to detect DDoS
attacks and it is usually measured on the size of the data traffic generated. The memory
utilization is statistically represented as follows:

Memory_utilization = Data_traffic × Memory_required (28)
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The memory consumption is mainly computed in terms ofMegabyte in the proposed
work. The memory utilization efficiency of the proposed technique is compared with the
existing techniques such as RNN, DSH-RL and KNN algorithms. The results obtained
are shown in Table 8. The data traffic size is varied from 100–1000 Mbps. The results
show that the proposed methodology utilizes less memory in detecting DDoS attacks
when compared to the existing techniques.

Table 8. Memory utilization results

Data traffic size (Mbps) Memory Utilization (MB)

RNN [9] DSH-RL [8] KNN ALGORITHM [14] Proposed

100 525 856 854 631

250 550 901 878 654

300 690 956 895 698

350 721 987 904 700

400 839 995 926 758

450 954 1012 936 800

500 1014 1245 968 950

750 1230 1366 1014 995

800 1324 1402 1139 1121

850 1358 1456 1205 1187

950 1456 1524 1301 1201

1000 1526 1589 1401 1310

5 Conclusion

An efficient DNN-CSA approach is provided in this paper for detecting DDoS in IoT.
The Crystal optimization approach is used to select the DNN parameters. For the experi-
ments, themaximum iterationwas set at 100, while the population sizewas set at ten. The
features are extracted using the wrapper method, embedded method, and filtering using
common attributes. Furthermore, by aggregating the sequence of data between the source
and destination IoT nodes, the network flow may be computed. The bandwidth monitor
sends the threshold values to each IoT node in the network to assess traffic abnormalities.
The abnormalities, on the other hand, are monitored by the collaborated reduction man-
ager using a timer, admission controller, and bandwidth monitor. Using the UNB-ISCX
and IoT testbed dataset, the efficiency of the proposed methodology is evaluated with
other techniques. The efficiency of the technique will be measured using several per-
formance indicators such as accuracy, F1-Score, recall, precision, energy consumption,
throughput, etc. For DDoS attack detection, the proposed DNN-CSA algorithm has a
detection accuracy, precision, recall, and F1-score of 98.6%, 96.6%, 91.8%, and 94.1%,
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respectively. The results show that the proposed methodology is efficient in attaining
higher throughput, energy consumption, and memory utilization.
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Abstract. Cloud computing is a striking expertise trend that provides Computing
assets as a service experiencing a revolution for the IT industry and academics
researchers. The potential of emergent cloud computing technology is efficiently
hooked by the primary requisite such as resource management. The furthermost
vital aspect of asset controlling techniques in Cloud environment depends on
scheduling and Load Balancing techniques. Load Balancing strategy is attracting
and generating considerable interest in order to utilize resources, thereby increas-
ing the enactment of the cloud datacenter. The energy consumption in the datacen-
ter is customarily due to improper utilization of resources in terms of overloading
the Servers or sometimes due to idle Servers. Load is flourishing in the recent era;
the Internet based Computing proposals shared resources such as hardware, soft-
ware, and information on the demand basis. Cloud Computing carry amendments,
and the revolution of the Information Technology industries emerged with its pop-
ularization and applications. Balancing is one of the best solutions for efficient
utilization of resources and is extensively considered to be the most important
method to decrease energy utilization. The prime aim of the exploration work is to
scrutinize various Load Balancing techniques and propose an energy-aware Load
Balancing strategy for ideal utilization of the assets in cloud Computing environ-
ment. The proposed Conservative Q-learning algorithm (CQA) for maintaining
efficient equilibriumbetween thework load among virtualmachines and optimally
lessens the energy ingesting through the Load Balancing algorithms proposed by
us.

Keywords: Cloud Computing · Load Balancing · CQA · Energy Efficiency ·
Cost

1 Introduction

Cloud Computing is a up-to-the-minute, leading-edge figuring model connected over
the Internet. It is flourishing in the recent era; the This proposals sharing the resources
such as hardware, software, and information on the basis of demand. Cloud Computing
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carry amendments, and the revolution of the Information Technology industries emerged
with its popularization and applications. The service vitality, suppleness, sturdiness and
bounciness managed by this scalable technologymake cloud computing an essential part
of giant business handling environments [1]. SaaS, IaaS and PaaS are provided to the
businesses through the Internet by Cloud Computing. Operative treatment of the cloud
environment is fundamental to get greatest guides out of it. Figure 1 illustrates the typical
cloud computing paradigm.CloudComputing is a virtualized image-based paradigm that
becomes prevalent for providing a lively infrastructure and remote distribution for many
applications. It is the Internet based Computing, that is fit for restructuring IT processes
and commercial centers.

1.1 Characteristics of Cloud Computing

Fig. 1. Cloud Computing Paradigm

The cloud features can be labeled as fundamental and as the common characteristics
of Cloud Computing, which differentiates from other Computing advancements.

1.2 Cloud Service Models

Cloud Computing provides various kinds of Services such as Software as a Service,
Platform as a Service and Infrastructure as a Service [2]. All three Service models are
used for abstracting the physical resources and offering these resources as services for
the cloud users.
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1.3 Load Balancing

It is the most common way of designating the load across the different virtual machines
in the data center. The work-load has to be allocated to the resources, so that each one
of them ought to have similar measure of load anytime. In the event that the load is
imbalanced, the performance of the framework will be definitely reduced. The system
should follow an efficient Load Balancing techniques to enable the promotion of the
availability of the assets and to upsurge the performance [3].

This technique in a cloud environment is a crucial issue for ensuring optimal utiliza-
tion of resources and fast processing time. The capability of each VM in the datacenter
is determined by the summation of expected Reckoning Time of autonomous jobs allo-
cated. Load Balancing works with resource usage which furnishes throughput with least
Response Time by sharing jobs. The foremost aim of this procedure is to further develop
execution by adjusting jobs among virtual machines.

Likewise, it accomplishes ideal asset use, expands reaction time, amplifies through-
put and stays away from over-burden. Different Load Balancing calculations are utilized
for various frameworks. The Load Balancing algorithms are specified in Fig. 2 based on
the following strategies:

Data policy. It indicates the data based on which workload has been assigned when it
is to be assigned, and where to be assigned.
Triggering policy. This policy determines the proper time period in which the balancing
operations can be done.
Resource policy. It categorizes the cloud resources according to availability.
Location policy. It finds an appropriate partner for a Server based on the resource type
policy.
Choice policy. It isolates a precise task, which can be migrated from over- loaded VM
to the idlest VM.

1.4 Classification of Load Balancing Techniques

There are two basic techniques in load balancing.

Static Method. It uses prior information of the features of the task, Computing assets,
and Networks. This technique does not rely upon the system’s current state. The balanc-
ing decisions are made at compile time. A Static Load Balancing algorithm designates
load among the virtual machines before the execution of an algorithm. Dynamic changes
of attributes as well as workload are unable to be overseen in a Static technique [4].

DynamicMethod. TheDynamicLoadBalancing algorithmdoesn’t record the previous
state behavior of the resources; it keeps track of only the present status behavior. It makes
changes to the workload among virtual machines during runtime. The Load Balancing
decision is made on the basis of current load information. In Dynamic Load Balancing
techniques, the Task Migration can happen assuming the task has been allocated to over
loaded VM [5].
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Fig. 2. Load Balancing Policies

1.5 Load Balancing Metrics

Load Balancing approach is the distribution of tasks assigned equal among the available
VMs. The qualitative metrics in a cloud environment are discussed as follows:

Scalability. Scalability is the ability to perform Load Balancing of the system with an
ample quantity of nodes or resources.

Response time. The minimum time taken for the response of the Load Balancing
algorithm. To increase the performance of the system, the response time should be
minimized.

Throughput. Through put is defined as the total number of tasks that has completed
execution. Higher throughput is required for better performance.

Fault Tolerance. The ability of a system which continues processing though there is a
failure on a specific processing unit in the system.

Migration time. The amount of time required for transferring the task from one VM to
the other. Performance will be better when migration time is lesser.

Resource utilization. The degree wherein the cloud resources are used, for better
performance, for which the maximum use of resources is required.

Overhead: The amount of overhead involved while executing the Load Balancing
algorithm. Less overhead means the algorithm is more efficient.

Performance. Performance is defined as the efficiency of a system. Performance has to
be more.

Make span. The maximum completion time of tasks that are allocated to the resources
is called Make span.
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1.6 Motivation

Cloud Computing can go about as an unavoidable and get through major advantage in
every task of resource concentrated applications like service provisioning, collaborative
strategies, operating design models and end-user high quality services.

Fig. 3. Optimization Measures for Energy Efficiency

The main motivation behind Cloud Services is to offer a fast and simple way of
access to the virtual machines and a vast effective circulative application. Due to a large
number of tasks submitted to the virtual machines in public cloud, Load Balancing is the
tasks among VM is a very important criterion for increasing performance and reducing
the power and cost consumption.

Figure 3 shows the different energy efficient strategies in cloud computing. The per-
formance is limited, when the virtual machines are overloaded and result in downtime
and outages, with a consequent drop in the system utilization in public cloud. Approx-
imately 80% of the energy consumption is due to the inefficient usage of computing
resources as well as the existence of idle servers in the datacenter that consumes up to
60% of the peak power. High energy consumption leads to increase in TCO and decrease
in Return on Investment.

1.7 Problem Statement

To investigate on available LoadBalancing techniques and propose energy efficient Load
Balancing algorithms for optimal utilization of virtual machines thereby optimizing
energy consumption, response time, make span and datacenter cost.
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1.8 Research Objectives

The prime goal of this research work is to enable an energy-aware Load Balancing
scheme for utilizing the cloud resources optimally and increases the performance of the
system. Thiswork aims to identify the research gaps and deduce efficient LoadBalancing
techniques based on nature-inspired optimization approach to solve the issues identified.
The objectives of the research work are:

• To identify the challenges of energy-efficiency and propose energy-aware Load
Balancing techniques to achieve balanced load among VMs, also to increase the
performance of the cloud data center.

• To propose an effective Load Balancing techniques based on conservative q-learning
approach to optimize energy consumption, makespan, response time and data center
cost.

2 Literature Review

The basic foundation for the research enrichment is based on the comprehensive lit-
erature survey and relevant investigation in the respective domain. It is predominantly
discussing several existing reviews of literature such as cloud Computing and virtualiza-
tion, Load Balancing in cloud environments, energy efficient optimization approaches,
performance modeling in cloud Computing based on queuing model, etc. This survey
principally focuses on the problem statement and the research The cloud definition,
characteristics of cloud, service and deployment models are all objectives. The current
research methodologies and their respective strengths are identified with their limita-
tions. The NIST has provided a structure for cloud Computing [6]. Shafiq DA et al. has
made an elegant presentation of the cloud Computing architecture, that has a datacenter
that stocks an enormous network of computers [7]. All kind of web administrations is
provided by the Central Repository known as the datacenter in the cloud. The organiza-
tion of computers are housed in the datacenter to support the requirements in SLA are
presented.

Alqahtani B et al. has represented a comparison of grid Computing and the cloud
Computing in diverse viewpoint with appropriate technologies [9]. The IaaS techniques
and tools used for provisioning in virtualized mode for the end users are presented.
Sohani M et al. have explained cloud Computing in a business perspective. The weak-
ness, opportunities, and strengths of the cloud are briefed, and stakeholders related issues
with recommended practitioners for operating andmanaging the services has focused on
market-situated resource oriented procedures that embrace the riskmanaging techniques
and service management approaches based on the client to help the SLA-based resource
allocation have elegantly presented the benefits and the opportunities of inter-cloud for
consumers. The scalable applications are provided and operated in different datacen-
ters on various geographical location also developed a tool called Cloud Sim tool for
simulating the performance measures in a cloud environment [10].
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3 Methodology

Conservative Q-learning Algorithm (CQA) is a meta-heuristic approach, inspired by the
metallurgical process, Annealing. The reenacted annealing process begins with an initial
and an upgraded solution. The procedure’s solution will be generated if the value of the
Fitness f(S*) is smaller than f(S).

Q̂π
CQL ← arg min

Q
max
μ(a|s)

(
Es∼data,a∼μ[Q(s, a)] − Es∼data[Q(s, a)])

︸ ︷︷ ︸
CQL regularizer

+ 1

2α
Es,a,s′∼data

[
r(s, a) + γEπ[Q(s′, a′)] − Q(s, a))2

]

︸ ︷︷ ︸

(1)

Equation (1) represents the formula of Conservative Q- Learning Algorithm, where,

– ‘s’ stands for State
– ‘a’ stands for Action
– ‘Q(s, a)’ stands for the Q-function under
– (state, action) pairs
– ‘E’ stands for Estimate Function

Fig. 4. Proposed System Architecture

The greater fitness value of S* is consideredwith the defined probability. This specific
approach empowers the looking through cycle to keep away from the trap in neighbor-
hood optima. Here f(S*) represents the fitness function of the neighbor solution, and
f(S) represents the fitness function of the current solution. Temperature Tm defines the
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control parameter. The balance state is accomplished in light of the progression of moves
and in view of the cooling rate; the temperature control not entirely set in stone.

Figure 4 shows the overall system architecture of proposed system. The control
parameter Tm influences the performances of the worldwide surfing. In the event that
the temperature gets more initial value, then the calculated annealing process gets a
greater chance. After the progression of a reduction in temperature, the CQA technique
will be ended, on a chance there are no upgrades. The chance of finding a solution for
worldwide is additionally restricted, assuming the initial temperature is low, and the
computation time will be limited [11].

4 Experiment Results

In this section, the different experiments are represented. The comparison of CQA with
Hybrid SVM is represented first. The experiment use four notable bench-mark optimiza-
tion functions to compare original CQA with SVM. We correlate the optimization of
correctness and the concurrence speed using tight iterations and community size. We
used fly size as 40 and the number of iterations as 90 in our experiment. The experimental
results are depicted in Table 1. The order of magnitude is better for CQA analyzed with
SVM for all the four functions. From Table 2, it can be seen that the nearer to the calcu-
lated value and the circulation frequency of CQA is lower than SVM. The SA approach
is utilized to find the best ideal arrangement in view of the energy and temperature. In
our proposed procedure, the eliminated task is thought of as a fly, which looks for the
reasonable VM in light of the multi-objective capacity. The fundamental requirements
are followed, for example, the heap of the virtual machine, subsequent to doling out the
undertaking ought not be more prominent than the upper limit worth to pick a reasonable
VM for the eliminated task.

Table 1. Comparison of CQA and SVM based on Optimization Functions

Optimization
Function

Method Worst Case Optimal Value Average
Value

Variance

f(x) CQA 9.294E−005 7.342E−005 8.258E−005 3.311E−001

SVM 1.201E−005 7.268E−006 8.402E−006 1.47E−005

f2(x) CQA 4.319E−005 3.589E−005 9.294E−00 9.294E−002

SVM 4.343E−005 3.551E−006 3.848E−006 9.294E−005

f3(x) CQA 4.311E−002 3.779E−002 4.109E−002 2.421E−005

SVM 1.339E−002 1.089E−002 1.399E−005 5.179E−007

f4(x) CQA 1.852E−002 1.389E−002 1.613E−002 1.191E−006

SVM 3.12E−003 1.275E−003 1.29E−003 7.512E−008

On the off chance that there is a more noteworthy number of the VM is accessible,
cutoff time limitation is thought of. The cutoff time of the assignment is basic to move
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the undertaking from weighty stacked VM to low stacked VM. In the event that the
cutoff time of the eliminated task is high, the VM having at least higher cutoff time task
is chosen. On the off chance that the cutoff time of the undertaking is medium, the VM
having fewer higher and medium cutoff time task is chosen. The VM gathering depends
on the ongoing burden LVM(t) of the virtual machine. We take two kinds of groups
like overloaded VM group and underloaded VM group. The task that’s overloaded is
removed from the overloaded group and allocated to the underloaded group on the basis
of objective function. The process of removing the task from overloaded set is continued,
till the underloaded is ϕ. This work centers around Load Balancing as well as distillates
on saving the energy consumed in the datacenter to lessen cost. The extreme course of
energy preservation depends onmaking the virtualmachines toON andOFF state, which
isn’t being used [12]. It distinguishes the Material virtual machines in the datacenter,
which is underutilized and significantly having an impact on the state from dynamic to
rest.

Table 2. Comparison of Energy Consumption of Various Load Balancing Algorithms

No of Tasks CQA SVM PSO

100 1.13 1.17 1.78

200 1.20 1.28 3.12

300 2.01 2.21 4.34

400 3.08 3.20 7.21

Fig. 5. Response Time Before and After Load Balancing
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Figure 5 shows the response time of proposed techniques. Figure 6 shows the energy
consumption of proposed technique. The proposed approach centers around Load Bal-
ancing issues as well as lessens the energy and datacenter cost is additionally stressed.
In view of the edge esteem, the responsibilities doled out to each VM are adjusted in the
datacenter alongside the dozing system to make the VM in a rest state, on the off chance
that there is no heap relegated to the virtual machine.

Fig. 6. Energy Consumption Before and After Load Balancing

In the event that the heap is more prominent than the lower edge esteem, that specific
VM is utilized to relegate the assignment which is taken out from the overloaded virtual
machine.

5 Conclusion

Cloud Computing enables sharing of computing assets progressively to an extensive
variety of clients. The responsibility on the cloud assets is increased massively towards
the new applications. To build the usage of the VM in the cloud server farm, an effective
Load Balancing strategy is dominatingly vital. Load Balancing is the core of the server
farm in cloud climate which makes every one of the virtual machines achieve similar
measure of responsibility and assists the virtual machines convey the administrations
with negligible time delay. So this proposed efficient Load Balancing CQA techniques in
cloud environment has been developed for maintaining an efficient equilibrium between
the workload among virtual machines and optimally lessens the energy ingesting. Our
proposed CQA algorithm is improved its performance in terms of energy consumption
by 37% than the existing PSO algorithm and 21% by SVM algorithm. As part of our
future work, it might be improved with other QOS factors, for example, versatility and
organization traffic data in a cloud environment. The organization traffic in the cloud
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likewise consumes a non-trivial measure of energy which builds the datacenter cost and
it should carry out the energy effective Load Balancing approaches in Fog Computing.
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Abstract. Sentiment Analysis is getting an area of implication of the researchers
in the business as well as in the research. To know about the opinions of human
beings through artificial machines have always been interesting thing to note and
that has been getting updated from all over the world as the time has passed by.
The research article presents an attribute selection mechanism by using enhanced
Cuckoo Search algorithmwhich is known asmeta-heuristic categorized algorithm.
A novel fitness function which has been designed and Neural Networks have been
used for the training and validation to get the proposed solution. The proposed
algorithm has also been compared to state art of the art techniques based on
quantitative parameters. Accuracy has been considered as a main objective. The
detailed result and analysis have shown that integration of neural network have
demonstrated distinguishing results in terms of performance parameters, namely,
precision, recall, f-measure, and accuracy of polarity classification.

Keywords: Artificial Neural Network · Cuckoo Search · Sentiment Analysis ·
Opinion Mining

1 Introduction

Messaging, social media connections, blogging, and tweeting are now the most popular
online activities. Twitter is one of themost famousmicroblogging platforms andmight be
regarded as one of the biggest user-generated data sites with a vast quantity of organised
and unstructured information [1]. According to the interests of the viewers, the uploaded
tweets might indicate their thoughts on various issues and their polarity regarding these
subjects.

Social media has evolved into a legitimate means of communication for individuals
to express their opinions and points of view on any topic [2]. Numerous studies must
investigate these consumer viewpoints. In addition, they depend on the comments offered
by diverse Internet users. This may greatly alter the product’s purchasing behavior. Con-
sequently, studying the views or feelings of the user arises as a crucial area of research.
Sentiment analysis (SA) is the study of recognizing and classifying the public’s views,
sentiments, emotions, and attitudes about any subject, person, or event. Additionally, the
view is classified as good, negative, or neutral.
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Sentiments and opinions are both very indispensable in almost every human behavior
and it is very major to provide effect on the manner of human. Human values and
explanation of facts and their actions depend on how someone explains and assess
the surrounding at some level of significance. While the individual needs to make a
conclusion, they always depend to a considerable level on other opinions for a person
or an organization. The fast growth in this field conflict with the social platform on the
internet, such as micro forums, forum discussions, reviews, Facebook, Twitter and social
networks, due to the extensive amount of personalized data recorded in digital form. So,
mining will be examined for the data and point out the consumer emotions, therefore
one of the prime tasks that has drawn the research circle attention from the last decade.
Judgement mining is to take out the information from different variety of text and mark
it as constructive, obstructive, or unbiased on the basis of its sentiment or polarity [1].

Opinion Mining (OM) is well known for vast in sequence on spiritual insertion.
SA is the study of the views of elements, conclusions, and subjectivity. The element
represents a person, occasion, or point. The basic work in information mining can be
arranged in two correspondingways: grouping, and the cluster. Sentimentmining is dealt
about investigate a person’s sensation, feelings, and way of thinking from a given bit of
text. “Mining is required to the use of NLP, computer linguistics and content analysis
to classify and get subjective knowledge in source materials”. Sentiment mining deals
with investigate and forecast the hidden details stored in the text [2]. Some samples of
sentiment mining are given below:

a) Subjective: This camera by Sony is “remarkable”. This explained sentence has a
sentiment and so, wind up that it is subjective.

b) Objective: I purchase this camera twelve months before. This sentence is indicating
the reality of past, and hence it is objective. The subjective text can be further classified
in below provided three separate categorizations based on the sentiments conveyed
in the text.
i. Constructive: I love to use this camera.
ii. Obstructive: The picture quality of the camera is bad.
iii. Unbiased: I usually take pictures in the noon.

1.1 Corpus-Based Approach

This method is implemented to address the challenges of context-specific orientations to
locate the opinion mining words present in the textual sample. This method works based
on the grammatical patterns that are a part of typical opinion words usually present in
the large textual samples [3].

The designed framework for the sentiment analysis is separated into two parts. The
first division is aimed to establish a proposed model and the second part comprises of
testing the performance of the designed model. The training of the corpus model has
been done by collecting data from various social sites such as Facebook, Instagram,
Twitter and getting characterized by them on the basis of positive or negative opinions.
The textual information is used as the sample is not always normalized. Therefore, it
requires a process of pre- processing in order to combine different forms and remove
unnecessary words from the main textual information (Fig. 1).
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Fig. 1. Adopted Corpus-based approach.

1.2 Machine Learning Utilization and Swarm Intelligence Approach

Imparting knowledge to a machine in order to get some tasks done is categorized under
machine learning (ML) and Swarm Intelligence (SI) is a branch of study under meta-
heuristic architecture system. SI has been observed mostly for the feature selection
approach in case of sentiment analysis or pattern analysis research works [4, 5]. In order
to enhance the prediction or the classification accuracy, the proposed work contributes
in the following manner.

The proposed work extends the usage of machine learning by applying novel feature
selection architecture inspired by Cuckoo-Search algorithm. In addition to this, natural
computing inspired enhanced GA has been used for the attribute set assortment mech-
anism. The paper is organized in the following manner. Section 2 describes the related
work whereas Sect. 3 describes the methodology. Section 4 describes the result and the
evaluated parameters whereas the paper is concluded in Sect. 5.
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2 Related Work

The work is dedicated to presenting the detailed literature analysis of the past research
work pertaining to the field of the text mining leading to the analysis of the opinions and
sentiments. The leading research work revolving around polarity classification based on
the improvement at different stages such as the text mining, feature extraction and selec-
tion using optimization approaches, and various methods employed for the improved
training and classification presented by the researchers are summarized below (Table 1).

Table 1. Related Work

Author Techniques Dataset Results

Pak, A et al.
(2010) [6]

SVM Twitter The accuracy using
bi-gram is approximately
equal to 68.18% and is
better as compared to
unigram and trigram
approaches

Glorot, X. et al.
(2011) [7]

Deep learning and SVM Amazon It was analyzed that
Stacked De-noising Auto
encoder provides better
results than SVM

Patil et al. (2015) [9] SVM & ANN Facebook Support Vector Machine
(SVM) gave better results
with text classification
than the artificial neural
network (ANN)

Sosa and P. M
(2017) [10]

CNN Twitter The average accuracy
obtained by using
LSTM-CNN is high about
75.2%

Wehrmann et al.
(2017) [11]

CNN Twitter The experiment was
carried out in 4 languages,
including English,
German, Portuguese, and
Spanish

Xia et al.
(2017) [1]

– ‘Twitter The performance as per
the accuracy of
classification and
computation efficiency
has been measured

(continued)
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Table 1. (continued)

Author Techniques Dataset Results

Pandey et al.
(2017) [5]

K-mean algorithm along
with Cuckoo search
technique

Twitter The comparison has been
performed with various
optimization techniques
such as PSO, DE, CS and
two n-gram schemes

Alarifi, A et al.
(2018) [17]

Swarm Intelligence Amazon The result shows the
maximum accuracy of
96.89%

Ali et al.
(2019) [2]

Deep Learning Twitter Proposed algorithm has
been compared with other
classification algorithms
namely, SVM and Naïve
Bayes that were utilized
previously on English
datasets

Chowdhury et al.
(2019) [20]

Support Vector Machine Movie reviews Using Support Vector
Machine algorithm, this
model achieves 88.90%
accuracy on the test set
and by using Long Short
Term Memory network,
the model manages to
achieve 82.42% accuracy.
Furthermore, a
comparison with some
other machine learning
approaches is presented
here

Jagdale et al.
(2019) [21]

Support Vector Machine
(SVM) & NB

Amazon In this work authors have
concluded that machine
learning techniques
provide best results to
classify the products
reviews. In case of camera
reviews, the obtained
accuracy by utilizing
Naïve Bayes and Support
Vector Machine (SVM)
was correspondingly
98.17% and 93.54%

(continued)
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Table 1. (continued)

Author Techniques Dataset Results

Kermani et al.
(2020) [22]

SVM and NB Twitter The experimental results
described that the
proposed work exhibited
higher accuracy as
compared to existing
approaches

Aljameel et al.
(2021) [23]

SVM, NB and KNN COVID-19 The experimental analysis
using SVM classifier
outperformed with a high
accuracy of 85%

3 Methodology

The proposed work is divided in two parts. The first part illustrates the training pattern
analysis about the data to be passed for the training and the second part explains the
training and the classification mechanism of the proposed work. The proposed work
utilized two algorithm enhancements namely from the natural computing block and from
themeta-heuristic block. The proposed algorithm views the training as a problem to train
the system with two things namely the attribute and the attribute set. The record of each
category with all the selected features are called the attribute set whereas one attribute
is termed as one feature of the data. The proposed algorithm uses Genetic Algorithm
(GA) for the selection of the attribute set whereas meta-heuristic inspired cuckoo search
(CS) algorithm for the attribute selection. The proposed algorithm enhances the Cuckoo-
Search by introducing a random placement scenario of the cuckoo egg to a random nest.
There are multiple datasets available for the processing of the proposed algorithm. This
research article uses two different datasets from the Kaggle repository entitled “Twitter
Sentiment Analysis”. The algorithmic description can be given by following pseudo
code.
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Pseudo Code∶ Process − Train and Classify
Inputs∶ Raw Data, Output∶ Classified data // The inputs to the system will be the raw 
data that is downloaded from the Kaggle repository. The output to this algorithm 
would be the classified data //

Extract data labels//The dataset comes along with two information a) The dataset 
itself and  b) the ground truth values or the labels of the category.  Ground truths 
are extracted here//     
GTclasses = Arrange data according to ground truth values//Arrange the data as 
per their ground truth values// 
//process of attribute selection starts here//  
Totaleggs =Raw Data.colos.count //Counting total number of attributes, each at-
tribute is considered as one egg//
Cuckoofitnessresults = [ ] // Initialize Cuckoo fitness results to be empty//  
For i = 1: TotalEggs //For each egg in egg list 

Cuckoonest = 3 // Taking 3 cuckoo nests for the placement
Cuckooresult = [ ]// initialize an empty array for the cuckoo judgement//
For j =1: CuckooNests

Eggnests.othereggs = Choose 3 random eggs// Generate a 3 egg vector, the 
purpose of the selection of the other eggs is to check the placement result 
of the egg to egg   nest and to check the possibility of egg to produce high-
er precision//    
Eggnest [1] = Totaleggsi 
Eggnest.Append (othereggs) 
Eggsentiment = Extract sentiments of Eggnest.Egg from GTclasses // Ex-
tracting the sentiments of each egg, obviously the sentiment of each egg 
would be same and hence these features will be labelled as nest 1 and they 
will check against 3 other nest values that belong to other GT class//
f1 = choose Random. Next Emotion (GT.values≠Eggsentiment) //Extract a 
sentiment that is not same as that of the current sentiment// 
choose 3 nest eggs similar to that of current egg
Egg nest2 = f1.egg.values //Extract the values of the eggs from the dataset//
Dataset temp = [Egg nest; Egg nest2] // Create a temp ground truth//
GroundTruth temp =[Egg sentiment; f1] // Create temp ground truth //
Train SVM (Dataset_temp, GroundTruth_temp)
Classify-semi.supervised // perfrorm semi-supervised classification //
Evaluate Classification Accuracy, Append to Cuckoo result

End for
Cuckoo fitness result.Append (Cuckoo result)

End for 2

β where β is the fitness threshold of the en-
hanced cuckoo search algorithm and is com-

puted by taking average of every computed cuckoo result in the given cuckoo bird 
egg list

Cuckoo result selected =[] // Create an empty list of selected attributes to be re-
placed by 0 and 1, 1 for the selected and 0 for non selected
For each entry in the Cuckoo fitness result

0 if Cuckoo fitness result.entry < β
1 Otherwise

End for
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The selected features have been passed to Genetic Algorithm containing the
following information architecture shown in Table 2.

Table 2. Parameters

Mutation Type Linear

Crossover Intermediate

Selection Function Selection Mu

Distribution Order Random

Fitness Binary

Selection type Polynomial

Selection Order Sigmoid

The GA is an additive tool in the MALAB simulation toolbox under optimizations
system architecture and hence the mentioned architecture got implemented with the
toolbox itself. Furthermore, the selected attributes along with the selected attribute set
of the respective classes have been passed to the training algorithmwhich is modelled by
the Neural Networks (NN). In order to train the system, the pseudo code illustrates the
considered measure of Feed forward Back Propagation Neural Networks (FFBPNN).

1. Initialize FFBPNN
2. Training. Data. Dataset = Selected. Data (Cuckoo + GA) // Pass data to Neural

Network with the selected data from Cuckoo Search and Genetic Algorithm//
3. Trainingmodel. name = Levenberg // Use Levenberg training model //
4. Trainingmodel. Maximum epochs = 500; // Total number of maximum simulation

epochs is set to be 500 //
5. Trainingmodel. validation = {t, γ, ϑ, μ} where μ is the gradient of Levenberg, ϑ is

the total epoch validation i.e. 500, t is the time and γ, is total number of neurons.
//For the proposed scenario, the total number of neurons is 20 //

6. Train. Neural (Training. Data. Dataset, GT. Selected) // Select the Ground Truths of
the selected data and train the system //

7. Validation. ratio= {70, 30} // 70% data has been considered for the training, and the
30% of this data is for the classification purpose//

8. Evaluate Classification Accuracy and other quantitative parameters
9. Return Classification Accuracy

The presentation of the projected algorithm is calculated on the basis of classification
required such as accuracy, precision, recall and F-measure illustrated in the next section.

4 Results

The evaluation of the results has been done on the basis of the overall number of records
which have been used for the evaluation in the proposed structure against each evaluated
parameter. The illustrations have been provided in Table 3.
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Table 3. Evaluation of Accuracy

Total Records Proposed Accuracy Accuracy [13] Accuracy [16] Accuracy [6]

200 97.3 92.11 92.651 91.887

500 97.3483693 92.1346737 92.7407692 91.9103755

1000 97.3792138 92.2102873 92.7499183 91.9399702

1200 97.381985 92.3017298 92.7740321 92.0006722

1500 97.4211679 92.3543487 92.7876649 92.0976585

1800 97.4584491 92.4337151 92.8736132 92.1379138

2000 97.514173 92.4907977 92.8843864 92.2108231

2300 97.568172 92.5260146 92.9654821 92.2851587

2500 97.6254371 92.5945519 93.0406489 92.3309656

2800 97.6925013 92.6853649 93.0625922 92.4107006

3000 97.7915751 92.7325452 93.097465 92.4596121

3500 97.8391496 92.7704718 93.1520847 92.4782373

4000 97.9038639 92.7872444 93.198813 92.5089543

Table 4. Evaluation of Precision

Total Records Precision Proposed Precision [13] Precision [16] Precision [6]

200 0.94212 0.925543 0.910023 0.902543

500 0.94303604 0.92628178 0.91058893 0.90346253

1000 0.94379396 0.92661981 0.91085775 0.90374232

1200 0.94384444 0.92673073 0.91117721 0.9039654

1500 0.94394423 0.92745656 0.91179825 0.90423615

1800 0.94449152 0.92833078 0.9121959 0.90488613

2000 0.94515285 0.92917118 0.91309 0.90584655

2300 0.94553129 0.92957045 0.91374497 0.90681526

2500 0.94604124 0.93016567 0.91441843 0.90691823

2800 0.94690475 0.93115537 0.91444391 0.90716737

3000 0.94762644 0.93207384 0.91445929 0.90789732

3500 0.94772726 0.93220691 0.91455104 0.90834037

4000 0.94840402 0.93301069 0.91553529 0.9086549

The evaluation of the proposed algorithm architecture depicts that it surpassed the
rest of the techniques provided in the related work section by a significant margin. The
effectiveness of the proposed algorithm can be viewed from Table 3 where the proposed
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Table 5. Evaluation of Recall

Total Records Recall Proposed Recall [13] Recall [16] Recall [6]

200 0.90334 0.90221 0.901467 0.90116

500 0.90430164 0.90290688 0.9022109 0.90181453

1000 0.90512993 0.90331453 0.90288987 0.90230943

1200 0.90611587 0.90422294 0.90346477 0.90252001

1500 0.90642841 0.90511261 0.90377749 0.90323761

1800 0.90715851 0.90563452 0.90475407 0.9037842

2000 0.90782391 0.90607414 0.90569003 0.90447854

2300 0.90816287 0.90614861 0.90637663 0.90462823

2500 0.90836067 0.90623392 0.90692768 0.90552006

2800 0.90934613 0.90665449 0.90727421 0.90606435

3000 0.90936748 0.90708652 0.90794843 0.90657618

3500 0.91036499 0.90773054 0.90846621 0.90715674

4000 0.91066157 0.9079608 0.90930244 0.9079792

accuracy lies between the 97% bar whereas the accuracies of other algorithms are behind
by 5–7%. In order to bemore precise on the evaluated parameters, the proposed algorithm
is also compared on other quantitative parameters mentioned in Table 4 and 5. Two set
of parameters namely the precision and recall have been evaluated for a maximum of
4000 records and the f-measure has been calculated by utilizing precision and recall.
The f-measure is represented as in Fig. 2.

Fig. 2. F-measure of proposed algorithm vs. other state of art techniques.
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The maximum F-measure is noted to be 0.9278 for the proposed algorithm at 3500
records and the trend of observations has been found to be same for each algorithm. The
maximum accuracy attained by the proposed algorithm is 97.88% whereas the other
algorithms have been in the range of 90–94% only.

5 Conclusion

This paper illustrates a new meta-heuristic behavior of CS algorithm for the assortment
of the attributes required from the given dataset. The proposed algorithm introduced a
new fitness behavior and nest placement architecture compared to the traditional cuckoo
search algorithm. The selected attribute set has been passed to Genetic Algorithm for
the attribute set selection. The selected attributes are further passed to Levenberg based
Feed Forward Back Propagation Training Algorithm. The training has been kept semi-
supervised and hence 30% data has been kept as the data and the rest of that data
has been kept as the classification data. The maximum classification accuracy of the
proposed algorithm has been evaluated as 97.88% for 3500 data records. The proposed
algorithm has opened wide gates for the future researchers. The hybridization of the
meta-heuristics could be an alternative to replace the current solution. Furthermore,
future studies will investigate the possibility of improving accuracy by incorporating a
feature selection approach and using other optimization technique variations. In addition,
there is room for improvement in dealing with sarcastic and ironic tweets. In addition,
domain-specific ontologies and contextual data at the keyword and post levels may be
utilized for classifying tweets. Future research may involve including “neutral” tweets in
the suggested approach bymodifying the feature extraction and classification procedures
to effectively identify these tweets. A multi-objective categorization model is paired
with an efficient feature selection strategy to improve the precision of Twitter sentiment
assessment.
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Abstract. In many new implementations that needs data storage and exchange
(such as cloud storage services), the notion of Functional Encryption (FE) was
initiated to label the defects of Public-key Encryption (PKE). One of the biggest
issueswithmost FE charts is performance, as they are calculated on very expensive
pairs of two lines. The general acquired solution to this issue is to load a massive
load on a strong third party and let the client to do the simple calculations.However,
it is unrealistic to accept that a mediator provides a free service. According to
our perception, FE plans using External Decryption Scheme (FEOD) will not
terminate the payment process between the user and the third party only if both
are untrusted. In this article, the proposed method is to design a FE with Payable
OutsourcedDecryption (FEPOD) in the treaty. The payment according to FEPOD
method is made by a blockchain based cryptocurrency. This allows users to pay a
mediator when the allocated decoding is successfully completed. After defining
the paradoxical model of the FEPOD design, the asymmetric structure of the
FEPOD design is introduced. It also measures the overall performance of the
proposal by executing a specific FEPOD scheme on the blockchain policy.

Keywords: Cloud Storage · Blockchain · Outsourced Decryption · Functional
Encryption

1 Introduction

In cloud storage scenario where all data is encoded using an encryption apparatus such as
Functional Encryption (FE) and saved in an encrypted format to preserve the data (Data
reliability and seclusion). Cloud storage permits you to save information and documents
in an off-website area that you access either through the public web or a committed
private organization association. Information that you move off-site for capacity turns
into the duty of an outsider cloud supplier. The supplier has, gets, oversees, and keeps up
with the workers and related foundation and guarantees you approach the information
at whatever point you need it.

Cloud storage conveys a savvy, versatile option in contrast to putting away docu-
ments on-premises hard drives or capacity organizations. PC hard drives can just store
a limited measure of information. At the point when clients run out of capacity, they
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need to move documents to an outer stockpiling gadget. Generally, associations fabri-
cated and kept up with capacity region organizations (SAN) to document information
and records. SAN is costly to keep up with, nonetheless, because put away information
develops, organizations need to put resources into adding workers and framework to
oblige expanded interest.

Cloud storage administrations give versatility, which implies you can scale limit
as your information volumes increment or dial down limit if fundamental. By putting
away information in a cloud, your association save by paying for capacity innovation
and limit as a help, as opposed to putting resources into the capital expenses of building
and keeping up with in-house stock piling organizations. You pay for just precisely
the limit you use. While your expenses may increment over the long haul to represent
higher information volumes, you do not need to overprovision stock piling networks
fully expecting expanded information volume.

Blockchain is an arrangement of recording data such that makes it troublesome or
difficult to change, hack, or cheat the framework. A Blockchain is basically an advanced
record of exchanges that is copied and appropriated across the whole organization of
PC frameworks on the blockchain. Each square in the chain contains various exchanges,
and each time another exchange happens on the blockchain, a record of that exchange
is added to each member’s record. The decentralized data set oversaw by numerous
members is known as Distributed Ledger Technology (DLT). Blockchain is a kind of
DLT wherein exchanges are recorded with an unchanging cryptographic mark called a
hash.

For example, let us say Alice, the privileged client of a cloud depository app, is
using a tool with limited resources. Alice wants to approach encoded data saved in
the cloud, but it is inadequate to execute many calculations (such as double editing) to
decrypt it. A direct solution to this problem is Identity-Based Encryption (IBE) using
External Encryption or Attribute-Based Encoding (ABE) using allocated Decoding.
This, for example, allows users (like Alice) to outsourcemost of their IT load to powerful
mediators for decryption without having to enter delicate data into the initial data. In
fact, third parties are reluctant to offer free services and expect others to pay for what
they have done. Alice can send a math problem to the car next to Bob. Bob manages
the network and promises to “pay a dollar as soon as he does the right calculations”.
Bob gets the information, computes it, and shares the outcome to Alice. For this reason,
there are two other things to consider. The first is a mechanism that allows Alice to see
Bob’s response before pushing it towards him. Second, a mechanism that alleviates Bobs
concerns that Alice is refusing the correct answer to avoid payment.

Inherently, these two issues can be easily resolved by having a believed agent (e.g.,
a bank) as a negotiator. However, this procedure is not sufficient for users who expect
privacy and make all transactions transparent to authorities. The new blockchain tech-
nology issues a disseminated, self-executing infusion for honest payments among Bob
and Alice. Blockchain-based operating systems can execute smart contracts among Bob
and Alice. Alice can publish paid allocating contracts on the blockchain to explain IT
outsourcing activities and reward rules. According to the smart contract, anyone who
finds the right solution can receive a predetermined reward. Basically, blockchains here
traditionally act as believed minor parties. Alice accumulates money on the blockchain,
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if and only if Bob can give the correct answer, the blockchain returns the money to
Bob. In order to participate in account obligations, Bob must deposit “money” on the
blockchain, and malicious actions are punished.

These blockchain-based solutions provide an accurate and efficient way to test Bob’s
solution without compromising the security of the cryptographic system. The traditional
outsourcing approach provided as a trapdoor (with password) with Alice (who has the
decryption key) can effectively confirm Bob’s answer [2, 3] etc. In principle, anyone
who can see Bob’s answer can recalculate Bob’s outsourcing. Unfortunately, it does
not work in a blockchain-based allocating surroundings. Public validation, on the other
hand, is inefficient because it requires recalculation, but for efficiency the validation cost
must be lower than the calculation. However, Alice is unreliable and may reject valid
assumptions, so she has no listener role to help decidewhether to continue or not. The fair
settlement protocol suggested by [4, 5] is different from that obtained in this article. A
blockchain-based fair settlement outsourcing service offers the possibility of integrating
the FEOD plans into the Bitcoin policy. The honest interchange deal is a fair exchange of
cryptocurrency payments for receipts. We provide solutions to your potential. Improves
the stability of stable configurations for both users and service providers.

In this paper, FEPOD method where cryptocurrency-based payments are made via
a blockchain development (e.g., a specific architecture must be implemented in most
FEODmethods). TheFEPODsystem should ensure the systematic and commonviability
of the results of external decryption operations. This means that everyone in the FEPOD
plan should be able to validate results based solely on the common instructions provided.

The rest of this paper is organized as follows. Section 2 outlines the definitions
and preliminaries suitable to this article. Section 3 describes the system architecture and
security model for functional encryption using the FEPOD decryptionmethod. Section 4
introduces the specific FEPOD project and its common architecture and shows how to
consolidate the FEPODproject into the blockchain. Section 5 simulates a typical FEPOD
design on a blockchain board and evaluates its execution. Eventually, this document is
summarized in Sect. 6.

1.1 Challenges and Contribution

A major provocation in establishing functional encoders using external decoders
(FEPOD) is to achieve efficient public validation of external decoder responses. Modern
functional encryption with outsourced decryption systems (FEODs) perform authentica-
tion (i.e., decryption) by a decryptable user. FEPODScheme is used to achieve consensus
among all blockchain nodes, validation should be based only on common information
with maximum efficiency.

Challenge 1: The first idea is a verifiable cryptocurrency protocol. This allows the
target recipient to prove that the explicit M decrypted ciphertext in the decryption key
satisfies the normally defined properties. FEPOD schemes typically generate ciphertexts
in the form of ciphertexts initiated by common key cryptography schemes such as the El
Gamal cryptography system. Alice can validate or invalidate that Whistle Bob’s result
can be encrypted with the DK decoded key, which can result in the loss of message M
without delicate instruction passing through a verifiable decoded protocol. This method
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appears to help gain public confidence in the FEPOD program. However, according
to our perception, commonly verifiable cryptographic deals work only with a limited
number of Public-Key Encryption (PKE) classes that correspond to private and not
public properties. Such as, the commonly verifiable decryption technique in assumes a
DecisionalCompositeResiduosity (DCR)basedon thePKE technique.Therefore, it does
not meet the requirements for creating a public FEPOD plan that can be implemented
in most FEOD plans.

Challenge 2: The Zero-Knowledge Contingent Payment (ZKCP) [6] could vend ver-
ifiable information in any form for bitcoin payments. This is because ZKCP is imple-
mented as concise mutual dispute (SNARGs) and can be run on SNARGs knowledge
edge. SNARG permits a suspicious minor party (such as Bob) to create account records
without secrets. This looks like a possible solution. To give Bob the ability to compute
a SNARG, Alice’s initiates two common keys: an account key along with a verification
key. Then Bob calculates the amount of the item (generated by the account key) and
Alice uses it based on the account’s public key to see the outcome. Anyone can use the
common key to verify Bob’s exit for a given item. At first glance, this FEPOD map gen-
eration method works. Unfortunately, implementing such an approach in a FEPOD plan
requires extensive computation, including list generation, which can be tedious if the
FEPOD plan is too convoluted. What is the most efficient way to ensure fair settlement
between vendor and client?

Possible Solution: We found that FE parameter validations could be generated more
efficiently without the use of ZK tests. The idea of validation is very difficult to adapt to
some nature of public procurement where validation keys are generated by computing
additional random keys. For more information, ask Alice to generate two public keys
[7]. One is the TK(TransportKey) region account key, and the other is the real-derived
VK (validation key). The TK key is the account decryption key that Alice uses to hide her
password. The validation key is linked to a validation key that other users use to validate
multiple chapters (i.e., randomness of VK validation key generation). The control button
is not released by Alice until Bob sends the exchange response. After a certain waiting
period, to deal with the situation where Alice does not want to pay Bob and Bob does
not release the order button after finding a solution, he sends the money directly to
Bob. Also, Bob can malfunction in the blockchain network and must deposit when
outsourcing. If an event occurs (e.g., if a participant does not necessarily adhere to the
protocol), depending on the protocol and the parties, Bob may mislay the installment
and rewards the proceedings on behalf of Alice, or else Alice may be confused.

In summary, following contributions are made in thin paper:

• Offers a functional outsourced decryption (FEPOD) concept where anyone can verify
the response to computational work outsourced by an untrusted third party instead of
processing payments through Blockchain based cryptocurrency.

• Define the safety model for the FEPOD project, provide the overall architecture, and
analyze the security.

Implement a specific FEPOD project for the public service sector through a
blockchain platform and assess its suitability and application.
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1.2 Related Works

Outsourcing Computation: Account allocating allows users to outsource their
extended accounts, including network operations, to third parties [8, 9]. These
approaches are often based on cryptographic principles such as digital signature schemes
[10, 11], Identity-Based Cryptography (IBE) [12] and Attribute-Based Encryption
(ABE) plans for performing heavy computational tasks on resource-constrained devices.
Currently, a major security issue with outsourced software is the verification of return
results from untrusted third parties, which are considered inaccurate responses. Based
on these observations, various account outsourcing schemes with validation functions
have been proposed to improve security or performance. Unfortunately, these existing
solutions do not work in the low-cost third-party cryptocurrency scenarios described in
this paper. These schemes do not allow for effective third-party authentication because
they obtain public authentication from a third-party running external account again.

Zero-Knowledge Contingent Payment: ZKCP allows merchants to vend any verifi-
able details for payment inBitcoin.However, if you sell services onbehalf of information,
ZKCP will not pay any appropriate fee. To overcome these limitations, ZKCP has been
expanded to include an unconditional payment service (ZKCSP) where sellers can sell
certain collateral to buyers. Unfortunately, de facto evidence for ZKCSP differentiation
(BISE) is inconclusive [13]. Short Non-Interactive Reasoning (SNARG) and SNARG
of knowledge aim to provide a well-ordered way to validate outsourced operations on
untrusted entities whose solutions are proposed in different configurations [14–16] The
assignee may have other entities, regardless of which private verifiable arithmetic regis-
ter the test is published. We need to be able to generate vkx verification keys so we can
get feedback from third parties. It also assigns arithmetic functions to third-party x items.
Check the answer. There are several publicly verifiable SNARGs [17, 18] etc. to ensure
that anyone receiving the results can verify them. Blockchain-based decryption can be
used to design payment mechanisms. However, when used in complex FE formulations,
its effectiveness is counterproductive due to the ZK antagonist formulation. This article
is looking for a solution to make fair payments without using ZK Proof.

2 Preliminaries

This part briefly describes the applicable symbols and denotations which are used in this
paper.

2.1 Blockchain and Smart Contracts

Splendid arrangements possibly founded on cryptographic types of cash [19] to engage
the denotation and implementation of concurrences on the blockchain, and Ethereum
[20] is the initial blockchain that maintains Turing-complete agreements. Quickly talk-
ing, a splendid understanding is a bit of program code managing over blockchain. The
implementation among program code is set off by events, e.g., the trades that are attached
to the blockchain, of which the precision is assured through the arrangement show of
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the blockchain. In an optimal manner, brilliant agreements can be viewed as being
executed by a confided in agreement PC that dependably adheres to every guidance.
Consequently, with the cryptographic money ability among blockchain, a keen agree-
ment above blockchain understands the implementation among mind boggling business
agreements including financial exchanges.

Ethereum has two kinds of records called remotely claimed records and agreement
reports. A remotely claimed report has an equilibrium noted above blockchain and is
related with an interesting common and personal key pair where the personal key is
utilized via proprietor to sign exchanges their record. An agreement account keeps
an equilibrium however is not related with any personal key, and it saves code of an
agreement to choose the progression of the ethers in the record.

An exchange in the Ethereum is a guidance developed and endorsed by a proprietor
of a remotely claimed report in a cryptographic manner. Every exchange is related with
two address fields to indicate the source and the collector. An agreement can be started
by submitting an exchange with the collector being a location of another agreement
report and information field setting the agreement code. An exchange is possibly uti-
lized as a note to summon a capacity in an agreement too, where the collector’s location
is the agreement account putting away the agreement code and the capacity to be sum-
moned alongside contentions in the information field of the exchange. The conduct of
an agreement is absolutely controlled by the execution of its code. A brief knowledge
about Ethereum blockchain smart contract vulnerabilities with day-to-day life examples
with preventive methods are identified. The Ethereum blockchain smart contract vul-
nerabilities have three important reasons and seventeen other reasons groups. Known
Security attacks and privacy issues of Blockchain named Double-Spending Attacks will
be prevented by making the invalidity of sender’s location for the transaction, Majority
OccupationAttacks, PrivacyDisclose can be prohibited by presenting various techniques
likeMixing, Fungibility. To avoid the computational overhead in the decryption process,
the outsourcing of resource utilization is avoided by Fair payment between the users is
introduced.

Table 1 describes the definitions of symbols and the functions. Policies can be
identities, public keys, attributes/access policies.

Table 1. Definitions of symbols

λ ∈ N: Security parameter Fλ: function space

parX: scheme X’s public parameter Mλ: message space

mskX: scheme X’s master private key Pλ: policy space

CTp: ciphertext for policy p p: policy

Skfid: id’s private key for function f f: function

tkfid: id’s transformation key for function f M: message

dkid: id’s decryption key id: user identity

CTid: transformed ciphertext for id ⊥: failure symbol
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2.2 Functional Encryption with Outsourced Decryption

Accompanied by documentations portrayed within Table 1, a FEOD conspire FEOD
comprises of an arrangement calculation FEOD. Setup

(
1λ

) → (parF ,mskF ), a key
generation calculation FEOD.

KeyGen(parF ,mskF , id , f ) → skfid , a transformation algorithm FEOD.

TranKG
(
parF , id , skfid

)
→

(
tkfid , dkid

)
, an encryption algorithm FEOD.

Encrypt(parF , p,M ) → CTp, a transformation algorithm FEOD.

Transform
(
parF , id , tkfif ,CTp

)
→ CTid/⊥, and a decryption algorithm FEOD.

Decrypt(parF , dkid ,CTid ) → M /⊥.
An FEOD plan FEOD is supposed to be accurate, signifies that for all safety param-

eters λ ∈ N, all functions f ∈ Fλ suit all plans p ∈ Pλ and all messages M ∈ Mλ,
if

(
parF ,mskF

) ← FEOD.Setup(1λ), skfid ← FEOD.KeyGen(parF ,mskF , id , f ),

(tkfid , dkid ) ← FEOD.TranKG
(
parF , id , skfid

)
,CTp ←

FEOD.Encrypt(parF , p,M ),CT id ← FEOD.Transform(parF , id , tkfid ,CTp), we have
FEOD.Decrypt

(
parF , dkid ,CTid

) = M .

3 Security and Framework Definitions

This portion defines the complex architecture and safety related to featured encoding
using FEPOD for blockchain networks.

Fig. 1. Architecture of the FEPOD Scheme over a blockchain.
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3.1 Overview

As in Fig. 1, FEPOD applications include blockchains, data holders, users (e.g., devices
with limited resources), clouds (e.g., powerful servers) and extractors. The data holder
(the data holder can also be the user if decryption is enabled) encrypts data items through
the Functional Encryption Program (FE) to ensure data security. Users can receive
encrypted key text messages from the cloud depending on their access rights. The cloud
stores data owner’s data items and enables users to perform large-scale calculations (if
needed). Miners are responsible for tracking and refining agreements on the blockchain.

Expect that a client, say Alice, who approaches a sum of ciphertexts put away above
cloud, plans to get the decoded of a ciphertext CT with the assistance of the cloud above
hefty calculation without bargaining the safety and protection of the first information.
Alice transfers the re-appropriating calculation function, as a savvy agreement, to the
blockchain along with two common keys. Alice likewise stores a certain measure of
digital forms of money to this brilliant agreement and indicates that “whoever posts the
right outcome can guarantee their ward (e.g., $1). Anyone can check the blockchain also,
discover the reevaluated calculation task. On the off chance that a cloud, say Bob, will
hold this errand, he stores some digital currencies to the shrewd agreement. Weave then,
at that point executes the calculation to deliver a changed ciphertext CTA, and presents
the changed ciphertext CTA to the savvy agreement. Alice can recover and decode the
changed ciphertext CTA utilizing her decoding key. From there on, Alice shows whether
the given changed ciphertext CTA is right as “1” or “0” and discharges the verification
regarding the rightness of the public keys also, the change result CTA with the end goal
that excavators can decide if Bob ought to be paid for his work. If Alice specifies “1”,
Bob will be returned his store and get the installment right away. If Alice designates “0”,
the excavator confirms the accuracy of the changed ciphertext CTA. On the off chance
that the change result CTA passes the check, the digger will play out the change to yield
the changed ciphertext CT

′
A. On the off chance that CT

′
A equivalents to CTA, the digger

yields �, implying that Bob will be rewarded, and Alice will reward more exchange
expenses (than that in an ordinary circumstance). Something else, the digger yields ⊥,
implying that Bob (instead of Alice) will mislay a piece of his store to reward for the
exchange charge also, Alice will be remitted her store. On the off chance that the change
resultCTA neglects to pass the confirmation, the excavator inspects the legitimacy of the
common keys. In the event that the common keys are not shaped well, digger yields “1”,
implying that Bob will be rewarded furthermore, gave back his store. Something else,
the digger yields “0”, implying that the exchange comes up short with no installment.

Note that if in a specific time-frame (e.g., 60 min), Alice does not transfer any
verification with respect to the accuracy of the outcomeCTA, the installment to Bob will
be continued of course.

Generally, the FEPOD plan includes configuration algorithm, PrivKG function key
generation algorithm, transport key creation algorithm TranKG, VeriKG authentica-
tion key creation algorithm, encryption algorithm, transformation algorithm, decryption
algorithm as given in the following:

i. Setup
(
1λ

) → (par,msk):Managed by the believedKeyGenerationCenter (KGC),
this algorithm uses input security parameters to extract public parameters andMSK
master keys.
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ii. PrivKG(par,msk, id, f ) → skfid : Considering the public boundary standard, the
expert personal key msk, a capacity f (i.e., a character, a bunch of properties, etc.)
for a client id as the insert, this calculation, execute by the KGC, yields a personal
capacity key skfid over the capacity f for client id .

iii. TranKG(par, id, skfid) → (tkfid, dkid): Considering the common boundary stan-

dard, a personal capacity key skfid for a client id with a capacity f as the info, this

calculation, execute via client id himself/herself, yields a common change key tkfid
and an unscrambling key dkid for the client id .

iv. VeriKG
(
par, id, tkfid

)
→

(
vkfid,wkid

)
: Considering the common boundary stan-

dard, a common change key tkfid for a client id with a capacity f as the information,
this calculation, run by the client id himself/herself, yields a common confirmation
key vkfid then an observer key wkid for the client id .

v. Encrypt(par, p,M) → CTp: Taking the common boundary standard, a strategy
p (i.e., a character, an entrance strategy, et al.) and a note M as the information,
this calculation, execute via information proprietor, yields a ciphertext CTp related
along with approach p.

vi. Transf orm(par, id, tkfid, vk
f
id,CTp) → CTid : Taking the public boundary stan-

dard, a change key tkfid and a confirmation key vkfid for a client id with a capacity
f and a ciphertext CTp over an approach p as a info, this calculation, execute via

cloud, yields a changed ciphertext CTid if the capacity f of change key tkfid suites
the arrangement p of the ciphertext CTp else a disappointment image ⊥.

vii. Decrypt(par, id, dkid,CTid) → M/ ⊥| “1/0”: Considering the common bound-
ary standard par, the unscrambling key dkid for a client id and a changed cipher-
text CTid as the information, this calculation, execute via client id himself/herself,
yields a plaintextM and remits the decoding result “1” or a disappointment image
⊥ and remits the decoding result “0”.

viii. Verify(par, id, tkfid, vk
f
id,wkid, “1/0”, CTid) → 1/0/⊥ : Considering the common

boundary standard, the common change key tkfid , the common check key vkfid , the
observer keywkid for a client id with a capacity f , the decoding result “1/0” and the
changed ciphertext CTid as the info, this calculation, run by the excavator, yields 1
if there should be an occurrence of installment affirmation (e.g., the decoding result
is “1”) or 0 demonstrating a fruitless exchange or else ⊥ for the occasions where
the cloud will reward for the exchange expense or else � for the occasions where
the client id will pay extra exchange charges.

Note that a FEPOD plot is right, implying that for all stable boundaries λ ∈ N,
all capacities f ∈ Fλ coordinating with all arrangements p ∈ Pλ and all mes-
sages M ∈ Mλ, if (par,msk) ← Setup(1λ), skfid ← PrivKG(par,msk, id , f ),

(tkfid , dkid ) ← TranKG(par, id , skfid ), (vkfid ,wkid ) ← VeriKG(par, id , tkfid ),

CTp ← Encrypt(par, p,M ), CTid ← Transform(par, id , tkfid , vk
f
id ,CTp). We have

Decrypt
(
parf , id , dkid ,CTid

) = M |“1”, and Verify(par, id , tkfid , vkfid ,wkid , “1”, CTid)
= 1.
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3.2 Adversarial Model

For functional encryption security by the FEPOD decoder, the following conditions are
expected to be met:

• Only super users can know the plaintext associated with the ciphertext.
• One should not make cloud payments without proper accounting for external

computing tasks.
• Users cannot withdraw payments after cloud maintenance. In other words, user get

the correct calculation results in the cloud.

Additionally, the cloud or its users must be “fined” for malicious actions that
cause miners to perform additional actions (i.e., they may be charged more for their
transactions).

The adversarial model assumes that the blockchain is based on trust and exposes the
entire internal state to the public. In particular, the blockchain can always store, calculate,
and use data correctly. In addition, KGC believes in the cloud, which is trusted and
untrusted, and can work with other malicious users (together with unauthorized clients)
to extract plaintext particulars frompasswords goal pass. In otherwords, everyone should
be able to perform any activity performed by the user. Thus, the user has access to the
private key, decryption key and control key of the user with the required functions.

4 Description of Protocol

This portion first shows a general architecture for programming applications using
FEPOD plan, after that it shows a typical FEPOD design. The following step shows
methods to combine the FEPOD design into blockchain.

4.1 Generic Construction

Assume,
FEOD = (FEOD.Setup,FEOD.KeyGen,FEOD.TranKG,FEOD.Encrpt,FEOD.

Transform,FEOD.Decrypt, specifies a FEOD. In this case, secret feature key is
reversible and is normal function programming.Architecture using anExternalDecoding
System (FEPOD), which consists of the below algorithms:

i. Setup: This algorithm implements the FEOD.Setup algorithm on a stable parameter
λ to create the common parameter par and the master personal key msk.

ii. PrivKG: This algorithm implements the FEOD.KeyGen algorithm on the user id of
function f (in function space F) uses the prescribed function f to generate the user
id ′s secret function key skfid .

iii. TranKG: This algorithm implements the FEOD.TranKG algorithm with skfid pri-

vate key user function key, which initiates a tkfid common transport key and a dkid
decryption key for the f function user key.
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iv. VeriKG: This algorithm randomly deploys a global tkfid switch and receives a tkfid
redistribute switch. Then run FEOD.TranKG algorithm on the tkfid over switch f for

the user id to initiate common verification key vkfid and the personal witness key
wkid with functional f for user id .

Note. Record to decrease the calculation elevates, the client can produce and save
numerous sets of change keys and confirmation keys by controlling TranKG and VeriKG
calculations disconnected. When we have a rethinking function, the client essentially
relates there thinking function with a picked set of modification key also, check key.

v. Encrypt: This encryption algorithm implements the FEOD.Encrypt algorithm on
a note M (in the note space Mλ) and a strategy p (in Pλ) to produce a ciphertext
CTp.

vi. Transf orm: This algorithm implements the FEOD.Transform algorithm above
change key tkfid and the check key vkfid over a capacity f of a client id , separately,
and the ciphertext CTp to create a changed ciphertext CTid = (CTtk ,CTvk).

vii. Decrypt: This algorithm implements the FEOD.Decrypt calculation on the decod-
ing key dkid of a client id and changed ciphertext CTid to recuperate the plaintext
M what’s more, decide the decoding result, “1/0”.

viii. Verif y:On the off chance that the unscrambling result is, “1”, this calculation yields
“1” straight forwardly. Something else, this calculation runs the FEOD.Decrypt

calculation on the observer keywkfid with a capacity f of a client id and the changed
ciphertext CTid to confirm the accuracy of the change. If the change is right, this
calculation runs the FEOD.Transform calculation to create a changed ciphertext
CT

′
id . If CT

′
id �= CTid , this calculation yields ⊥, and � something else. If the

change is not right, this calculation runs the FEOD.VeriKG calculation on the
observer key wkfid with a capacity f of a client id and the change key tkfid to check
the rightness of the public confirmation key. On the off chance that the check key
is not very much framed, this calculation yields 1, and 0 in any case.

For the rightness of the above conventional
development on a FEPOD plan FEPOD, we necessitate that the output
of FEOD.Decrypt(parf , id ,wkid ,FEOD.Transform(par, id , vkfid ,CTp)) equivalents

to the output of FEOD.Transform(par, id , tkfid ,CTp). That is, the condition

FEOD.Decrypt
(
parf , id ,wkid ,CTvk

)
= CTtk holds.

Hypothesis 1: Suppose the basic FEOD system FEOD is stable, and afterward the
given conventional FEPOD system FEPOD is safe.

Evidence: Besides, the Type One foe who needs to get to know the decoded of the
ciphertext, there are other two types of opponents in the show FEPOD: The Type-2
enemy who seeks to make “wrong change and affirmation keys” to proceed the check
and the Type-3 opponent who desires to give “fake changed ciphertexts” to proceed
the affirmation. The Type-1 foe possibly thwarted since the secret FEOD plan FEOD
is safe. The Type-2 foe is hindered clearly through the essential yield of every critical
confidential including the haphazardness (i.e., the onlooker key) of the check keys if
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essential. The Type-3 enemy is thwarted by re-attempting the execution when required.
Thus, the above shown FEPOD is safe.

4.2 Instantiation

The following proposes a FEPOD design derived from the full FEPOD structure based
on a concrete programming design (ABE). LetG be the set of initial sequences p. where
g ∈ G is the relevant generator and ê : G × G → G1is the 2-line map. Define the note
space asG1 and the attribute space as Zp. It is centred on the Rouselkis-Waters (CP-ABE)
ciphertext properties in and the outsourcing method. The design of the ABEPOD is:

• Setup:This algorithmaccepts safety parameterλ as input.Using theg ∈ G generator,
select a set of G from the first instruction and a 2-line map of ê : G × G → G1.
Also, u, h,w, v ∈ G, α ∈ Zp, public parameters par = (g,w, v, u, h, ê(g × g)

α
)

and primary private key msk = gα are chosen randomly.
• PrivKG: This algorithm accepts common parameter par, private master key msk

and client id with attribute set A = {A1, . . . ,Ak} with input. It randomly selects
r, r1, . . . , rk ∈ Zp and computes

sk1 = gα.wr, sk2 = gr, ski,3 = gri , ski,4 = (uAih)ri .v−r (1)

It returns the personal attribute-key skAid = (sk1, sk2,
{
ski,3, ski,4

}
i ∈ [1,k]) for client

id with attributes A.

• TranKG: This algorithm considers input as common parameter par, client id along
with the personal attributes key skAid in the set of attributes A (if it consists of
A1, . . . ,Ak ). To calculate

tk1 = skt01 , tk2 = skt02 , tki,3 = skt0i,3, tki,4 = skt0i,4 (2)

It returns the common transformation-key tkAid =
(
tk1, tk2,

{
tki,3, tki,4

}
i∈[1,k]

)

and the personal decoded-key dkid = t0 for the client id with attributes A.
• VeriKG: This algorithm grabs the common parameter par and a client id with a com-

mon transformation-key tkAid above an attribute setA (presume it containsA1, . . . ,Ak )
as the input. It erratically selects t1, r′, r′1, . . . r′k ∈ Zp, and computes

vk1 =
(
tk1.w

r′
)t1

, vk2 =
(
tk2.g

r′
)t1

, vki,3 =
(
tki,3.g

r′i
)t1

,

vki,4 = (tki,4.
(
uAih)r

′
i .v−r′

)t1 (3)

It outputs vkAid =
(
vk1, vk2,

{
vki,3, vki,4

}
i∈[1,k]

)
as a common verification-key,

and remains wkid = {
t1, r′, r′1, . . . r′k

}
as a personal verification-key for the client id

with an attribute set A.
Note. Record that the requirement on people in general change key tkfid is

vital. Something else, the ABEPOD system, ABEPOD would be helpless against
an assault as follows. The cloud can produce a changed ciphertext, it proceeds check
by registering C ′

0 = ê(gx, tk1), and C ′
1 = ê(gx, vk1), where x ∈ Zp.
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• Encrypt: This algorithm is used as input common parameter par, LSSS approach
system (M, ρ) and message M . Assuming M is an l × n matrix, we assign the rows
of matrixM to features and randomly choose the vector 	v = (μ, y2, . . . , yn)⊥ ∈ Zn

p .
The factor used is μ. If i = 1 to l then calculate vi = Mi where Mi is the i − th row
of M. Also μ1, . . . , μl ∈ Zp are chosen and randomly calculated.

C0 = ê(g, g)αμ.M , C1 = gμ, Ci,2 = wvi .vμi , Ci,3 =
(
μρ(i)h

)−μi
(4)

It outputs the ciphertext CTM,ρ =
(
(M, ρ),C0,C1,

{
Ci,2,Ci,3,Ci,4

}
i∈[1,l]

)
.

• Transform: This algorithm grabs inputs as public parameter par, client id with tkAid
public key, vkAid public validation key via function set A andCTA ciphertext via access
structure (M, ρ). Assume A assures the access structure (M, ρ). Assume I , described
as I = {i : ρ(i) ∈ A. The notation for

{
wi ∈ Zp

}
i∈I is a group of constants, and if {vi}

are justifiable portions of any secretμ according toM, then the constant
∑

i∈I
wivi = μ.

1) It inspects CT , and enumerates C ′
0 with the common transformation-key tkAid

as

C ′
0 = ê(C1, tk1)

V0
= ê(g, g)αμt0 (5)

where V0 = �i∈I
(
ê
(
Ci,2, tk2

)
.ê

(
Ci,3, tki,3

)
.ê

(
Ci,4, tki,4

))wi

2) It enumerates C ′
1 with the common verification-key vkAid as

C ′
1 = ê(C1, vk1)

V1
= ê(g, g)αμt0t1 (6)

where V1 = �i∈I
(
ê
(
Ci,2, vk2

)
.ê

(
Ci,3, vki,3

)
.ê

(
Ci,4, vki,4

))wi

It outputs the transformed ciphertext CTid = (C0,C ′
0,C

′
1).• Decrypt: This algorithm takes input as common parameter par, and user id with

decryption key dkid and transformed ciphertext CT ′. It calculatesM = C0/(C ′
0)

1/t0 ,
print message M , and return “1” as the result of decryption.

Verify:To test this algorithm,we need the same public parameter par, public key tkfid ,

public confirmation key vkfid , control key wkid , decryption result “1/0” and modified
ciphertext CTid as input. If the decoding result is “1”, and 1 is executed immediately. If

not, decompose theCTid and checkC
′t1
0 = C

′
1. If this formula is true, the convertedCT ′

id
encoded text is calculated by the conversion algorithm. If CT ′

id �= CTid it outputs ⊥,

and � if not. If the equation does not carry, it calculates vk
A
id as in the VeriKG algorithm

using tkfid and wkid , and inspects whether vk
f
id = vkfid . It returns 1 if the calculation does

not carry, and 0 otherwise.

Hypothesis 2: Suppose Rouselkis-Waters is secure with the CP-ABE allocating plan,
the proposed ABEPOD plan is secure against ABEPOD [22].

Evidence: The Rouselkis-Waters CP-ABE project has been proven to be secure in
outsourced decryption scheme, and as stated in hypothesis 1, the ABEPOD project is
safe.
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4.3 Integrating Into a Blockchain

Due to the extended inactivity and less performance of blockchain consensus, it is unen-
viable for the blockchain to handle calculations out of outsourcing. Therefore, it is
recommended that most outsourcing work be done using batch technology. This can be
done through a hash-based micropayment system where user accounts and cloud func-
tions make a good compromise between outsourcing results and micropayments. There
is no need to make final payments on the blockchain until the protocol is complete.

Fig. 2. FEPOD conspire utilizing in payments across blockchain.

Hash-based blockchain micropayment system [23] allows both parties to trans-
act fairly without a trusted third party, each with a longer hash as part of a hash
providers service micropayment (e.g., the exchange protocol Hash chain). It works
on chains. The FEPOD scheme allows users. Exchange the hash value of the cloud-
provided transformation result. Specifically, users generate long chains of hashes like
hN → hN−1 → . . . h1 → h0 where N ∈ Z∗

p ,h0 is the hash chain root, and h(·) is the
hash function such that hi = h(hi+1). The user signs the original source of h0 and sends
a smart contract. When the cloud completes the allocating activity, the client sends the
hash chain sequentially from the hash value (signed) to the cloud, starting with the value
h1. So, the processed off-chain block does not perform a transaction which is processed
by blockchain that handles final payments between clouds. Using batch techniques in
this way can significantly upgrade the ability of some FEPOD schemes. Figure 2 shows
how to design a FEPOD deployment on a blockchain. Here, the cloud exchange sends
results to a small number of paying users until the final outsourcing activity.

Let us assume, FEPOD = (FEPOD.Setup,FEPOD.PrivKG,FEPOD.TranKG,

FEPOD.VeriKG,FEPOD.Encrypt,FEPOD.Transform,FEPOD.Decrypt,FEPOD.Verify)
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is the application encryption outside the FEPOD decryption system. The BFEPOD
protocol is described below. It shows how to combine a FEPOD application into a
blockchain smart contract (e.g., Ethereum) in 5 steps. The steps 3 and 4 are performed
outside of the exchange process chain in the user cloud.

1. Setup parameters: A valid KGC calls theFEPOD.Setup algorithm to generate public
parameterspar and runs theFEPOD.PrivKG algorithm to create the property attribute
key skAid for the client id . Later, KGC exposes common parameters in parallel with
the smart contract blockchain.

2. Multiple Tasks Publication: The client id executes the FEPOD.TranKG algo-
rithm to create a tkAid transaction key and dkid decoding key, and runs the
FEPOD.VeriKG algorithm to create vkAid verification key and wkid witness key
for numerous paging compute operations. After that user id publishes N , then
informs the blockchain smart contract, the function of the external account({
CTA, tkAid , vk

A
id

}
1, . . . ,

{
CTA, tkAid , vk

A
id

}
N

)
. The CTA ciphertext generated by the

data holder using the FEPOD.Encrypt algorithm. Instead, users store a specified
amount in a smart contract that they are obligated to pay as the root of the retail
chain.

3. TransformCiphertexts: The cloud plays out the re-appropriating calculation under-
takings by running the FEPOD.Transform calculation on the rethinking calculation
task

(
CTA, tkAid , vk

A
id

)
individually and sends the subsequent changed ciphertext CTid

to the client id .
4. Verify Results: The client id interpretsCTid by executing the FEPOD.Decrypt algo-

rithm. If the decoding is accurate, the client id forwards the text hash value of hash
string to cloud and action proceeds to step-3. If not, the agreement will expire faster,
and the client id will release smart contract control key that the operator could use
for validation before proceeding to step-5.

5. SettlePayment: If convention ends atn−th rethinking calculation task, the instalment
will be directed dependent on the (n − 1) − th hash esteem on the hash chain (put
together by the cloud) and the yield of the FEPOD.Verify calculation for the n − th
re-evaluating calculation function. Something else, the instalment will be made by
the keep going hash esteem on the hash chain.

Hypothesis 3: Suppose the FEPOD system is safe, the hash chain interchange
agreement is reasonable, and the blockchain is believed, the BFEPOD protocol is secure.

Evidence: There are three types of enemies in the BFEPOD protocol. A non-secret
client (probably the cloud) learns the plaintext of the password, the compromised user
gets paid, and the cloud user is compromised. Correct math. Because of the security of
the FEPOD plot (portrayed in Principle 1), the blockchain documentation [24, 25], and
the reasonableness of the chain hash convention, these assaults are ensured. Along these
lines, the BFEPOD convention above is safe.
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5 Performance Analysis and Evaluation

5.1 Performance Analysis

In this portion, initially we analyse the presentation of the ABEPOD in principle, and
then evaluate the implementation and execution of the suggested ABEPOD technique
in the blockchain system.

Table 2 defines the repository costs ofABEplan in, PA-ABEplan in and the suggested
ABEPOD plan, where “–” defines “not applicable”. k are the multiple attributes related
with a personal attribute-key, and l is the multiple attributes in an access structure.

Table 2. Repository costs

ABE [22] PA-ABE [12] ABEPOD

Private Attribute-Key 2 + 2k – 2 + 2k

Public Transformation-Key – 2 + 2k 2 + 2k

Public Verification-Key – – 2 + 2k

Transformed Ciphertext – 2 3

Efficient Verification – – Yes

The initiated ABEPOD project is centred on the CP-ABE project in and compared
with another ABEPOD called PA-ABE. Unlike the ABEPOD system, PA-ABE vali-
dates the results of outsourced transformation. In particular, the storage and transmis-
sion charges of the initiated ABEPOD system are summarized in Table 2 and Table 3
sequentially.

As stated in Table 2, some ABEPOD schemes have additional credit keys and addi-
tional cryptographic elements modified with similarly sized switches contrasted to the
existing ABEOD plan PA-ABE.

Table 3. Calculus cost

TranKG
User

VeriKG
User

Transform
Cloud

Decrypt
User

Verify
Miner

ABE [22] – – – ≤(3k + 1) · P + k · E –

PA-ABE
[12]

(4 + 3k) · E – ≤(3k + 1) · P + k · E E –

ABEPOD (2 + 2k) · E (5 + 5k) · E ≤(6k + 2) · P + 2k · E E E

Table 3 defines the calculus cost of the fundamental ABE plan, the PA-ABE plan
[26] and the given ABEPOD plan, where “–” means “not applicable”. k denotes the
multiple attributes relatedwith a personal attribute-key, and l indicatesmultiple attributes
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in an access structure. “e” indicates expanding function, and “p” indicates matching
function. Table 3 also defines the proposed technique of ABEPOD has the same amount
of user decoding (performing outsourced computational work) as the existing ABEOD
technique, just adding it to the extraction function.

5.2 Experiment Results

An external cryptographic technique is implemented before performing blockchain-
based attribute-based encryption with provable outsourcing decryption (BABEPOD), a
verifiable external cryptographic protocol for the proposed properties using ABEPOD.
It uses a fast Python example framework for application programming. Centred on its
charm, it implements all coding algorithms of the ABEPOD plan proposed by Python
in about 300 lines of code.

Brilliant agreements are created utilizing around 150 lines of code in density, a
language to make shrewd agreements on Ethereum to carry out BABEPOD convention.
Since Ethereum will not carry the calculation of two-line elliptical curve links and
Ethereum source code has changed, miners using PBC version 0.5.14 to verify the
conversion results using the Python Web 3 library to communicate with smart contracts
via Ethereum. It also implements the BABEPOD protocol in Python, allowing it to
interact with Ethereum via Remote Procedure Call (RPC) [27].

Experimentation using a laptop with a 1.2 GHz quad-core Broadcom 64-bit quad-
core processor with 1.6 GHz Intel Core i5-8250U processor*4, 24GB RAM, less than
64bit, Ubuntu 18.04 and Raspberry Pi 3B is performed. Raspbian acts as a user with
1GB RAM and Aliyun ecs.c5.x large cloud server. Four processors and 8 GB of RAM
serve as the cloud.

First, we run eachABEPOD scheme algorithm on a laptop to test the average compu-
tational time to perform various tasks (in the login facility) without using the blockchain,
then the outcome is shown in Fig. 3, Fig. 4 and Fig. 5.

Figure 3 shows that the intricacy of creating a private key, public vehicle key, and
public credit key is practically direct as for the quantity of highlights. This is reliable with
the hypothetical investigation shown in Table 3. The normal intricacy of the bends SS512
(80-bit safety), MNT159 (70-bit safety) and MNT201 (90-bit safety) for 50 exercises is
under 60 ms and is truly worthy.

Figure 4 shows the normal computational expense of the ABEPOD chart approval
and interpreting calculation. This demonstrates that they were free of the quantity of
characteristics broke down in Table 3. For the entrance form with 30 capacities, the
intricacy of decrypting and confirmation is under 1 ms on the bends of SS512 (80-piece
safety), MNT159 (70-piece safety) and MNT201 (90-piece safety).

Figure 5 shows that computational cost of the encryption and transformation algo-
rithms is almost linear with the multiple features related with the access facility, and the
theoretical results in Table 3 can be seen. The proposed scheme is evaluated based on
calculation expenses of Encrypt and Transform calculations as far as various qualities in
access structures for various elliptical bends in the plan ABEPOD. Average computation
time curves for SS512 activity (80-bit safety), MNT159 (70-bit safety) and MNT201
(90-bit safety) 50 are achievable in the real world in less than 1 s.
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Number of Attributes
(a) PrivKG

Number of Attributes
(b) TranKG

Number of Attributes
(c)

Fig. 3. Computational cost of (a) PrivKG, (b) TranKG and (c) VeriKG algorithms
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Number of Attributes
(a) Verify

Number of Attributes
(b) Decrypt

Fig. 4. Computational cost of Verify and Decrypt algorithms

Figure 6 defines the proposed scheme evaluated based on the normal calculation
costs of the Decode calculation for the Raspberry Pi gadget (using a PC) as far as
various ciphertexts in the plan ABEPOD, where both quantity of properties and area of
access structures are settled to 30.
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Number of Attributes in Access Structure
(a) Encrypt

Number of Attributes in Access Structure
(b) Transform

Fig. 5. Computational cost of the Encrypt and Transform algorithms

Figure 7 defines the proposed scheme evaluated based on normal calculation costs of
conventional BABEPOD as far as various ciphertexts, where both quantity of properties
and area of access structures are settled to 30.

Figure 8 defines the normal calculation costs of excavator under presumption that the
members in conventionBABEPODmight be noxiouswhen endof conventionBABEPOD
occurs, where the quantity of ciphertexts is settled to 100.

After changing the quantity of client ascribes and the length of the login construction
to 30, we test the normal intricacy of decoding Raspberry Pi 3B ciphertext for different
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Number of Ciphertexts

Fig. 6. Normal calculation costs of the Decode calculation for Raspberry Pi gadget

Fig. 7. Normal calculation costs of conventional BABEPOD

content encodings. The Raspberry Pi 3B has cloud computing capabilities and smart
contract capabilities to outsource processing. The shape is different. The computation
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Failure at the n-th task

Fig. 8. Normal calculation costs of excavator under presumption

time of decrypted ciphertext is about 50 times slower than that of decrypted ciphertext
without outsourcing.

We then evaluate the performance of each step of the BABEPOD protocol and
evaluate its effectiveness. In this experiment, we used Ethereum’s PoA fast consensus
algorithm and set the number of features and the size of the login facility to 30. The
Fig. 8 shows the average cost of each operation calculated assuming that all organisms
in the BABEPOD protocol are correct. This demonstrates that setup, job submission and
processing are very cost-effective, taking notmore than 75ms for 1000 total coding tests.
Also, the conversion procedure takes time, but the encryption procedure is too shorter.
However, using a more powerful server can reduce the conversion time to the cloud.
Figure 8 likewise shows the computational expense of moving transformation results
(off-chain) among clients and the cloud. For this situation, the postponement is relative
to the quantity of scrambled messages and is controlled by the organization transmission
capacity. The blockchain mining process creates a constant BABEPOD delay. This is
about 12 s in our experience. Overall, the absolute latency of the BABEPOD protocol is
around 1.5 min for 1000 ciphers and 0.09 s for ciphers and is good for real world utility.

Table 4 describes the costs of gas for multiple functions in BABEPOD where Gas
price = 1 GWEI, 1 ETH = 228 USD.

It then tests the BABEPOD protocol to determine if the cloud or user is malicious.
Figures 5.6 shows the average computational cost of miners in two examples of the
BABEPOD protocol, and Table 4 summarizes the cost of Ethereum gas at various stages
of the BABEPOD protocol. Here the text of the public key and the words Next Password
is updated. Normal validation or update of transmitted ciphertext. Since there is no need
for the cloud or the user to be harmless, miners have to change the password and pay, as
well as compare the hash value the cloud provides to the user. If the validation extracts the
VeriKG algorithm to reconstruct the validation public key (represented by the common
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Table 4. Costs of gas

Operation GAS ETH USD

Setup 2202342 0.002202 0.5021

Publish 44903 0.000045 0.0102

Public Key 3317756 0.00318 0.7564

Ciphertext 103497 0.000103 0.0071

Settle 40004 0.00004 0.00092

key in Fig. 8), the normal validation complexity will vary significantly if the multiple
attributes is constant. When miner runs the conversion algorithm, converted text also
completes the test. The average amount of computation to determine the number of
cryptographic functions remains virtually unchanged.

6 Conclusion

Because of the benefits across public key encryption, functional encryption is an encryp-
tion system intended to ensure information security and protection in numerous new
applications, for example, distributed computing administrations. The FE idea with suf-
ficient external decryption (FEOD) capabilities for practical use was introduced to ease
the burden on users by delegating most accounts to third parties. However, an unre-
solved issue in previous FEOD agreements is how payments are handled between out-
sourced users and third parties performing outsourced account work. In this paper, pre-
sented a unique scheme called publicly verifiable External Payment Decryption Scheme
(FEPOD) that allows third parties to pay for services via blockchain-based crypto-
currencies. By demonstrating the security of the common architecture of FEPOD, it
is described through the process of integrating FEPOD on the blockchain, displaying
the FEPOD prototype on the blockchain, and evaluating its actual performance in terms
of efficiency is described.
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Abstract. Rapid urbanization has led us being surrounded by many
machines in our homes, workplaces, and neighborhood. These machines
create assorted noises that have disturbing ramifications on the mental
and physical health of human beings. A proper analysis of these sounds
is essential for medical professionals, especially ENT specialists to study
the noise effects on patients. Though AI (Artificial Intelligence) and ML
(Machine Learning) technologies have presented complex algorithms to
aid research and development in sound analysis and categorization, the
paucity of appropriately labeled sound datasets limits the extent of the
accuracy of these models. To bridge this gap a database is proposed
with a collection of audio recordings of systems operating in ten diverse
environments ranging from domestic appliances, automobiles, HVAC sys-
tems, industrial machines, construction equipment, etc. encountered by
a person on a day-to-day basis. A portable sound logging device is devel-
oped using Raspberry Pi 3B+ and INMP441 MEMS microphone break-
out board. I2Smic, PyAudio, Librosa, and several python libraries are
used in system development. Labeling or annotation of the collected
dataset is done manually by experts. All audio files are sampled at 44.1
kHz, single-channel, 16-bit audio wav file format. The database can be
used for speech recognition, acoustic classification, audio anomaly detec-
tion, and the development of diagnostic systems in otology studies and
allied medical research.

Keywords: Raspberry Pi development board · Python audio
libraries · Portable sound logger · Environmental sound dataset · Open
access sound database · Otology-Audiology Database

1 Introduction

Florence Nightingale recognized noise as a health hazard in 1859 when she wrote
“Unnecessary noise is the most cruel abuse of care which can be inflicted on either
the sick or the well”. Noise pollution is one of the most significant concerns of
modern times [1,2]. Perpetual exposure to noise above certain levels (85 dBs and
above) [3] can lead to harmful effects on human ears and mind. Engineering a
system for the classification of audio signals assists in analyzing noise pollution
and its effects on human health. Though ML and AI technologies have improved
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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swiftly, only a few multi-environment audio databases are available that have
a comprehensive set of audio signals from domestic appliances, automobiles,
HVAC systems, industrial machines, construction equipment, etc. that humans
are exposed to on a day-to-day basis [4]. With the heterogeneous nature of the
applications that are being developed in this domain, there is an exigency of an
application-specific dataset.

To cater to this, a portable sound logging system is designed. The sound
logger is developed using Raspberry Pi 3B+ running on the Raspbian operating
system. INMP441 a high-precision omnidirectional MEMS microphone breakout
board is used to collect audio data. I2Smic and PyAudio python libraries are
used to interface the breakout board and RPi.

The sound logging system can be accessed on a mobile phone or tablet using
desktop mirroring software such as VNC Viewer over a network thus making the
system portable.

The sound logging model collects audio from various on-field sources, like
sounds generated by domestic appliances, industrial machines, musical instru-
ments used in public festivals, crowd noise in large gatherings, and quotidian
noises of traffic, etc, along with usual environmental sounds. 330 min of recording
from 10 different real-life scenarios are recorded and presented in WAV format
with signed 16-bit resolution and a sampling rate of 44.1 KHz.

2 Review of Similar Public and Private Databases

Barker [5] proposed an audio dataset under the 5th CHiME (2018) challenge
for Automatic Speech Recognition (ASR). The dataset discernibly consisted of
speech data wherein the audio was recorded at 20 different parties under similar
circumstances. All the parties lasted for two hours at least with conversational
audio from four participants. Six distant Microsoft Kinect recording arrays along
with Soundman Binaural microphones worn by participants were used to record
this dataset.

Ryant [6] as an extension to the work of Barker [5] recorded other single-
channel and multichannel conversational audio samples along with using the
CHiME-5 dinner party corpus (multichannel audio data) for diarization in the
DIHARD II challenge. The single-channel audio tracks included 2-h recordings
of various public places including restaurants, courtrooms, interviews, etc. All
audio was distributed as 16 kHz, mono-channel FLAC files. Recording arrays
and binaural microphones were used as recording media.

AudioSet Ontology [7] made a vast collection of sound events organized in a
hierarchical manner. The dataset attempts to cover sounds ranging from human
and animal vocals to environmental sounds, to musical and miscellaneous sounds.
This dataset was mainly used for constructing Automatic Event Detection sys-
tems. Each ontology entry contains a description of the sound event, based on
Wikipedia, Wordnet, or written by the author.
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ASVSpoof 2017 version 2.0 [8] proposed a database that is used for spoof
identification. The database contains recorded audio sets of YouTube videos in
assorted environments taking into consideration various playback and recording
devices. These devices range from smartphone-based record systems to head-
sets and microphones. The spoofed audios were played in the background using
speakers and this setup was recorded to develop spoof detection systems.

DCASE 2018 challenge (Task 1) [9] proposed a dataset comprising audios
from 10 acoustic scenes in various public places (airports, subways, etc) in dif-
ferent cities. 5–6 min of audio, recorded in 2–3 sessions of a few minutes each,
were split into segments with a length of 10 s that were provided in individual
files. Recording hardware included four different devices, viz, Soundman elec-
tret binaural microphone along with 3 smartphones. The audio recorded on the
binaural microphone was an in-ear mechanism (mimicking that the voice is reach-
ing the human auditory system) recorded at 48 kHz sampling rate and 24-bit
resolution.

Dohi [10] presented an anomalous sound detection (ASD) dataset for DCASE
2022 Task 2 challenge. Dataset consists of five distinguished machine sounds,
three sets of factory noise data, and three different domain shift scenarios for
each machine type. The audio was recorded using a TAMAGO-03 microphone
having a 16-bit resolution with a sampling rate of 16 kHz. The recordings (wav
file format) were done in soundproof environments with a record length of 10 s
each and were supported by short descriptions.

Kumari [11] did a survey on multimedia datasets in 2021 as a compara-
tive study on various audio-visual datasets for Anomaly Detection and other
applications. The concluding statement of the paper stated that datasets for
heterogeneous anomaly are far less compared to specific anomaly datasets and
emphasized a strong need to develop more audio-visual datasets for generic scene
surveillance.

All the above databases are open source and they cater to certain specific
applications. However, this specificity limits the scope of these datasets. Whilst
catering to specific applications, the datasets have limited descriptions. On the
contrary, the proposed database comprises a wide range of different audio along
with a detailed description of the System Under Test (SUT), generated audio,
surrounding noise, etc. While writing the description for the audio, attention
to detail is not compromised, making the dataset more comprehensive, giving
the analysts a better sense of the data, and aiding their application/models to
produce more precise and accurate results.

Datasets [7,8] use an algorithm-based annotation and labeling, which is prone
to errors whereas the proposed database has been labeled by the experts to
achieve error-free results.

Many databases [5–7] offer FLAC, mp3 files whereas files in the proposed
database are in WAV format for achieving better bit-depth and sample rate. It
is easier to edit the WAV file format using open-source sound editors [12].
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3 Experimental System for Sound Recording

3.1 Hardware Description

Raspberry Pi 3B+ [13] development board with INMP441 [14] MEMS Micro-
phone breakout board is used to develop a sound logger. Raspberry Pi board
offers GPIO PCM pins that are capable of high-quality audio recording using
Inter-IC sound (I2S) interface protocol [15]. INMP441 MEMS microphone has an
inbuilt ADC, anti-aliasing filters, and I2S interface. A single piece of INMP441
generates a mono recording. The I2S standard uses three pins, viz, Serial Data
pin to record the data, Serial Clock pin to keep the sampling of data in sync
(SCK), and Word Select pin to determine whether an input/output is in the left
channel or right channel. Figure 1 shows the interconnection between Raspberry
Pi and INMP441.

Fig. 1. Raspberry Pi and INMP441 connection diagram

3.2 Software Description

Raspberry Pi 3B+ works on Raspbian Operating System [13]. Python is used to
develop the software for device interface, communication, control, data collec-
tion, storage, labeling, and other tasks related to the sound logger. Along with
common libraries such as NumPy, matplotlib, scipy, etc., the following python
libraries are used to read, save, and analyze audio input from INMP441 MEMS
microphone breakout-board on to Raspberry Pi:

• I2Smic: The Raspberry Pi (RPi) needs to be prepared for I2S communica-
tion by creating/enabling an audio port in the RPi OS system. This audio
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port will then be used to communicate with MEMS microphones and record
mono/stereo audio [16].

• Pyaudio: Python library that provides bindings for PortAudio the cross-
platform audio input/output stream library [17].

Fig. 2. Data Collection Algorithm

3.3 Data Collection Algorithm

Figure 2 shows the block diagram representation of the data collection algorithm
and the algorithm is as follows:

1. Identify Device Index: Device index of the external breakout board is identi-
fied using the I2Smic library.

2. Define recording parameters: Parameters such as sampling rate, chunks, chan-
nels, recording length, device index (identified in step 1), etc. are defined.

3. Create a PyAudio instant: PyAudio instant is created, which gathers system
requirements for PortAudio [17].

4. Define Pyaudio Stream: To record or play audio there is a need to define the
stream. After the definition, the stream is started.

5. Grab (collect) audio data: The data is grabbed as frames from the buffer.
These frames are appended to the previous frames to form a ’stream’ of
data. The data is recorded for a given time with specified audio specifications
(parameters) defined in the initial step. Later, the stream is stopped.

6. Save the data: Timestamp of the recording is collected and we define the
filename, and location (path) for the data to be saved. The WAV file is opened
and the recorded frames are written in the file with the appropriate number of
channels, bit depth, and sampling rate. The data is saved in WAV file format
at the specified location.
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7. Close instance & garbage collection: After saving the data in step 5, PyAudio
instant is closed and the garbage collection is initiated.

8. Data Transfer to external storage device: Recorded data is transferred to the
laptop/desktop from the Raspberry Pi memory using the VNC software [18].

4 Audio Specifications

• Sampling rate: The sampling rate is set to 44.1 kHz. This value is standard
for high-definition audio [19].

• Bit Depth: Even though INMP441 is capable of recording 24-bit data, the
bit depth is set to 16-bits because a bit depth of 16-bit for a sample rate of
44.1 kHz is enough to reproduce the audible frequency and dynamic range.

• Channels: Only one microphone device is used in recording, hence, recordings
contain mono/single channel data.

• Audio Length: Varies between 30–60 min. Refer Table 1.
• Audio File Format: Audio recorded and saved as uncompressed WAV Files.

The database is freely available for download at https://doi.org/10.5281/zenodo.
7493820.

5 Database Description

• Air compressor. The Air compressor unit (Fig. 3a) provides clean air at
high pressure. This machine creates a high operating noise that is irritating.
The air compressor sound was recorded by keeping the logger at a distance
of 50 cm from the Air compressor unit. The change in the pressure of the
output air can be compared with the intensity of the sound produced by the
compressor.

• Pump/Motor. The pump under study (Fig. 3b) is a 2900 RPM, 400V, 3-
phase Monoblock pump used for redundancy application. This pump is a
substitute for three submersible pumps. The pump is activated on failure in
any primary pump. The monoblock pump has a higher flow rate and is used
to drain the underground tank on the failure of the submersible pumps. The
audio is recorded from a distance of 30 cm from the source of the sound.

• Kitchen Exhaust Fan. SUT is a typical exhaust fan installed in a tradi-
tional kitchen. The fan was kept ON for 30 min. The recording system was
kept very close to the fan (Less than 10 cm away), making it possible to record
a clear and distinct sound of the kitchen exhaust. The fan is over 20 years
old and thus is louder than the latest models. Given the passé nature of the
machine, it has a blade that is slightly bent which causes that blade to brush
one of the metal bars that hold the exhaust fan in place, though it doesn’t
occur quite often.

https://doi.org/10.5281/zenodo.7493820
https://doi.org/10.5281/zenodo.7493820
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Table 1. Description of collected sound datasets

Enviro-
nment

Type Approx. distance
of recording
device from the
sound source (m)

Duration
(mins)

Notes Background Noise

Air
Compressor

Industry 0.5 60 Mechanical sound
of electric motor,
belt, wheezing due
to pressure release

–

Pump Industry 0.3 30 Mechanical sound
of pump

–

Kitchen
Exhaust Fan

Domestic 0.1 30 Sound of motor and
blades, blade sound

–

Washing
Machine

Domestic 0.3 30 Sequential sounds
of water pouring,
drain, dryer, etc.

–

Concrete
Mixer

Construction 20 30 Sounds of Mixer,
Pulley, Motor, etc.

Other
construction
sounds like
clinging of
metals,
dumping of
goods,
conversation
amongst site
workers

Dhol Instrument 50 30 Beating of Drums,
Tasha

Traffic noise

Laptop
cooling fan

Domestic/
Workplace

0.2 30 Maximised rpm of
the CPU and GPU
Fans

–

Disturbances
in Local Train

Public place – 30 Sounds of train
acceleration and
deceleration,
Occasional sound
of breaks

Occasional
sound of
announce-
ments on the
train stations,
indistinct
chatter

Canteen
Noises

Public place – 30 Distinct and
Indistinct chatter
conversational
sounds

Sound of
clanging of
metals,
cutlery.

Traffic Noises Public place – 30 Honking,
acceleration and
ignition sounds of
vehicles

Indistinct
chatter
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Fig. 3. Systems under test

• Washing Machine. The machine under study is a top-load washing
machine. The recording was done for 30 min with the machine in full action.
The actions of the machine recorded by the system include filling the wash-
ing tub, rinsing, washing, spinning (the dryer), and draining the water. All
these processes are repeated twice in the recording. The filling of the tub is
fairly less noisy as most of the tub is already full of clothes and the noise
of water hitting the surface is minimum. In the rinsing process, the noise
fairly increases due to the whirling of the water. The washing action is simi-
lar to rinsing but an increase in the speed of whirling leads to increased noise.
The spinning action produces substantial noise initially when the dryer tub
begins to gain momentum. This process is accompanied by the noise made
by the washing machine’s body shaking vigorously for about 3 to 4 s before
gaining maximum speed. At maximum spinning action, the noise is compar-
atively lower and constant. As the spin is decreased the noise again picks up
and wanes down with a final ‘jerk’ sound. The drain of the water makes a
gurgling sound. As mentioned earlier, this cycle is repeated again before the
washing machine completely stops. Since the machine is a new purchase and
of the latest type, the noise produced is fairly lower. For older, semi-automatic
machines more noise could be observed.

• Concrete Mixer. The machine under study is a cement mixer used to pre-
pare concrete (Fig. 3c). Recording from this machine not only includes the
blaring noise of a typical concrete mixer but also includes various other on-
site noises like a construction lift, its motor, and the pulley. Normally the
lift (also called ‘Builder’s Hoist’) mechanism noise is masked by the loud
din of the concrete mixture, yet that noise (of the lift mechanism) can be
prominently heard in certain places. The recording width is 30 mins and has
a mixture of noises that are generated simultaneously unlike the sequential
noise change in the case of the washing machine. The voices can, however,
be distinguished if the on-field process is understood. Other minor sounds in
the recording also include metals hitting against each other along with other
subsidiary constructional disturbances.



Multi-environment Audio Dataset Using RPi-Based Sound Logger 93

• Dhol. The traditional Indian drums called Dhol (often clubbed with ‘Tasha’,
a smaller drum) are a ritual during festivities in the country. The noise pro-
duced by a ‘dhol’ is quite large than the traditional drums used on stage. The
recording of the banging of these large drums was done for 30 min from a place
around 50 m away from the source. The sound of the drums is not continuous
but can be heard at intervals. Drum sounds are present in 60–70 percent of
the recording. The sound of Tasha Drums is present at a few instants only
while at other instants only the Dhol sound is audible, the combination of
the two voices is observed as well. They can be distinguished based on the
bass produced. Tasha drums have lower bass than the Dhol drums [20].

• Laptop Cooling Fan. With gaming laptops that achieve higher perfor-
mances for games with heavy graphics coming in vogue, additional and high-
end cooling systems are required to be installed. Under normal conditions,
these fans operate at regular speeds but when operated in the ‘Gaming Mode’
the cooling fans are pumped to greater speeds to achieve smoother and lag-
free gameplay. The noise created by multiple cooling fans operating at the
same time with their maximum capacity is irritating to human ears. The
cooling fan noise was recorded for 30 min. The speed of the fan was set to
maximum manually.

• Disturbances in Local Train. Trains are a popular medium of transport in
Indian metropolitan cities like Mumbai. Given the colossal number of travelers
using the local trains on a daily basis, this environment is usually very noisy.
The recording was done on a train routing from the less crowded suburbs of
Mumbai to more crowded regions of the city resulting in less noisy initial parts
of the recording. The disturbances increase towards the end of the recording
as the train gets crowded. Halting of the train at subsequent stations can be
figured out by the announcements inside the train as well as on the platform
as the train stops. Another factor that identifies the slowing down of trains is
the noise of the brakes. Speeding of the train is identified by a characteristic
sound.

• Canteen Noises. This recording is done on the premises of a college canteen
during the lunch break. There are around 100–150 people in the canteen
while the audio was being recorded. The specimen contains noises from the
crowd, people discussing along with distant shrieking. Most of this recording
is conversations and murmurs. A seldom & indistinct sound of the clanging
of metals can be heard from the kitchens of the canteen. Sounds of cutlery
are also recognized, though not very distinct.

• Traffic Noise. The audio is recorded in the peak traffic hours of the evening
near a traffic signal. The traffic signal is roughly 200 m away from the site of
the recording. The audio comprises honking, acceleration, and ignition sounds
produced by vehicles of distinct types. The honking can be heard whenever the
signal has just turned green. Honking is followed by acceleration and ignition
sounds. A distant chatter can be treated as background noise, though its
magnitude is less.
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6 Application Test Cases

• Otology and Audiology. Effects of surrounding noises and sounds on the
human auditory system can be analyzed using the dataset by suitable feature
extraction [21]. The dataset can aid audiology researchers and ENT special-
ists to anatomize the auditory effects of miscellaneous sounds on a human. A
spectrogram constructed using the proposed dataset is shown in Fig. 4. Using
this figure audiologists can decipher the intensity (amplitude) for various fre-
quencies along with the duration of exposure thus suggesting the extent of
exposure to sound in a particular environment. The combined spectrogram
shows the contrast between the extent of exposures for various sound envi-
ronments discussed in this paper.

Fig. 4. Spectrogram with data from diverse environments

• Environmental Noise Control Analysis. The dataset can be used by
environmentalists to obtain a detailed report on ‘noisy’ parameters in hetero-
geneous environments by extracting sound specifications of the audio [22].
Correspondingly, environmentalists can suggest suitable measures to keep
noise pollution under control in similar environments. The extent of simi-
larity can be defined on the basis of the comprehensive description of the
scenarios in which the audio was recorded.

• Speech Recognition. With the indispensability of speech recognition tech-
nology in almost every sector, the major challenge has been the detection
of speech in noisy environments [5,6]. This dataset can assist the experts
in analyzing the audio trends in various environments to achieve a better
performance of their speech recognition models.

• Anomaly Detection & Machine Analysis. With Industry 4.0 & 5.0 tak-
ing over every sector, industries are developing novel techniques like audio
anomaly detection for on-site machine analysis [4,23–25]. The dataset includes
samples of industry-recorded data that can aid the process of developing algo-
rithms for acoustic anomaly detection.
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• Acoustic Classification. In applications where manual or optical scanning
is not possible, sound classification provides optimum results. It is possible
to determine, classify and label the types of sound from noisy audio [26]. For
such applications, the dataset provides a set of sounds properly defined and
described.

• Event Detection & Localization. A particular event can be detected by
the occurrence of a typical sound in a noisy environment. Detection of such
events can be used for safety, event classification, and other purposes [27,28].
The dataset provides a well-established set of various sounds that will aid in
event detection and localization.

7 Conclusion

The proposed dataset is a compilation of ten audio sets from diverse environ-
ments. These audio sets are recorded using a portable sound logger developed
using Raspberry Pi 3B+ and INMP441 MEMS microphone breakout board.
Application software is developed using various python libraries. Details of sys-
tem hardware and software are discussed in the paper. In breadth discussion of
all SUTs, their surrounding environment, and generated acoustics are summa-
rized. The primary aim of releasing this database is to foster research in the field
of medicine, especially otology along with other areas such as speech recognition,
event detection, anomaly detection, etc.
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Abstract. The fear of Android malware infection is building up with its user
acceptance in the global market space. The existing anti-malware techniques are
archaic to signature-based detectionwhich limits the detection scope against newly
crafted malware. Several machine learning, as well as deep learning approaches,
has been proposed so far to combat against the rising threat of the android mobile
world. Most of these have relied on static features due to its lower cost. In this
paper, a Deep Neural Network model is proposed and evaluated it with static,
dynamic and hybrid features respectively to prepare the comparative statement.
In this experiment we used the OmniDroid dataset [1] which consists of 22,000
Android Package Kits (APKs) including both benign and malware APKs. For
analysis 7955 static features and 4805 dynamic features are extracted using proper
selection criteria. The efficacy of the proposed models on different data types
is compared in terms of accuracy and loss. This experiment achieved a higher
accuracy of 99.66% with dynamic features and a lower accuracy of 85.74% with
combined features. Similarly, we achieved a minimal loss of 0.06 with dynamic
analysis and a higher loss of 0.61 with static analysis. This confirms that the
efficacy of dynamic analysis is more prominent in An- droid malware detection.

Keywords: Android malware detection · dynamic analysis · artificial neural
network · deep learning · deep neural network

1 Introduction

The adoption of digitalization makes Smartphone an important aspect of everyday life.
Android operating system shares the maximum user acceptance among Smartphone
users with 75% of the global market share [2]. The growing platform of Android implies
Google play to add more number of applications. Google play store has more than 2.9
million Applications in 2020 [2]. The use of Smartphone and intrusion of malicious
apps in Smartphone is growing in parallel. Malicious Apps refer to a piece of soft-
ware with malevolence intent such as; financial losses, data theft and privacy disclosure
etc. According to a report by Kaspersky [3] the recent COVID-19 pandemic situation
encountered many banking Trojans, spyware and adware droppers etc. A study says
the AV-TEST Institute reports more than 350,000 novel malware every day [4]. The
rising number of malware applications attaining analysts and researchers concern on a
wide scale across the world. Various approaches have evolved so far to come up with an
efficient solution using different methodologies [5, 6, and 7].
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Android application comes in a packed format basically as a zip filewith a .apk exten-
sion. Every APK file includes two important files; AndroidManifest.xml, classes.dex.
Baskaran et al. [8] in their survey categorized malware detection techniques into static,
dynamic and hybrid. Static detection is done by gathering the information without exe-
cuting the application while dynamic detection is done after running the application.
Static detection is done by extracting features such as; permissions, intents, actions,
services and other metadata recorded from the AndroidManifest.xml file and API calls
from a source code file ‘classes.dex’ which contains the entire bytecode of the appli-
cation in the native Dalvic Executable (DEX) format of the Dalvik Virtual Machine.
AndroidManifest.xml file has sufficient information to discriminate the common mal-
ware applications [9] while using information collected at runtime is efficient to improve
the performance of detection systems [10].

Static analysis is hassle-free as it does not need one dedicated environment to run
the applications. It inspects the malware concerning to metadata present in the .apk files,
signatures, code structure and patterns observed. The code structure can be represented
as control flow graphs. Considering only available static features is not always feasible
to detect malware since malware writers can easily obfuscate the benign applications
just by adding a few lines of redundant code.

Dynamic analysis needs a dedicated sandbox environment for executing the mali-
cious applications to understand it’s behaviour. A sandbox environment is a virtual
simulated environment that ensures the safety of the user system from harm by the exe-
cution of malicious applications where the analysis of the applications can be performed
more thoroughly with no fear of threat to user system. The applications run in a virtual
environment for a certain period and run-time information is collected after executing
the application. The collected information after the execution of an application is then
compared with the information before the execution of the application to encounter the
exact behavioural analysis.

The existing Android malware detection systems rely on the application’s signature.
It can be ineffective for detecting evasion threats as the signatures are not re- corded yet.
In addition, the evasion techniques adopted by the attackers to evade detection make the
attacks hard to detect. To counteract these concerns, several experiments are performed
on various feature sets using deep learning and performed a comparative analysis of the
static, dynamic and combined approach.

Deep learning has a history of performing equally better on a large number of input
features [11]; hence deep learning techniques are considered on a substantial number of
features of our dataset in this experiment.

This paper focuses to develop a deep learning framework using Deep Neural Net-
work (DNN) techniques on various identical features. Package-level information such
as permissions, Opcodes, API calls, System Commands are considered and dynamic
feature includes System call sequences. A comparative analysis is also performed to
analyze the efficacy of the proposed system with other deep learning approaches of the
literature survey. Based on the comparison it is made out that the proposed system has
a better performance in malware detection.
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Hereafter the paper is arranged as Section 2 lists the literature survey for the proposed
work, Section 3 explains the proposed methodology for performing the experiments,
Section 4 narrates the proposed framework, Section 5 gives details of the experimental
setup where the experiments are conducted, Section 5 explains the result and discussion
based on the experiments performed, Section 7 describes the comparative analysis of the
work followed by Section 8 which includes the conclusion that summarizes our work.

2 Literature Survey

Chaba et al. [5] proposed a three steps approach detection techniques which include
system call log generation, chi-square filtering method to create the dataset and imple-
mentation of the machine learning algorithm on the dataset. They used NB, RF and
Stochastic Gradient Descent (SGD) algorithms on the Waikato Environment and vali-
dated the correctness and quality of their dataset by obtaining 93.75% accuracy on NB
Classifier and 93.84% on RF Classifier and 95.5% on SGD algorithm.

Rodrigo et al. [6] proposed a hybrid detectionmodel using OmniDroid dataset which
contains 22,000 samples. They performed feature selection using Pearson Correlation
and selected 840 features. They used a neural network to train and validate the model
and achieved 85.8% accuracy. Later they relabeled the dataset by changing the threshold
and achieved 92.9% accuracy.

Oliveira et al. [7] proposed a hybrid android detection model which consists of 3
different models Chimera-S, Chimera-R, Chimera-D using DNN techniques. Chimera-
S is a static detection model that uses 200 features which include 100 Intents and 100
Permissions. Chimera-R uses DEX byte-codes as images and Chimera-D is a dynamic
analysis model which uses system call sequences. Finally, they concatenated the models
and passed it to the final Chimera’s DNN classifier and achieved an accuracy of 90.9%.

Baskaran and Ralescu [8] in their survey listed static analysis features that include
permissions, API calls, intents, actions, services, etc. which can be extracted from
AndroidManifest.xml file. Dynamic features include network traffic, battery usage, IP
address, etc. which can be extracted while the application is running. The hybrid analysis
includes both static and dynamic features. Based on these three different types of fea-
turesmalware detection techniques can also be categorized into static detection, dynamic
detection and hybrid detection respectively.

Sagar et al. [12] surveyed various detection models where most of the models use
permissions andAPI calls for static analysis anddynamic behaviors for dynamic analysis.
Every android ‘.apk’ file contains ‘androidmenifest.xml’ in which all permissions that
an application will need are listed. An android malware detection model can be designed
by extracting that permission and carefully applying classification to it Budiarto et al.
[13] proposed a hybrid approach considering both static and dynamic features. They
used Principal Component Analysis (PCA) technique on 215 static and 46 dynamic
features. Their experiments apply some of themachine learning algorithms such asNaive
Bayes(NB), Random Forest(RF), K-Nearest Neighbor (K-NN), Multi-Layer Perceptron
(MLP), Gradient Boost (GB) etc. on top 10 selected features and come up with GB
performed better among other algorithms.
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Bayazit et al. [14] proposed a detection model on static features of the CICInve-
sAndMal2019 dataset that records 1126 benign apps and 396 malware apps. They con-
sidered 8115 permission, and intent features and evaluated their model using Recurrent
Neural Network (RNN) algorithms such as Long Short-Term Memory (LSTM), Bidi-
rectional LSTM (BiLSTM) and Gated Recurrent Unit (GRU) where BiLSTM achieved
a better accuracy rate of 98.85%.

Shatnawi et al. [15] proposed a framework and performed a comparative analysis on
the performance of static, dynamic and hybrid approaches using several classifiers such
as Extreme Gradient Boosting (XGBoost), GB, DT, RF. Based on the result obtained
where all the analysis achieved accuracies above 94%, they concluded that static analysis
alone would be efficient and cost less.

Aboaoja et al. [16] considered API call sequences of android applications to propose
a malware dynamic detection model against android, and used a box-whisker algorithm
to produce the malicious behaviour dataset. Their framework is evaluated on RF, SVM,
CART, NB, KNN, ANN, LR, and XGBoost machine learning algorithms. Their final
dataset consists of 3848 benign samples and 7208 evasive malware where XGBoost
classifier outperformed with values 0.967, 0.040, 0.971, 0.978 and 0.975 with respect to
accuracy, False Positive Rate (FPR), detection rate, precision and F1 score.

Shen et al. [17] have proposed a technique called complex flow analysis for which
they focused on app behavior related to sensitive information and then analyzed the API
sequences in detail. After analyzing the API sequences they found that by considering
the sent sensitive data is not enough to categorize the applications asmalware and benign.
In their model they used Multi flow analysis technique. They have extended the present
blue seal to find complex flows and used a two-class SVM classifier which obtains an
accuracy of 0.913 with 1 gram size.

Ki et al. [18] proposed a model by analyzing API call sequences. They collected
2,727 kinds of APIs. They used the longest common subsequence (LCS) to find the
common sequence patterns. They created a database of signatures and for each new
program the LCS is matched with the signatures. Their model achieved precision, recall
and F1 score as 1, 0.998, 0.999 respectively.

3 Proposed Methodology

The proposed methodology includes several steps that are explained in the following
sections. The data preprocessing is important in order to shape the dataset as per the
required format that in turn increase the efficiency of the detection framework.

3.1 Dataset

OmniDroid dataset [1] is being used in this paper. It is a comprehensive benchmark
dataset with an extensive number of manifold features consisting static and dynamic
types. The relevant features are considered from the dataset for analysis purpose. The
dataset has 22000 applications out of which 11000 are benign and 11000 are malicious.
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From the dataset 7955 distinct static features are considered which include per-
missions (5500), Opcodes (224), API calls (2128), System Commands (103) and 4805
dynamic features. The dynamic feature includes the System call sequences because the
System call sequence represents the actual behavioral pattern of an application. Two
malware samples or two benign samples have many similarities in their System call
sequences pattern; hence we have considered System call sequences as dynamic feature
in the proposed study. The above features are accepted based on the literature survey of
this paper.

3.2 Data Preprocessing

The dataset is represented as a i × j matrix; where ‘i’ imply to total number of rows
(APKs), ‘j’ imply to total number of columns (individual features) with a label column
which represents the class of the individual records; 0 (for benign) and 1(for malware).

The value of Label Column =
{

0 for benign
1 for malware

(1)

Data cleaning is the initial task performed to normalize the dataset by eliminating
missing, duplicate, and null values from the dataset. Here row reduction is performed to
remove the duplicate entries in the dataset. In this study a two stage data transformation
technique is performed to increase the acceptability of the data by an algorithm. Python
MinMaxScaler and StandardScaler functions are used to standardize the features. Min-
MaxScaler scales the features between a certain range [0, 1] and StandardScaler scales
the data to unit variance.

3.3 Feature Selection

To select the significant features Information Gain (IG) feature selection algorithm is
used. It ranks the features with an IG score. It is an entropy based feature evaluation
method that calculates the IG score for individual features in the dataset by subtracting
the weighted entropies of individual features from the entropy of the output column that
can be represented as Eq. (2).

H(y) = −(class(b) ∗ log2(class(b)) + class(m) ∗ log2(class(m))) (2)

where, H(y) is entropy of output class and y is the class label (1 and 0). Class (b) is
the predicted probability of the feature being for all the class labeled as 0 (y = 0) and
Class (m) is the predicted probability of the feature malware for all the class labeled
as 1 (y = 1) and log2(class(b)) is the log probability of the feature being benign and
log2(class(m)) is the log probability of the feature being malware.

The IG value represents the importance of the feature in the dataset. Fig. 1 and Fig. 2
represent the IG ranking of different features, where x- axis stands for the features in
descending order of calculated IG values and y-axis stands for IG values. The selection
of features for final experiment depends on the IG ranking, and the features for the
experiment are selected based on the IG score. The percentage of selected features can
be observed from Table 1.
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Table 1. Number of Selected Features.

Name of feature Total Selected

Static features 7955 1591 (20%)

Dynamic features 4805 961 (20%)

Combined features 13760 2552

Fig. 1. Ordering of the feature based on IG score calculated per feature basis of dynamic features.

Fig. 2. Ordering of the feature based on IG score calculated per feature basis of static features.

4 Proposed Framework

For detection, our proposed framework uses a combination of static features and dynamic
features. The resulting feature vector includes permission features, Opcode features,
API call features, System command features and System call sequences. The proposed
framework consists of three major processes for the detection such as; feature selection,
model generation and model evaluation. In this section, we introduce a DNN approach
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for the prediction and evaluation of malware existence in an application. This section
discusses several essential concepts, the systemworkflow, and the evaluation parameters.

DNN has a generic architecture; the input layer consists of dummy neurons that
receive individual features as input, and one output layer which predicts the output
followed by number of hidden layers with artificial neurons which projects the data
into different dimensions. The model is determined by its arguments; the maximum
number of hidden layers in the network, number of neurons in each hidden layer, suitable
activation function for hidden layers, batch size (number of samples per batch), suitable
activation function for the output layer, etc. and the performance for forward propagation
is computed based on the weight matrices assigned to each input including the bias
vector on each hidden layers. The output of one layer is input to the next layer. The
output computed by each neuron can be represented as Eq. (3).

Zji = σ(
∑

k
(
wi
jk

)
+ zl−1

k ) + biaslk (3)

The computation at each hidden layer for neuron j from input layer (l-1) to output
layer l can be defined as Eq. (3): where ‘σ’ is an activation function and wl is the weight
of the neuron j to neuron ‘k’ at layer l from the previous layer (l-1). After the forward
propagation the weights are adjusted by back-propagation with gradient descent based
on loss estimated by the model during training and the model efficacy is evaluated on
the test set of data.

5 Experimental Setup

The experiments are conducted on the Microsoft Windows 10 Pro.(64-bit) OS with
Intel(R) Core(TM) i5 CPU @ 1.80 GHz processor with 8.00 GB of installed RAM.
GoogleColaboratorywith a hosted Jupiter notebook servicewas chosen for data pre- pro-
cessing, feature selection andmodel building because this provides an arbitrary execution
of python codes through the browserwithmany useful libraries. All the experimentswere
performed with the “Tesla T4” GPU and for the front-end wrapper TensorFlow 2.8.0
[19], with Keras [20]. Scikitlearn [21] python library is used for preprocessing of the
data, to draw the confusionmatrix and to get the classification report.We have performed
the experiments in two phases stated bellow to visualize an in-depth comparison of the
model performance.

precision = True Positives

True Positives + False Positives
(4)

recall
True Positives

True Positives + False Negatives
(5)

F1 score = 2 × precision × recall

precision + recall
(6)

accuracy = TP + TN

TN + TP + FP + FN
(7)
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whereTruePositives (TP) represents the amount ofmalware that are detected asmalware.
False Positive (FP) represents the amount of benign apps that are wrongly categorized
as malware. True Negative (TN) represents the amount of benign apps that are correctly
classified as benign. False Negative (FN) represents the amount of malware apps those
are wrongly classified as benign. Precision is the probability for a malware app to be
classified as malware. Recall helps to understand how the model is able to identify the
data. F1-score is the harmonic mean of precision and recall. Accu- racy measures the
overall performance of the detection model.

6 Result and Discussion

Several experiments were carried out on the proposed framework for performance eval-
uation. The experiments cover using static features, dynamic features and combin- ing
both. A comparative analysis of the proposed system is performed for malware detection
and evaluation according to the performance metrics described as follows.

6.1 Analysis Using Static Features

This section hereafter presents and discusses the results obtained using static features
of OmniDroid dataset [1]. The total extracted features are 7955 which includes permis-
sions, API calls, Opcodes, System Commands. The top 20% of the features are selected
after feature selection. So total of 1591 static features are used for the performance
evaluation of the model. A two-stage data transformation is performed with the help
of MinMaxScaler and StandardScaler. The whole data is parted into two parts such as
training and testing set. The training set consists of 80%whereas the testing set con- sists
of 20% of whole data. The proposed DNN model is constructed using Keras sequential
model with TensorFlow support and represented by Fig. 3.

Fig. 3. Proposed System Architecture
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In our proposed framework the rectified linear unit ‘ReLU’ is used in every hidden
layer to deal with the vanishing gradient problem and on the output layer ‘sigmoid’ is
used as an activation function to predict the classification output. For tuning the model
parameters Random search hyper-parameter tuner is used. Adam is used as the opti-
mization function. Binary_crossentropy is used to measure the error. The experiments
are performed on all the feature sets using the algorithm given bellow.

ALGORITHM: Experiment for Model Generation
Input : Omnidroid Dataset
Output : Accuracy and Loss
Step 1 : Perform feature selection based on calculated ( )
Step 2 : {X, Y}(Static features + Dynamic features)

Step 3 : ( , )
Step 4 : Split the dataset into 2 parts:

1. Training set (80%)
2. Test set (20%)

Step 5 : =
Step 6 : Build_model(DNN)
Step 7 : 1. Input layer (Input dimension = ) 

2. Hidden layers (selected by RandomSearch()) with (Percent- 
age of validation set + batch size + number of epochs + 
optimizer + activation function + loss optimizer + learn- 
ing_rate )

3. Output layer (One output with sigmoid activation function)
Step 8 : Evaluation matrices(accuracy, val_accuracy, loss, val_loss)
Step 9 : Return (val_accuracy, val_loss)

For training the model the model parameters are selected based on the parameter
obtainedby theKeras hyper-parameter tunerRandomSearch(). Thebest set of parameters
is selected from the values obtained by the RandomSearch() tuner. The model consists
of 13 dense hidden layers and 1 neuron in the output layer. In order to make a proper
comparative analysis the model parameters, number of epochs and dropout rate are
considered the same for all the experiments. The evaluation is done for 400 epochs with
a 0.2 dropout rate in each experiment. Based on the evaluationmatrices (i.e., the accuracy,
loss) the mean accuracy obtained by the model is 89.04 % and the loss calculated by the
model is 0.61 as presented in Figs. 4 and 5
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Fig. 4. Model Accuracy Score using Static
Features.

Fig. 5. Model Loss Score using Static
Features.

6.2 Analysis Using Dynamic Features

This section hereafter presents and discusses the results obtained using dynamic features
of the OmniDroid dataset [1]. The total extracted features are 4805 which includes
System call sequences. The top 20% of the features which is 961 dynamic features are
selected after feature selection for performance evaluation of the model and all other
model parameters are kept the same as explained earlier. Based on the evaluationmatrices
(i.e., the accuracy, loss) the mean accuracy obtained by the model is 99.66% and the loss
is 0.06 as illustrated in Fig. 6 and Fig. 7.

Fig. 6. Model Accuracy Score using Dynamic
Features.

Fig. 7. Model Loss Score using Dynamic
Features.

6.3 Analysis Using a Combination of Static and Dynamic Features

Out of all extracted features after feature selection top 20% of the static features and the
top 20% of the dynamic features are combined for performance evaluation of the model
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and all other model parameters are kept the same as explained earlier. Based on the
evaluation matrices (i.e., the accuracy, loss) the mean accuracy obtained by the model
is 85.74% and the loss is 0.57 as illustrated in Fig. 8 and Fig. 9.

Fig. 8. Model Accuracy Score using
Combination of Features.

Fig. 9. Model Loss Score using Combination
of Features.

7 Comparison Analysis

Based on all the result analysis it is observed that static features are easy to use in a
detection model whereas dynamic features require extra resources for environmental
setup and after feature extraction, a lot of manual work is needed to prepare the dynamic
dataset. But as the dynamic data is the real-time behavioural representation of the appli-
cations it gives better results compared to static analysis as shown in Table 2. We also
used a hybrid dataset of the features considering the best 20% of each of the features
from the static and the dynamic feature dataset. We combined permissions, Opcodes,
API calls, System Commands and System call sequences all together in one dataset
and evaluated the model in terms of model accuracy and model loss which is clearly
described in Table 2.

Table 2. Accuracy and Loss.

Name of feature Model accuracy Model loss

Static features 89.04% 0.61

Dynamic features 99.66% 0.06

Combined features 85.74% 0.57

Recent researches like Rodrigo et al. [6] and Oliveira et al. [7] used the Omnidroid
dataset in their research work. The comparative analysis of this research work with [6]
and [7] is represented in Table 3.
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Table 3. Comparison with Similar Research Work.

Name of the research work Year Accuracy

Rodrigo et al. [6] 2021 91.1%

Oliveira et al. [7] 2020 90.9%

Proposed Framework − 99.66%

8 Conclusion

The increase of Android malware attacks in the last few years needs a coherent solution
to the current situation. In this proposedwork, we have performed a comparative analysis
and based on the result obtained, we used the dynamic features to set up a DNN model
with the potential to spot malwares from android applications. Several experiments
were conducted and the test results reveal that the proposed system achieves a ceiling
of 99.66% accuracy with a minimal loss of 0.06. The inclusion of dynamic features for
model training signifies more concise and precise malware detection as compared to the
other analysis performed in this work. Finally, the efficiency of the proposed system
is compared with some other works of the literature survey considering accuracy as
a parameter for comparison. The comparison shows that our pro- posed system gives
better accuracy as compared to some recent works. For future work, we look forward to
implement other deep learning techniques on varied features of android applications to
provide an efficient system for android malware detection.
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Abstract. The proposed VMP-LR (Virtual Machine Placement-Load Rebalanc-
ing) has threemain components, namely, Resource Request HandlingComponent,
Placement Component and Load Monitoring Component. VMP-LR is designed
using a two-phase methodology, where the first phase handles the tasks involved
with Resource Request Handling and Placement Components, while Phase II han-
dles the tasks of Load Monitoring Component. The algorithms proposed in both
the phases are designed to handle multiple resource requests. Dur ing non-rush
hours (low traffic), as the number of requests is minimal, the VMP-LR uses a
simple enhanced round-robin method to place virtual machines (VMs) to physical
machines (PMs). During rush hours (heavy traffic), the three queues created are
handled using three separate hybrid scheduling and load- balancing algorithms to
performplacement operation efficiently and accommodate high resource demands.
To solve this issue, the load monitoring component is used. For this purpose, a
hybrid algorithm that combines ant colony optimiza tion (ACO) with an artificial
bee colony (ABC) algorithm is used. The proposed algorithms are implemented
using CloudSim Simulator and evaluated using seven performance metrics. They
are throughput, response time, resource utilization rate, power usage, load unbal-
ancing rate, SLA Violation rate and migra tion rate. The average SLA violation
rate of VMP-LR is 0.6% less as compared with FF (1.26%), BF (1.1%), RR
(1.36%), GA (0.98%), ACO (1.16%) and PSO (1.01%). This shows that VMP-LR
is a much-improved version among existing load balancing algorithm.

Keywords: Monitoring · Virtual machine development · CloudSim Simulator

1 Introduction

A virtual machine is a digital model of a physical computer. Virtual machine software
requires updates and system monitoring since it may execute program and operating
systems, store data, connect to networks, and perform other computer operations. Vir-
tual machine software may be used to manage several VMs that are hosted on a single
physical computer, frequently a server. This increases overall efficiency by allowing
for the flexible distribution of computational resources (computer storage and network)
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among VMs as needed. The fundamental building blocks for the sophisticated virtual-
ized resources we use today, such as cloud computing, are provided by this architecture.
Cloud computing is described as “a model for convenient, on-demand network access
to a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can rapidly be provisioned and released with little man-
agement effort or service provider interaction,” by NIST [1]. From this definition, cloud
computing can be considered as network accesses (or requests) to potential resources
from a shared pool, which are provided in an on-demand basis in a manner that requires
less response time, minimal effort from the management, minimal interaction from the
service provider. In cloud computing, there are three basic service models: software as
a service (SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS)
[2]. These three services can all be set up in one of four possible cloud configurations:
private, public, community, or hybrid. This section presents four deployment models [3]
used by cloud systems such as Private Cloud Deployment Model, Public Cloud Deploy-
ment Model, Hybrid Cloud Deployment Model, Community Cloud Deployment Model.
It has emerged as a crucial technology for data centers and the cloud, contributing to
scalability, dynamic topologies, and the ability to move virtual machines between PMs
for load balancing. There are three different virtualization techniques: client (or desktop)
virtualization, server virtualization, and storage virtualization. (see Fig. 1).

Fig. 1. Shows the types of Virtualization

There are three types of data storage used in virtualization: DAS (Direct Attached
Storage), NAS (Network Attached Storage), and SAN (Storage Area Network). DAS is
a traditional data storage method in which the storage drive is directly attached to the
server machine. NAS is a shared storage mechanism connected over a network. NAS
is used for file sharing, device sharing, and backup storage between machines. A SAN
is a storage device that is shared with various servers over a high-speed network. A
hypervisor is a software package that controls work access to the physical hardware of
a host computer. Furthermore, as clouds offer an on-demand pay-as-you-go business
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model, users can demand creation and termination of any number of VMs according to
their requirements.

1.1 Load Rebalancing

Most of the popular cloud providers offer different categories of VMs with the speci
fication for each type of resource. These VM instances differ in their individual re
source capacity, where some instances are larger than others and some instances have a
relatively higher capacity of one type of resource compared to other resources. Be cause
of the above properties, complementary resource demands across different re source
dimensions are common in cloud data centers. Load imbalance arises when the existing
services are stopped either by the cloud customers or in the event of host power cycling.
This causes fragmentation that leads to degradation in server resource utilization, where
a new request cannot be accommodated often. As VM workloads change frequently,
eventually in a dynamic cloud environment, even the well- optimized placement choices
are not sufficient to maintain a balanced load. This sce nario can be managed through the
use of load rebalancing algorithms. An example of a fragmented and rebalanced load is
shown in Fig. 2(a) and Fig. 2(b).

Fig. 2. (a) Fragmented Recourses (b) Load Balancing

Figure 2(a) and Fig. 2(b) represent the effects of load rebalancing.
Moving services between hosts to guarantee equitable resource distribution is known

as load balancing. Moving and condensing the VMs into the less physical hardware
resources is a way to lower the number of active PMs [4].
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2 Literature Review

Recently, several studies have successfully used ant colony optimization (ACO) meta-
heuristics as solutions for VM placement and VM consolidation. This section presents
the basic concepts of ACO and howACO is used in scheduling and load balancing along
with a survey of studies that have used the ACO algorithm for placement, load balancing,
and rebalancing. The movement of ants in an ACO-based load-balancing algorithm can
belong to two types: (i) forward movement in which the ants maintain shifting ahead till
they find out PMs which are each overloaded and underloaded (ii) backward movement
in which the traversal will reverse and go backward if an ant encounters an overloaded
PM after visiting an underloaded PM to determine whether it is still underloaded. It
will evenly allocate resources if it is still underloaded. If an underloaded PM cannot be
found, then a PMwith maximum foraging pheromone will be selected for redistribution
of resources.

On the other hand, [5] and [6] have provided a detailed working description and
compared performance evaluation of several existing prominent scheduling and load
balancing methods. The methods compared include round robin algorithm, greedy algo-
rithm,BackwardSpeculativePlacement,DynamicPriorityBasedSchedulingAlgorithm,
genetic algorithm, and power save algorithm. An evolutionary biology- inspired learn-
ing strategy is offered by genetic algorithms (GA) [7]. The most wellknown class of
evolutionary algorithms, GA replicate biological evolution by using processes including
reproduction, mutation, crossover (also known as recombination), natural selection, and
survival of the fittest [8]. Its specifics are discussed below.

Initial population generation. The fixed bit string representation of each individual
answer is how GA operates. As a result, binary strings have been created to represent
every potential solution in the solution space.

Crossover. The portion of these chromosomes residing on one side of the crossover
site is exchanged with the other side depending on the crossover point, which occurs
randomly in this pool of chromosomes. As a result, it creates a fresh pair of people.

Mutation. Currently, a very low number (0.05) is chosen as the mutation probability.
The chromosomal bits are switched from 1 to 0 or 0 to 1 depending on the mutation
value.

The algorithms used in VMP-LR design are the max-min algorithm, first-fit algo
rithm, best-fit algorithm, and round-robin algorithm. The typical Max-min algorithm
begins scheduling with unprocessed tasks and is frequently utilized in dispersed envi-
ronments. Based on the available resources, the algorithm calculates the Expected Exe-
cution Time (EExT) and Expected Completion Time (ECoT) of each task [9]. This task
is withdrawn after placement, and the ExT and CoT are updated. The process is repeated
for all jobs in the request [10] and [11].

Step 1: Start with a list of unscheduled resource, U.
Step 2: Determine the set of minimum completion times for U.
Step 3: Choose the next task with a maximumminimum completion time and assign

it to the machine that provides the minimum completion time.
Step 4: Remove the newly mapped task from U Step 5: Repeat steps 2–4 until U is

empty.



Optimization of Virtual Machines in Cloud Environment 115

The First Fit algorithm [12] is one of the popular simple solutions that can help
minimize the number of servers used. This algorithm follows the criterion: “Place are-
quest in the first (called as lowest-indexed) bin which will fit, that is, if there are any
partially filled PMjwith level (PMj)+ s(Resourse Request (RRi))< = 1, then place RRi
in the lowest indexed bin [16]. Otherwise, start a new bin to meet the VM requirement
and place RRi as its first item [17]. Here ‘s’ indicates the size of the resource.

The best-fit algorithm is also a popular bin-packing algorithm [15]. The best-fit algo-
rithm [13] also called match-making algorithm, is similar to the first-fit algorithm in the
manner that it filters out all the PMs that do not meet the resource request character-
istics. To get the finest VM-to-PM mapping possible, the best-fit algorithm conducts a
thorough search by assessing how well the PMs are matched for the location rather than
selecting the first PM that meets the criterion [18]. The goal of the traditional round
robin scheduling technique [19] is to distribute the workload across all PMs evenly [20].
This approach cycles through allotting one VM to each node [14]. Prior to going on to
the request for the following PM, the algorithm first assigns a request to each PM. The
pre-empted operation is then moved to the back of the ready queue and executed during
the subsequent time slice or quantum [21]. This placement ensures that the scheduler
moves on to the next task without waiting for a PM’s resources to run out.

3 Proposed Methodology

The research analyzes the VM requests concerning three dimensions: CPU Using this
multi-dimensional resource characteristic [22] and [23], the proposed scheduling algo-
rithm can achieve high efficiency and greater utilization of resources resolving the first
issue identified [24]. The Placement Component efficiently maps VMs to PMs using
traffic and load-aware scheduling methods [25]. The efficiency with which these algo-
rithms handle large, medium, and low resource requests have also been improved. The
VM manager will constantly monitor all of these related parts. Two research steps go
into the design of the proposed VMP-LR [26] represented in Fig. 3

Resource handling and placement components, the research methodology’s initial
phase suggests algorithms for building request queues and techniques for effectively
scheduling them. The three unique queues that are formed are High Resource Queue
(HRQ), Medium Resource Queue (MRQ), and Low Resource Queue (LRQ).

The second stage of the study technique focuses on load balance to boost the place-
ment work and further optimize resource utilization. Resource fragmentation brought
on by an increased load imbalance lowers server resource usage [27]. A load imbalance
can also occur if a host power cycle occurs or cloud users or customers discontinue
existing services. Load rebalancing methods can be used to control this situation [28].
The experiments are created in the following six stages.

Stage 1: Review the suggested scheduling and load balancing algorithm. Stage 2:
Evaluate the effect of queuing algorithm.

Stage 3: Selection of algorithms according to traffic intensity.
Stage 4: Analysis of scheduling and load balancing algorithm to queues can be

mapped to any of the suggested algorithms.
Stage 5: Analysis of the rebalancing algorithm.
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Fig. 3. Proposed Methodology

Stage 6: Evaluation of VMP-LR after incorporating the enhanced Algorithms Space
is here.

Let P or PM be the collection of all physical machines in a cloud system’s data
center and P = {p1, p2,…, pm}, where m is the number of actual machines overall and
pi represents a specific physical machine. ‘i’ (1 ≤ I ≤ m). Similarly, let V or VM be
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the set of virtual machines on each Pi and Vi = {vi1, vi2,…, vin} where n is the total
number of VMs in PM ‘i’.

Using the PM load variation law, it is possible to divide time (t) into a total of K
consecutive time intervals., that is t = [(t1-t0), {t2-t1),…, (tk-tk-1)]. The time interval
‘k’ is denoted as (tk-tk-1). Assuming that the VM load is constant throughout the day,
then Vin(j, k) denotes a load of Vin in Pj at time interval k. Thus, the average load of
Vin(j, k) on Pj in a time interval T is defined as Eq. (1).

Average Load(AL) = 1

T

∑k

k=1
Vin(j, k) ∗ (tk − tk−1) (1)

Using Eq. (2) a load of PM for the last T intervals can be estimated by adding all the
loads of VMs on that PM.

Load ofPj(T) =
∑m

j−1
AL(Vin(T)) (2)

After placement, the VMP-LR has resource information for V, from which, PM load
can be re-estimated using Eq. (3).

Load ofPj(T) = Pj(T) + AL((VinT)) (3)

The cloud system works on a heterogeneous resource requirement environment,
where the queuing models based on single resource might not be sufficient. The requests
inside each queue are given equal importance. The usage of the multi-queuing model
increases both customer satisfaction and provides profitability. It can also reduce star-
vation when combined with dynamic scheduling [29]. A cloud system generally uses a
queue manager to generate and manage the queues. Three types of queues, small queue
contain 40% of the requests, medium queue contains the next 40% of the requests and
long queue contains the remaining 20% of the request are used during scheduling and
load balancing [30].

3.1 Proposed Queuing Model

The main goal of the proposed queuing model is to group the resource requests into
High, Medium and Low Request Queues using an algorithm based on the current load
and resource availability at a particular time, T. The proposed queuing model is designed
as a multi- queue model with multiple data centers, each having multiple PMs that can
serve a set of VMs. The algorithm 1 of the resource handing component is shown below:
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Algorithm 1

Input: ReqID, Req (Resource Requirement), Primary Queue
Output: HRQ, MRQ and LRQ

Step 1: Estimate the current load
Step 2: Estimate Resource Available
Step 3: Handle Requests (Admission Control)
Step 4: Estimate Thresholds at time t
Step 5: Classify each request in the primary queue into any one of the secondary

queues (HRQ, MRQ, and LRQ)
Step 6: Sort each queue in descending order of R 
Step 7: Update load, resource availability, thresholds after each placement
Step 8: Repeat steps 1 – 7 For each new request, classify request to anyone

queue and link it with any one of the corresponding shortest queues.

The next step of the queuing model examines the requests in the primary queue
and moves them to HRQ, MRQ or LRQ. This step gives equal priority to all the three
resources and uses a rule-based algorithm 2.

Algorithm 2

For each datacenter, i,
If ( ) > T2( ) then Add ReqID, to ( ) THRQ
If ( ) <=T2 and >=T1 Add ReqID, ( ) to TMRQ
Then If ( )< T1 then Add ReqID, to ( ) TLRQ 
If count (ReqID) in THRQ >=2 then Move ReqID, ( ) to HRQ; Loop;
If count (ReqID) in TMRQ>=2 then Move ReqID, ( ) to MRQ; Loop;
If count (ReqID) in TLRQ >= 2 then Move ReqID, ( ) to LRQ; Loop;

else
Move ReqID, ( ) to LRQ
End for

3.2 Proposed Placement Algorithm

The first step of the proposed algorithm is to perform pre-scheduling using the improved
max-min algorithm. After the initialization of pheromone trials, the threshold level of
PMs (value in the [0,1]), the fitness of the population is estimated using Eq. (4).

Fij =
∑NHRQ

i=1 RCij

VCj
(4)
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where Fij is the capacity of VMj with bee number of I or the fitness of the bee population
of I in VMj.

The revised max-min algorithm employed in the proposed Scheduling and Load
Balancing Algorithm using Improved Max-Min, ACO and ABC algorithm (SLAM2A)
results in an average efficiency improvement of 21.8 percent compared to the standard
Scheduling and Load Balancing Algorithm based on ACO (SLAACO) method when
considering the number of PMs utilized. The average Scheduling and Load Balanc-
ing Algorithm (SLA) violations rate of SLAACO algorithm is 1.16%, which has been
reduced to 0.9% by SLAM2A algorithm. As a consequence of the lowered load imbal-
ance rate and migration rate, the power consumption rate of the proposed algorithm is
also reduced to 2.25% compared to the conventional algorithm.

The proposed Scheduling and Load Balancing Algorithm based on First Fit, Best
Fit algorithm and multi-level grouping (SLAFBG) is designed using an amalgama-
tion of algorithms: First-Fit, Best-Fit, and Genetic Algorithms. The algorithm uses a
Load Percentage Threshold (LPT) threshold, which acts as the deciding criterion during
placement. The LPT is initially set to 50%, which indicates half- full PMs that can safely
accommodate all basic RRs. As a result of integrating the benefits of First-Fit and Best-
Fit for scheduling, while a multi-level grouping GA is used to execute load balancing,
the suggested algorithm’s efficiency has increased when compared to its traditional tech-
niques with all performance measures. The two basic components of SLAMP algorithm
are pre-scheduling and scheduling with load balancing. This problem can be stated as
“Find a mapping instance M such that scheduling a RR to a PM, the total makespan
based on EExT is minimized”. The objective function to reduce the execution time is
given using Eq. (5) and (6).

MinF =
∑n

i=1

∑m

j=1
= ExEtij1 −

∑n

i=1
RA(PMi(Re) − µ(Re)) (5)

Subject to

M∑

J−0

RR(Re) ≤ RLREt (6)

where n is the total number of VM requests, m is the total number of PMs available for
mapping and EExT is the expected execution time, (Re) is C, R or B and µ represents
the mean of the resource (C, R, B) estimated.

The standard round-robin approach cycles through allocating one virtual machine
to each node, recording the location of the previous scheduler visit and starting from
that point the next time a new request is received. The proposed enhanced round robin
algorithm solves these issues. The algorithm simultaneously performs two tasks. The
first is to place a new request to an appropriate PM and the second is to monitor PMs
to find situations when it can be shut down. In the algorithm, steps 1 to 8 take care of
task 1, while steps 9 to 11 take care of the second task. The proposed method enhances
the working of the conventional round robin algorithm based on two conditions. On
the other hand, when it is greater than Tn, the distribu tion of remaining VMs to other
PMs is performed to save power. The period ‘T’ is estimated automatically using the SR
register. The SR register stores the time difference of EExT of VMs and CoT of VMs
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of a PM. Analyzed and compared [31] various existing VM rebalancing algorithms.
On the other hand, [32] presented a new VM placement and rebalancing algorithm for
data intensive applications of cloud systems. VMs were mapped to PMs with minimum
access time, andmigration took place when the access timewas greater than a predefined
time threshold value.

4 Results and Discussions

The revised max-min algorithm employed in the proposed SLAM2A algorithm results
in an average efficiency improvement of 21.8 percent when compared to the standard
Scheduling andLoadBalancingAlgorithmbased onACO (SLAACO)methodwhen tak-
ing into account the number of PMs utilized. Similarly, while considering the response
time metric, on average, the proposed SLAM2A algorithm maximizes the speed by
36.4ms when compared to SLAACO algorithm. The average SLA violations rate of
SLAACO algorithm is 1.16%, which has been reduced to 0.9% by SLAM2A algo-
rithm. As a consequence of the lowered load imbalance rate and migration rate, the
power consumption rate of the proposed algorithm is also reduced to 2.25% compared
to the conventional algorithm. The comparison of Scheduling and Load Balancing Algo-
rithm based on First Fit (SLAFF), Scheduling and Load Balancing Algorithm based on
Best Fit (SLABF), Scheduling and Load Balancing Algorithm based on GA (SLAGA),
Scheduling and Load Balancing Algorithm based on First Fit, and Best Fit algorithm and
multi-level grouping Genetic (SLAFBG) algorithm over No. of active physical devices,
SLA Violation Rate, Power Usage, Migration rate parameters are given in the Fig. 4.

The comparison of SLAPSO and SLAMP algorithm is given in the Fig. 5. The effect
of introducing the queuing algorithm along with Join Shortest Queue (JSQ) algorithm is
studied and analyzed in Stage 2 experiments and the result of this analysis is presented
in this section. In the figures showing this effect, WO indicates the proposed algorithm
without preprocessing algorithm and W represents the proposed algorithm with the pre-
processing algorithm. By contrasting the outcomes of the suggested methods with and
without the addition of preprocessing algorithms, the significance of the preprocess-
ing stage in VM placement has been examined. The efficiency gain (%) of SLAFBG
algorithm over the conventional algorithms has been mentioned in the Table 1.

The effect of preprocessing on the performance of SLAM2A has been shown in the
Fig. 6. The performance has been measured over No of active PMs, SLA violation rate,
power usages and migration rate parameters.

Stage 3 experimental results shows the selection of algorithms according to traffic
intensity. The results also show that with high traffic intensity, the performance of the
SLAM2A, SLAFBG, and SLAMO algorithms stabilizes. This demonstrates the benefit
of these algorithms in situations with high traffic volumes and suggests that they are
better suited for rush hour. Figure 7 to Fig. 11 shows the suggested VM placement
algorithms for the chosen performance measures, including the number of PMs used,
response time, SLA violation rate, resource use, power usage and load imbalance rate.
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Fig. 4. Comparison of SLAFF, SLABF, SLAGA and SLAFBG Algorithms.
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Fig. 5. Comparison of SLAPSO and SLAMP Algorithms.

Stage 4 experimental results identifying and mapping proposed algorithms to HRQ,
MRQ or LRQ. The main aim of stage 4 experiments is to identify the algorithm that
can efficiently handle the HRQ, MRQ and LRQ requests. As these queues are used
only during rush hour and from the previous section, it was decided that the SLAM2A
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Table 1. Efficiency gain (%) of SLAFBG Algorithm over the Conventional algorithms.

Performance Metric First Fit Best Fit Genetic Algorithm

No. of Active PMs 35.89 28.57 12.58

Response Time 14.15 15.41 8.52

SLA Violation Rate 38.09 29.10 20.40

Resource Utilization 33.25 24.42 10.58

Power Usage 5.76 6.67 2.76

Load Imbalance Rate 32.52 26.55 15.31

Migration Rate 19.70 15.54 8.43

and SLAFBG algorithms are more suitable in handling rush hour traffic, the queue
mapping analysis is performed only for these three algorithms. The request per second
was adjusted in stages of 100 during the exercise, ranging from 100 to 500 indicate
the selection of the suggested algorithms based on resource request intensity and the
number of active PMs employed, response time, migration rate, resource utilization,
power usage, SLA violation rate and load imbalance rate. The performance analysis of
SLAM2A, SLAFBG, and SLAMP algorithmwith high, low and medium requests based
on the number of active PMs have been shown in Fig. 12(a) to Fig. 12(c).

Similarly, the performance analysis of SLAM2A, SLAFBG, and SLAMP algorithm
with high, low and medium requests according to response time have been shown in
Fig. 13(a) to Fig. 13(c).

The performance analysis of SLAM2A, SLAFBG, and SLAMP algorithmwith high,
low andmedium requests according to SLAViolations have been shown in the Fig. 14(a)
to Fig. 14(c).

The performance analysis of SLAM2A, SLAFBG, and SLAMP algorithmwith high,
low and medium requests according to resource utilization have been shown in the
Fig. 15(a) to Fig. 15(c)

The performance analysis of SLAM2A, SLAFBG, and SLAMP algorithmwith high,
low andmedium requests according to load imbalance rate have been shown in Fig. 16(a)
to Fig. 16(c).

From the experimental results mentioned in Fig. 12(a) to Fig. 16(c), it can be deci-
phered thatwith all the performancemetrics, the SLAM2Aworkswellwith high resource
requests, SLAFBG exhibits better performance with medium resource requests and
SLAMP algorithms’ performance is higher with low resource requests. Hence, it is
decided to use the SLAM2A to handle requests in HRQ, SLAFBG to handle the request
in MRQ and SLAMP to handle requests in LRQ.
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Fig. 6. Effect of Preprocessing on the Performance of SLAM2A Algorithm

The ACO algorithm uses modified objective functions, modified heuristic infor
mation, and pheromone vaporization rules and is combined with the ABC optimiza-
tion algorithm. VM requests per second are changed from 100 to 500 in 100 increments
to analyze the low and high demand algorithms. SLAM2A using the proposed Load
Rebalancing using ACO and ABC Algorithm (LR2A) rebalancing algorithm is 18.18%
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Fig. 7, Selection of proposed algorithms according to traffic intensity and No. of PMs

Fig. 8, Selection of Proposed Algorithms According to Traffic Intensity and SLA Violations
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Fig. 9, Selection of ProposedAlgorithmsAccording to Traffic Intensity andResourceUtilization.

Fig. 10. Selection of Proposed Algorithms According to Traffic Intensity and Power Usage
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Fig. 11. Selection of Proposed Algorithms according to Traffic Intensity and Load Imbalance
Rate

better than SLAM2A using the traditional Load Rebalancing using ACO Algorithm
(LRACO) rebalancing method when considering average load balancing. Compared to
SLAFBG with LRACO, SLAFBG with LR2A shows an average efficiency improve-
ment of 18.84%. Similarly, SLAMP and Scheduling and Load Balancing Algorithm
based on Enhanced Round Robin (SLAERR) with LR2A improve performance by 6.98
percent and 10.75 percent, respectively, over their respective counter algorithms with
the traditional ACO algorithm.

On the other hand, SLAM2A, SLAFBG, SLAMP, and SLAERR using LR2A
improved by 8.67%, 6.29%, 5.06%, and 4.85% compared to using the standard ACO
algorithm, according to a survey of average migration assessments is showing. The load
imbalance and VM Migration rate of rebalancing algorithms are given in Fig. 17 and
Fig. 18 respectively.

From all above-mentioned results of stage 4 experiments, it can be deciphered that
with all the performance metrics, the SLAM2A works well with high resource requests,
SLAFBG exhibits better performance with medium resource requests and SLAMP algo-
rithms’ performance is higher with low resource requests. Hence, it is decided to use
the SLAM2A to handle requests in HRQ, SLAFBG to handle the request in MRQ and
SLAMP to handle requests in LRQ.
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Fig. 12. (a) to (c) Performance Analysis of SLAM2A, SLAFBG, and SLAMP with High,
Medium, Low Requests according to No. of Active PMs Used.
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Fig. 13. (a) to (c) PerformanceAnalysis of SLAM2A, SLAFBGandSLAMPwithHigh,Medium,
Low Requests according to Response Time.
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Fig. 14. (a) to (c) PerformanceAnalysis of SLAM2A, SLAFBGandSLAMPwithHigh,Medium,
Low Requests according to SLA Violations.
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Fig. 15. (a) to (c) Model Structure of Analysis of SLAM2A, SLAFBG and SLAMP with High,
Medium, Low Requests according to resource utilization.
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Fig. 16. (a) to (c) PerformanceAnalysis of SLAM2A, SLAFBGandSLAMPwithHigh,Medium,
Low Requests according to load imbalance rate.
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Fig. 17. Load Imbalance Rate of Rebalancing Algorithms

Fig. 18. VM Migration Rate of Rebalancing Algorithms

5 Conclusion

Thus, from the results of Stage 1 to Stage 4 experiments it can be deciphered that all the
proposed scheduling and load balancing algorithms (SLAM2A, SLAFBG, SLAMP, and
SLAERR) are improved versions to their conventional counterpart algorithms. Includ-
ing queuing and JSQ algorithms with the proposed algorithms has improved the VM
placement process. The linking of the proposed LR2A re- balancing algorithm with the
proposed algorithms has also increased the efficiency of VM placement operation. The
average SLA violation rate of VMP-LR is 0.6% which is a small rate when compared
with FF (1.26%), BF (1.1%), RR (1.36%), GA (0.98%), ACO (1.16%) and PSO (1.01%).
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This shows that VMP-LR is a much- improved version. On average, the resource utiliza-
tion power of VMP-LR increases to 76.8%. As can be seen from the results, the existing
algorithms cannot reach this peak in resource utilization power.

Finally, the proposed VMP-LR portrays an increase in performance with all metrics
compared to the existing algorithms. The system shows an efficiency gain comparedwith
the existing algorithms in the range of 17–43% with number of active PMs, 10–16%
with response time, 15–62% with resource utilization and 9–40% with load imbalance
rate.
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Abstract. The concept of a smart city is increasing because of the
demand for intelligent drones. So, the Internet of Drones came into pic-
ture, providing several benefits/services for daily life. Services that IoD
offers are monitoring, FANET (Flying Ad-Hoc Networks), management
of any infrastructure, and IoT (Internet of Things). These services can
be deployed in the smart city environment. Still, communication among
drones is a significant concern. For communicating, drones use the inse-
cure channel, and there is a risk of security threats while sending critical
information. They are also prone to physical capture attacks because of
their usage in an environment devoid of human beings. Regarding com-
munication and computation, drones are resource constrained, so it is
not feasible to implement public key cryptography because it requires
more power to perform those actions. A recent protocol for the internet
of drones is also analyzed in this article. Therefore, this article presents
a lightweight authentication protocol that is reliable to the users and
meets their demands. The performance analysis ensures the efficiency of
the proposed protocol.

Keywords: Authentication · Key Agreement · Internet of Drones ·
Physical Unclonable Function

1 Introduction

The technologies are emerging with novel innovations being implemented simul-
taneously. Fields like IoT (Internet of Things), FANET (Flying Ad-hoc Net-
works), and 5G communication are also following the same trend, which led to
the development of smart cities [1–5]. But there are certain challenges being
faced by it like maintaining and storing a large amount of data. This data is
collected by the sensors and IoT, which is later stored in their memory. One
way to overcome this challenge is by combining UAV, FANET, and IoT into IoD
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[6]. Each one plays their individual role even after getting combined. FANET,
when used in UAVs, gives fast speed, low latency, and back-end services to the
user. In drones also, when IoT is deployed, it gathers critical information from
various difficult scenarios and carries that information forward with the help of
FANET. So this led to the rapid demand for FANET-based IoD [7,8]. Their
features include monitoring, surveillance, logistic transportation, and providing
relief during critical rescue operations. The services which are available to use by
IoD are possible because of the portability, flexibility, and rapid deployment. For
example, if any natural calamity happens, the sensors present in the IoD can
gather all the necessary information. Affected people can be located by their
body temperature with the help of thermal sensors [9]. After this, medical assis-
tance will be provided to them once the data collected by IoD is shared with
them. Even after having many advantages still, there are certain issues that need
to be addressed and resolved for better functioning of the IoD. FANET-based
IoD uses public channels for sharing information which leads to the violation
of privacy [10]. The data, which was gathered by the drones, can be used by
the attacker for unethical activities if it is not secured properly. For example,
an adversary can get the details of sensitive localities by taking pictures and
recording videos and can even use them to transport illegal substances. Apart
from this, adversaries can intrude into the privacy of someone else by clicking
pictures with the help of a camera present in drones. If we talk of the extreme
scenario, the adversary can gather information stored in the drone by capturing
it and then pretend to be the captured drone using the information stored in
it. Along with this, there is a boost in demand for services which is there in
smart cities. And another challenge it faces is the lightweight property. IoD has
a set of conditions or constraints like computation power and consumption of
energy. This was the main objective for the evolution of a lightweight authen-
tication scheme. It is difficult to perform highly complex computations, and
any computation that a system is performing must be solved within a certain
threshold time interval, or else the performance of the schema will be affected,
and the desired result will not be achieved. So to ensure the reliable and efficient
working of IoD in smart cities, secure and lightweight authentication and key
agreement scheme is introduced [11]. For many years, researchers are propos-
ing a schema that is secure and follows the condition of efficient Authentication
Key Agreement (AKA) protocols for IoD so that they can be implemented in
smart cities [12–14]. Some of them asserted that their scheme is reliable, efficient,
untraceable, and capable of withstanding various attacks. Unfortunately, their
assertion proved to be wrong when their schema faced security attacks. Elliptic
Curve Cryptography and other existing AKA schemes can not be implemented
in IoD-based smart cities because of their lightweight property.

2 Related Works

For many decades, several authentication and key agreement schemes have been
developed in order to improve the security and privacy of IoT [15–17]. “Password-
based single factor AKA scheme” was introduced by Lamport [18]. But Lamport
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[18] was not successful because it was not resistant to password guessing attacks
in offline mode because only password privacy and security was considered. So
to improve this, “smart card based two-factor authentication and key agree-
ment scheme and password” was introduced by Das [19]. But Das’s [19] scheme
also has a drawback which was explained by Nyang’s and Lee’s [20]. The draw-
back was prone to guessing passwords and capturing sensor node attacks. So
the “Secure and efficient two-factor authentication and key agreement scheme”
was introduced by Nyang and Lee [20] to overcome the drawback faced by Das’s
[19] scheme. To introduce the new feature of providing user anonymity and pri-
vacy, He et al. [21] proposed an “enhanced two-factor based authentication and
key agreement scheme .” But He et al.’s [21] proposed a scheme was unable to
establish the session key and also provide secure mutual authentication. This
vulnerability was analyzed by Kumar and Lee [22]. So, it was concluded that
two factors, AKA schemes for IoT [18–22] are prone to multiple security attacks.
In previous years, several scholars have been introducing secure, and lightweight
three-factor authentication and key agreement schemes based on biometric [23–
27]. They were introducing these schemes so that IoT-enabled drones can over-
come the vulnerability, security challenges and privacy challenges faced by the
previous two factor-based authentication and key agreement scheme. The three-
factor AKA-based scheme was introduced by Wazid et al. [27]. He described
several security requirements for the different types of issues faced by IoD envi-
ronments. But Wazid et al.’s scheme have one issue that it cannot guarantee
perfect backward secrecy and independent aliasing. This was pointed out by
Alladi et al. [24]. So he introduced the two stages of lightweight authentica-
tion and key agreement scheme for “software-defined network-based unmanned
aerial vehicle.” But Alladi et al. [24] have one issue, which was raised by Beebak
et al. [25], that forgery, offline password guessing, and replay cannot be pre-
vented. In addition to this, the confidentiality of the data and forward secrecy
can not be guaranteed. To prevent this security issue “temporary login based
anonymous lightweight three-factor authentication and key agreement scheme
in the internet of drones,” also known as TCALAS, was proposed by Srinivas
et al. [26]. But Srinivas’s scheme also faced one issue that it is prone to imper-
sonation attacks and can also be traced easily. This was analyzed by Ali et al.
[23]. Ali et al. [23] introduced an “enhanced authentication and key agreement
scheme for the internet of drone-based smart city environments” to overcome
the issue faced by the scheme developed by Srinivas et al. [26]. Still, for some
reason, Ali et al. [23] scheme was vulnerable to forgery, server spoofing attacks,
and session key disclosure. Similar to these schemes, others also tried to intro-
duce new security features between the IoD and users, but those features have
some vulnerabilities. The schemes [23–27] are still prone to security attacks in
future. Recently, several public key cryptography-based authentication and key
agreement schemes [28–31] have been introduced or proposed in the IoD based
smart cities environment in order to enhance the level of security and privi-
lege controls as compared to the previously defined schemes (three factor-based
AKA schemes). “ECC based certificate less authentication and key agreement
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scheme for the IoD-based smart city environment” was proposed by Won et al.
[31]. But this scheme has some vulnerabilities, like it lacks anonymity of the
user and formal security is not discussed. Another scheme, “Authentication and
key agreement scheme to provide services in the internet of drone environments
based on homomorphic encryption,” was introduced by Cheon et al. [28]. But
this scheme is prone to insider attacks and session key discloser. Another scheme
[29] was proposed stating, “Secure and efficient authentication and key agree-
ment framework for mobile sinks used in IoD environment based on bilinear
pairing.” But in several attacks like impersonation attacks and perfect forward
secrecy is not guaranteed. In addition to these, this scheme cannot provide real-
time services because of the high communication computation costs required by
the bilinear pairing. This was pointed out by Nikooghadam et al. [30] who pro-
posed a “Secure and lightweight authentication and key agreement scheme for
the IoD-based smart city environments based on ECC,” which is highly secure
against several security compromised attacks. Later his scheme failed to be resis-
tant against security attacks like replay, impersonation attacks, and insider and
there was no mutual authentication between two or more devices. This vulner-
ability in the Nikooghadam et al. scheme [30] was discovered by Ali et al. [32].
These public key cryptography based authentication and key agreement schemes
[28–31] can be prone to physical drone capture attacks. If it happens, then the
adversary can extract all the sensitive information from it and impersonate the
captured drone. These schemes are not made to solve complex problems because
it requires high communication and computation cost.

3 Motivation and Contribution

The IoD is an emerging area for researchers, security and privacy are signif-
icant concerns for communication among drones. Many authentications and
key exchange protocols have been proposed [23,26,27,30,31], but it was found
that either they were not secure against possible attacks like password guessing,
anonymity, Man in the middle [MITM], malicious insider, user/server imperson-
ation, etc., or they are not efficient in terms of computation and communication.
We have also studied a recent protocol [33] and found a vulnerability. According
to the protocol to which we have referred,{idi, rpwi, ri} was submitted to the
control server through a secure channel, but there is no meaning to send the
random number ri to the control server as it can be used by the attacker to
retrieve the secret credential with certain attacks. Therefore, one need a secure
and efficient authenticated key exchange mechanism for the IoD environment.
This article proposes the required mechanism, which attains most of the security
attributes. A performance analysis of the proposed protocol is also done, with
relevant protocols, and found that the proposed protocol takes less computation
cost. Therefore this protocol can be implemented for communication among IoD.
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4 Threat Model

The most widely used threat model for finding the security of secure, lightweight
authentication protocol for the IoD is Dolev and Yao [34] threat model. The
actions which can be performed by the malicious attacker or adversary (MA)
are discussed here. The Dolev and Yao model states that attackers can compro-
mise, delete, eavesdrop, inject some codes and modify some of the data shared
through the public medium. A malicious attacker can also perform a powerful
analysis attack on smartphones by acting as a legal user [35]. This leads to the
compromise of sensitive information present in the smartphone. Apart from this,
the attacker can do capturing the physical device. After this, the login details
can be extracted, and the attacker can behave like a legal user. The attacks
performed by the attacker after getting the login details are forgery and imper-
sonation attacks. Another scheme that is more secure and efficient than Dolev
and Yao’s(DY) threat model is Canetti and Krawczyk(CK), model [36]. It is
also known as the CK threat model. The standard CK model is de facto for
all AKA schemes. The CK threat model states that the attacker (MA) has all
the capabilities mentioned in the DY model. But in addition to it, the adver-
sary can also compromise sensitive information by performing attacks based on
session hijacking. Also, a MA can perform the attack on CK [36] model like an
ephemeral secret leakage attack. So it is essential for any scheme that it does not
reveal the data even after the session hijacking is performed. The scheme must
be resistible enough to protect the data of other devices connected to it.

5 Physical Unclonable Functions

When we talk about security, there are hardware devices like sensors and the IoD.
To protect them from the malicious adversary or attacker, physical unclonable
functions(PUF) [37] is used. Generally, PUF produces single unique output for
the input which is given to it. For example, the fingerprint sensor present in
the devices uses PUF. The unique feature of the PUF is that the secret key is
not saved, and public key cryptography is not used for authentication purposes.
Apart from this, making the exact copy of the previously known PUF is difficult
because they are designed by nanoscale variation at the time of production of
integrated circuit chips. PUF are durable, unique and tamperproof. They protect
the devices connected from side-channel attacks and cloning. The mathematical
way of representing PUF is O = PUF (c), where O is output; PUF is a physical
unclonable function, and c is a challenge given to it. Properties of PUF are
(1) architecture of PUF decides the output, (2) produced output is unclonable
and unique, and they are easy to implement on any device. In case there is
any modification of PUF during manufacturing, the output will also be affected.
The user and device authenticity is verified by a PUF before the connection is
established [38]. If we implement these features into our scheme, it will result in
an efficient and durable model.
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6 Network Model

The internet of the drone-enabled smart city will have the network model.
The suggested scheme has three major structural elements: control server(cs),
drone(d), and mobile user(mu). A brief description of each in detail is as follows:

1. Control Server(cs): As the name suggests, it refers to the ground station
server. They act as a medium between the drone and the mobile user. It
allows the mobile user to communicate with the drones. Apart from this,
mobile users can monitor the drones provided that the mobile users must be
authorized. To authorize the entity’s control server assigns the credentials to
mobile users and drones and registers them. One can say that the control
server is the link between mobile users and drones. The mobile user and the
drone can also mutually authenticate themself in the public channel through
which they are connected. This authentication is possible with the help of the
control server only. The database of the control server is not accessible by the
malicious adversary(MA). So the data stored in the database is secured.

2. Mobile user(mu): The users who carry mobile devices like smartphones,
tablets, etc., are referred to as mobile users. In the registration phase, the
credential is assigned to the mobile user by the control server. Once the cre-
dentials are given, mutual authentication is performed for mobile users and
drones. After this, the session key is established between them for secure
communication and data sharing.

3. Drone(d): Similar to the mobile user, in the registration phase, the credential
is assigned to the drone by the control server. Once the credentials are given,
they are eligible for deployment in flying areas. The drone which is deployed
is controlled by the control server in order to send data collected by it using
the sensors. The data, which is collected, is then sent to mobile users.

7 Proposed Secure and Efficient Authenticated Key
Exchange Protocol for Deploying Internet of Drones
in Smart City

This section discusses the proposed authenticated key exchange for deploying the
IoD in the smart city. The protocol is divided into four phases (i) initialization,
(ii) drone registration, (iii) user registration, and (iv) authentication and key
agreement phases, respectively. Table 1 shows all the most important notations
and terminologies.

7.1 Initialization

In this phase, the public parameters of the system, such as physical unclonable
function PUF(.) and fuzzy extractor functions like generator gen(.) and repro-
duction Rep(.), are issued. In addition, the control server also chooses the Zp

and msk, which belongs to Zp. The control server does certain pre-assignment
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Table 1. Notations

Symbol meaning

mui Mobile user

dj Drone

cs control server

bioi biometric of mobile user

idi, pwi identity and password of mobile user

didj identity of drone

r1, r2, r3 random nonces

ti timestamp

sk session key between mobile user and drone

msk maskter key of control server

h() hash function

PUF () physical unclonable function

⊕ XOR operation

|| Concate operation

operations, like the secret credentials assigned to a drone for registering and
authenticating before they can operate in their flying areas. The Drone iden-
tity (did) is chosen for each drone by the control server. Then the drone identity
(did) is sent to the respective drones. The drones save their identity in the secure
database. Once initialized, the system goes to the next phase of registration.

7.2 Drone Registration

After registering, the drones receive their secret credentials. Drones use the cre-
dentials for authentication purposes. Drone registration is elaborated in three
steps as follows:

1. DRP 1: The drone dj selects its didj and arbitrary number nj . Then drone
dj submit its identity and random number as a single entity {nj , didj} to the
control server through the secure transmission channel.

2. DRP 2: After receiving the message, the control server checks if did∗
j = didj .

If true, then a random challenge set cj is selected by the control server. The
response Resj=PUF (cj) is calculated with that challenge cj . Two element
set rj and δj are calculated when the response is passed to the PUF Gen(.)
function with a condition that (rj , δj) = (Gen(Resj)). Then, the control
server calculates zj = h(didj ||msk), nj = zj ⊕ h(didj ||nj) and ej = δj ⊕
h(zj ||nj ||didj) , which sent {nj , ej} to the drone. At last, the control server
stores {zj , (cj , rj)} as a single entity in its memory.

3. DRP 3: Once the message is received, the secret credential {nj , ej} is stored
by the drone in its memory.
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7.3 Mobile User Registration

After registering, the mobile users mui receive their secret credentials. Then
mobile users mui use the credentials for authentication. Mobile user registration
is described briefly in 3 steps mentioned below:

1. URP:1 mui represents mobile user, selects a mobile user identity idi, pass-
word pwi and random number ri. After this, the mobile user mui computes
a random password rpwi = h(pwi||ri)and sends identity and random pass-
word {idi, rpwi}as a single entity to the control server through the secure
transmission channel.

2. URP:2 After receiving the message, the control server calculates a ran-
dom identity ridi = h(idi||rpwi||mski), xi = h(mski||ridi||rpwi) and saves
{ridi, xi} as a single entity in its memory. After this, cs the fetches didj and
submit {didj , ridi, xi} to mobile user through a secure medium.

3. URP:3 Once the message is received, the mobile user calculates β∗
i =

β ⊕ h(idi||pwi) , x∗
i = xi ⊕ h(idi||pwi||ri), rid∗

i = ridi ⊕ h(pwi||idi||rpwi),
did∗

j = didj ⊕ h(idi||rpwi||pwi), and c∗
i = h(ridi||pwi||xi||ri). Then, gateway

gwi changes {rid∗
i , x

∗
i } with {ridi, xi} after that it saves {β∗

i , c∗
i , did∗

i } in the
mobile user device which is connected to it.

7.4 Authentication and Key Agreement Process

In the Authentication process, Control Server authenticates the mobile user and
drone to establish a session key. A detailed description of AKA process of our
proposed model is stated below:

1. AKP-1: A user enters its secret idi and pwi in the mobile devices. ri=,
rpwi = h(pwi ‖ ri), xi = x∗

i ⊕ h(idi‖pwi‖ri), ridi = rid∗
i ⊕ h(pwi ‖ idi‖

rpwi), didj = did∗
j⊕ h(idi ‖ rpwi ‖ pwi), and c∗

i =h(ridi ‖ pwi ‖ xi ‖
ri), and verifies c∗

i
?=ci. If its false then the session is aborted by mui

if not, chooses a arbitrary numpty r1 and a timestamp t1, and calculates
m1=(r1‖didj)⊕h(ridi‖xi‖t1) and authus=h(ridi‖r1‖xi‖t1), and over a pub-
lic channel the message {m1, authus, ridi, t1} is sent to CS.

2. AKP-2: After receiving the messages, a timestamp t2 is generated, and fresh-
ness of |t2 − t1| ≤ �t is verified and where maximum time delay for trans-
mission is denoted by �t and message reception time is denoted as t2. If the
date and time of the message are valid, Control Server calculates (r1 ‖ didj)
= m1⊕h(ridi ‖ xi ‖ t1) and auth∗

us = authus. If it’s true, the control server
fetches (cj , rj) ← didj , and chooses an arbitrary numpty r2. Then, control
server calculates zj=h(didj ‖ zj ‖ t2) and authsd = h(didj ‖ r2 ‖ zj ‖‖ rj ‖ t2)
and sends {cj ,m2, authsd, t2} to the drone.

3. AKP-3: Once the message is received, current timestamp t3 is selected by dj
and validity of |t3 − t2| ≤ �t is checked by dj . If its true, dj retrives {nj , ej}
in the memory and calculates zj = nj⊕h(didj ‖ bj) and δj = ej⊕h(zj ‖ bj ‖
didj). After this drone computes rj=rep(PUF(cj),δj),(r1 ‖ r2)=m2⊕h(didj ‖
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rj ‖ zj ‖ t2) and auth∗
sd=h(didj ‖ r2 ‖ r3 ‖ rj ‖ t3) and authdu=h(r1 ‖ r3 ‖

rj ‖ didj ‖ sk). Finally, Over a public channel message m3, authds, authdu, t3
to control server by dj .

4. AKP-4: After receiving the messages, The timestamp t4 is generated by
CS and freshness of |t4 − t3| ≤ �t is verified. If it is valid, CS calculates
r3=m3⊕h(rj ‖ r2 ‖ t3) and auth∗

ds=h(didj ‖ r2 ‖ r3 ‖ rj ‖ t3) and veri-

fies if auth∗
ds

?= authds. Whenever affliction is valid, control server calculates
m4=(r2 ‖ r3 ‖ rj⊕)h(ridi ‖ didj ‖ r1 ‖ xi ‖ t4) and authsu=h(ridi ‖ r1 ‖ r2 ‖
xi). Finally, CS sends m4, authdu, authsu, t4 to mui.

5. AKP-5: Upon receiving the messages, mui a timestamp t5 is selected and
|t5 − t4| ≤ �t is verified. If they are same then mui calculates (r2 ‖ r3 ‖
rj)=m4⊕h(ridi ‖ r1 ‖ r2 ‖ xi) and validate whether auth∗

su
?= authsu. If the

validation fails mui closes the current session alternatively mui calculates sk
= h(r1 ‖ r3 ‖ rj) and auth∗

ds
?= authds. The session key sk will be established

successfully if its valid and mobile user and drone are authenticated mutually.

8 Security Analysis

A security analysis is done to prove the security of our proposed scheme. To
analyze the security of our proposed model or scheme, the informal security
analysis is discussed. In this, it is to prove that the model is immune to specific
attacks like revealing anonymity, disclosing session key agreements, etc.

8.1 Impersonation Attacks

This attack happens when a malicious attacker or adversary tries to impersonate
a legal or authorized user mui by intercepting the communication sent through
the public medium. But while performing this attack, the malicious adversary
must know the {m1, authus, ridi, t1} and {m4, authdu, authsu, t4}. So an attacker
can’t get the messages because the attacker fails to get the arbitrary numpty r1
and private credential xi. At last, it can be said that the model is immune to
impersonation attacks.

8.2 Replay Attack

Suppose the adversary intercepts {m1, authus, ridi, t1}, {cj , m2, authsd, t2},
{m3, authds, authdu, t3}, and {m4, authdu, authsu, t4} are sent during the
authentication and key agreement phase. Whenever a malicious attacker tries
to resent the previously sent messages then our model will check for the current
timestamp present on it or not. Here, the messages which are sent have private
credentials xi, and random nonces {r1, r2, r3}. So our model is immune to replay
attack.
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8.3 Physical Capture Attack on Drones

Suppose a malicious attacker captures some drones to extract all the sensitive
information {nj , ej} where nj = zj ⊕ h(didj ||bj) and ej = δj ⊕ h(zj ||bj ||didj)
present in its memory. But, a malicious adversary cannot calculate the com-
mon session key which was established because the adversary does not know
the drone’s arbitrary number bj and arbitrary numpty r2. And each drone has
a unique and independent random number and random nonce. This happens
because challenge and response (cj , rj) are randomly formed. So it is very diffi-
cult to find the common session key and it can be concluded that our scheme is
immune to physical capture attacks.

8.4 Disclosed Session Key Attack

If the malicious attacker gets the private credentials {x∗
i , rid

∗
i , c

∗
i , did∗

j , β
∗
i , } after

performing a stolen password attack to imitate a legal user mui. But the attacker
must have random nonces {r1, r2}, response {rj} to get the session key sk =
h(r1, r3, rj). But an attacker can’t get the random nonces because all the nonces
are masked with private credentials {xi, zj}. In addition to it, the attacker also
does not know the physically unclonable function’s private parameters δj . So our
model is immune to the disclosed session key attacks.

8.5 Offline Password Guessing Attack

If the malicious attacker ma gets the private credentials after performing the
attack mentioned in the threat model section. So malicious attackers can try all
possibilities to get the real password pwiof the legal user mui. But, the actual
password is hashed with the random number and stored as a random password
rpwi = h(pwi||ri). So it is difficult to get pwi if the arbitrary number ri is not
known to the adversary. So the model is immune to offline password-guessing
attacks.

8.6 Man-in-the-middle Attack

As mentioned in the threat model section, a malicious attacker can eavesdrop
on {m1, authus, ridi, t1}, {cj , m2, authsd, t2}, {m3, authds, authdu, t3},
and {m4, authdu, authsu, t4} sent through public medium and tries to perform
a man-in-the-middle attack. But the attacker can not get the authentication
and confirmation messages because the arbitrary number {r1, r2, r3} and secret
credentials {xi, zj} have masked them. In addition to it, a malicious adver-
sary cannot get the session key sk = h(r1||r2||r3) without having the arbitrary
numpty {r1, r2, r3} and physical unclonable function response parameter rj . So
our model is immune to a man-in-the-middle attack.
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8.7 Ephemeral Secret Leakage Attack

As mentioned in the Canetti Krawczyk model, if the malicious adversary ma
gets only the private credentials and session states from the other features as
mentioned in Dolev and Yao model. Even if the long-term keys {ri, bj} are known
to the attacker, the session key sk is still unknown because the real identity
{idi, didj}and secret value of physical unclonable functions αiare not known to
the attacker. While the other case can be if an attacker gets the short-term
keys {r1, r2, r3} still the session key sk cannot be revealed because the private
credentials {xi, zj} and secret parameters of the physically unclonable function
{rj} are not known to the attacker. So our model is immune to the ephemeral
secret leakage attack.

8.8 Anonymity

If malicious adversary ma eavesdrop on the messages, send them during the
authentication and key agreement phase. Still, it is difficult for the mali-
cious adversary to get the real identity {idi, didj} if the master key msk and
masked password rpwi are not known. This happens because {idi, didj} of
mobile user and drone are stored as ridi = h(idi||rpwi||msk) and did∗

j =
didj ⊕ h(idi||rpwi||pwi). So our model offers anonymity.

8.9 Mutual Authentication

Our model mutually authenticates all the connected devices. The control server
gets the login request {m1, authus, ridi, t1} from the mobile user and it checks
auth∗

us
?= h(ridi||r1||xi||t1). If it’s true, then the control server authenticates the

mobile user. Similarly, the drone also verifies the authentication request mes-
sage {cj ,m2, authds, t2} is sent by the control server and checks authentication

auth∗
sd

?= h(didj ||t2||rj ||zj ||r2). If it’s true, then the drone authenticates the con-
trol server. After this, a confirmation message {m3, authds, authdu, t3} reaches
to control server from the drone. Then, the control server checks if it’s true or
not auth∗

ds
?= h(didj ||r2||r3||rj ||t3). If it’s true, control authenticates the drone.

Now the authentication confirmation messages {m4, authdu, authsu, t4}are sent
to mobile users from drones and control servers. If auth∗

su
?= h(ridj ||r1||r2||xi)

and auth∗
du

?= h(r1||r2||rj ||didj ||sk) are true, then the mobile user authenticates
the drone and control server. As a result, the model provides mutual authenti-
cation to all the devices connected.

9 Performance Analysis

The proposed scheme’s authentication and key agreement computation over-
head and communication overhead are compared with the previously proposed
schemes, as mentioned in related works.
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9.1 Computation Time

The overhead computation cost of the proposed scheme has been analysed by
comparing it with the previously published schemes [23,26,27,30,31,33]. This
comparison is made at the authentication and key agreement phase. For com-
parison, the testbed experiment results will be used. The measurement of cost
is done based on the computation time defined for the cryptographic primitives.
The average time required by the cryptographic primitives, particularly for the
control server, is represented by the Table 2.

Table 2. Computation Cost

Notations Scheme mui cs dj Total Cost

[A] [27] tfe + 16th ≈ 7.792 ms 8th ≈ 0.44 ms 7th ≈ 2.163 ms 10.395 ms

[B] [26] tfe + 14th ≈ 7.174 ms 9th ≈ 0.495 ms 7th ≈ 2.163 ms 9.832 ms

[C] [23] tfe + 10th ≈ 5.938 ms 3tsed + 7th ≈ 0.388 ms 7th ≈ 2.163 ms 8.489 ms

[D] [31] 5tecpm + 5th ≈ 15.785 ms − 4tecpm + 2th ≈ 12.01 ms 27.795 ms

[E] [30] 2tecpm + 6th ≈ 7.55 ms 8th ≈ 0.44 ms 2tecpm + 5th ≈ 7.241 ms 15.231 ms

[F ] [33] tfe + 12th ≈ 6.556 ms 9th ≈ 0.495 ms tfe + 8th ≈ 5.32 ms 12.371 ms

[G] ProposedProtocol tfe + 16th ≈ 7.692 ms 8th ≈ 0.43 ms 7th ≈ 2.162 ms 10.284 ms

In such cases, tbp , tecpm, tfe, th and ts is considered. Now the average time
required by the cryptographic primitives, particularly for the drones and the
mobile user, is represented in Table 2. In such cases, tbp , tecpm, tfe, th and ts
is considered. The result of our computation cost when compared with the pre-
viously defined schemes, is represented in Table 2 and Fig. 1. After seeing the
result, it can be concluded that the proposed scheme [G] gives less computa-
tion time when compared with other schemes [27] denoted by [A], [26] [B], [23]
denoted by [C], [31] denoted by [D], [30] [E], and [33] denoted by [F] in the Fig. 1.

9.2 Communication Cost

For finding the communication cost, several factors need to be considered.
For example, timestamp size, ciphertext and plaintext of the private key algo-
rithm, any arbitrary number, identity, h(.), and various elliptic curve points like
32, 64, 128, 160, and 320 bits. The message created and sent by the mobile
user in the secure lightweight authentication protocol internet of drones is
{m1, authus, ridi, t1}. The total overhead is 512 bits. Similarly, control server
also creates some message {cj ,m2authsd, t2} and {m4, authdu, authsu, t4} and
sent them. The total overhead of the control server is 512 bits. Likewise drone
also create a message {m3authds, authdu, t3}. The total overhead of the drone
is 512 bits. The result of our communication cost compared with the previously
defined schemes is represented by the Table 3.

The total overhead of communication cost of the proposed scheme is 2048
bits. After seeing the result, it can be concluded that the proposed scheme gives
less communication time when compared with other schemes [23,26,27,30,31].
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In addition to it, the security and efficiency are also better than other schemes.
In Fig. 1, an analysis of the proposed protocol with relevant ones is shown.

Table 3. Communication cost

Schemes Message 1 Message 2 Message 3 Message 4 Total Cost

[27] 672 bits 512 bits 512 bits - bits 1696 bits

[26] 672 bits 512 bits 352 bits - bits 1536 bits

[23] 480 bits 672 bits 512 bits - bits 1664 bits

[31] 1952 bits - bits - bits - bits 1952 bits

[30] 832 bits 992 bits 512 bits - bits 2336 bits

[33] 512 bits 512 bits 512 bits 512 bits 2048 bits

proposed protocol 512 bits 512 bits 512 bits 512 bits 2048 bits
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Fig. 1. Illustration of Computations and Communications Costs of Protocols

10 Conclusion

Many authentications, and key exchange protocols were studied, but it was found
that either they were not secure against possible attacks like password guessing,
anonymity, Man in the middle, malicious insider, user/server impersonation, etc.,
or they are not efficient in terms of computation and communication. A recent
study on protocol [33] was studied and a vulnerability was found. According
to the protocol to which we have referred,{idi, rpwi, ri} was submitted to the
control server through a secure channel but there is no meaning to send the
random number ri to the control server as the attacker can use it to retrieve the
secret credential with certain attacks. Therefore, we have designed a secure and
efficient authenticated key exchange mechanism for the internet of drones envi-
ronment. We have also done a performance analysis of the proposed protocol,
with relevant protocols, and found that the proposed protocol takes less com-
putation cost. Therefore this protocol can be implemented for communication
among the Internet of Drones.
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Abstract. Conventional cryptography commonly relies on the complexity of
mathematical algorithms and the impractical amount of time required to crack
the method, which ensures the strength of security in key distribution. However, if
the process for distributing secret keys is inaccurate, it will be unsuccessful. As a
recent solution to the key distribution problem, Quantum Key Distribution (QKD)
has recently attracted a lot of research interest. QKD is a method for securely
distributing encryption keys using the properties of quantum mechanics. There
are several different protocols for QKD, each with its own advantages and lim-
itations. In this comparative analysis, the most commonly used QKD protocols,
including BB84, B92, E91, and SARG04 are examined and compared. Also, their
proposed work, generation rates, and experimental feasibility are analyzed. The
future directions and challenges for each of these protocols are discussed in this
paper. The goal of this study is to provide a comprehensive understanding of the
various QKD protocols and their strengths and weaknesses.

Keywords: Cryptography · Encryption · Quantum Cryptography · Quantum
Key Distribution · Secret Key

1 Introduction

Data communication security is a complicated process that involves individuals, net-
works, and applications, all of which are interconnected by a variety of latest technolo-
gies. Information systems are therefore extremely susceptible to attacks andunauthorized
intrusions, whether the data is accidental or malicious. To secure information transmis-
sion over such networks, cryptography is a technique. Cryptography and security are
essential components of our daily network communications. In cryptography [1] data
are encrypted and decrypted using mathematical tools. It allows users to store sensitive
information or send it through unsecured networks (like the Internet) so that only the
intended recipient can understand it. Classical data encryption cannot provide complete
security for legal parties due to the weaknesses of existing networking techniques. Most
of the traditional cryptographic algorithms [2] depend upon mathematical models and
computational assumptions in the network communication environments. Due to this
reason, they are actually not safe and easily accessible by many attackers.
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Quantum Cryptography (QC) has attracted the attention of information security
experts in recent years. In order to secure and transmit data in a way that cannot be
intercepted, QC [3] employs the inherent features of quantum physics. In contrast to
conventional cryptographic systems, QC uses physics rather than mathematics as the
primary component of its security concept. Modern cryptography relies heavily on key
distribution methods because they enable the use of more effective cryptography algo-
rithms. QC makes use of key distribution methods known as Quantum Key Distribution
(QKD). QKD is a secure form of communication for sharing encryption keys that are
only known to share parties. It exchanges cryptographic keys in a verifiable manner that
ensures security using principles from quantum physics.

The conventional key distribution uses mathematics to protect the data, but QKD
uses a quantum system that relies on fundamental natural laws to do so. The capacity
to detect the presence of eavesdroppers is a novel capability that QKD [4] has which
conventional cryptography techniques don’t possess. It is possible to identify every
eavesdropper activity as an error. The security offered by the QKD system has been
demonstrated to be resistant to adversary attacks, even with infinite computing power.
Attackers are prevented from simply copying the data in the same way that they can
today by the no-cloning theorem, which states that it is impossible to make identical
copies of an unknown quantum state. Furthermore, the system undergoes alterations
that enable the intended individuals to detect any interference or unauthorized access by
an attacker. This procedure is resistant to increased processor power.

In order for QKD [5] to function, numerous light particles, or photons, must be sent
between parties over fibre optic cables. The photons sent constitute a stream of ones and
zeros, and each photon has a randomquantumstate.Qubits,which consist of a continuous
stream of ones and zeros, are the binary system’s counterpart of bits. A photon passes
via a beam splitter at the receiving device, which compels it to take whichever path it
chooses at random into a photon collector. The receiver then sends information on the
order of the photons in response to the original sender, and the sender compares that
information with the emitter, which would have delivered each photon, separately. The
remaining bits of a particular series of bits after photons in the incorrect beam collector
are eliminated. The key to encrypting data can then be created using this bit sequence.
During an error-correction phase and other post-processing procedures, anymistakes and
data leakage are eliminated. Another post-processing phase known as delayed privacy
amplification eliminates any knowledge an eavesdropper might have acquired about the
ultimate secret key. Figure 1 shows the outline of the generation of the secret key from the
plaintext. In QKD protocols, a secret key is generated through a process that begins with
the sender converting classical bits into quantum bits. These qubits are then transmitted
through a quantum channel to the receiver. During transmission, the sender and receiver
perform operations on the qubits to ensure the security of the key. Once the transmission
is complete, the sender and receiver use a classical system to confirm the validity of the
key and correct any errors that may have occurred during transmission [5]. Overall, the
process involves a combination of quantum and classical systems to create a secure and
reliable secret key.
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Fig. 1. Generation of the secret key in quantum key distribution protocols

2 Comparative Analysis

In amodern communication environment, QKD is an emerging solution for safeguarding
sensitive data during transmission. In order to develop a secure connection for files
dependent on different simulator conditions, numerous scientists have concentrated on
the simulation of QKD. There are various categories for categorizing cryptographic
algorithms, and these categories will be based on the number of keys used for encryption
and decryption, as well as their application and use (Fig. 2).

Fig. 2. Working of QKD

Hamouda et al. [2] conducted a comparative study of various cryptographic algo-
rithms.Their contribution is in providing anoverviewandcomparisonof different crypto-
graphic algorithms and evaluating them based on factors such as security, performance,
efficiency, and ease of implementation. The study helps in selecting the appropriate
algorithm for specific applications based on their requirements.

Abushgra et al. [5] emphasize the importance of security in QKD protocols and
discusses different types of attacks that can compromise their security. Additionally,
the paper covers different techniques for improving the performance of QKD protocols.
Overall, the review provides a comprehensive overview of the state-of-the-art research
in QKD protocols and is useful for researchers in the field of quantum cryptography.

Wang et al. [6] proposed a newCoherentOne-WayQuantumKeyDistribution (COW-
QKD) protocol based on non-orthogonal states. Their contribution is in proposing a
new protocol that can increase the secret key rate and distance for QKD. The authors
conducted a theoretical analysis of the protocol and demonstrated its feasibility through
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simulation experiments. They also compared the proposed protocol with other existing
protocols and showed that it outperforms them in terms of key rate and transmission
distance.

Guan et al. [7] proposed a new Twin-Field Quantum Key Distribution (TF-QKD)
protocol with improved security and key rate. Their contribution is in proposing a new
protocol that can increase the key rate and security of the existingTF-QKDprotocols. The
authors conducted a theoretical analysis of the protocol and demonstrated its feasibility
through simulation experiments. They also compared the proposed protocol with other
existing protocols and showed that it outperforms them in terms of key rate and security.
Specifically, the authors introduced a new procedure of error estimation and correction
to reduce the errors caused by the fluctuation of the phase modulator. Additionally, the
authors used a modified reconciliation algorithm to enhance the security of the protocol.

Bhattacharya et al. [8] provided a detailed theoretical analysis of their proposed
approach and show that it has several advantages over existing Measurement Device
Independent Quantum Key Distribution (MDI-QKD) protocols, such as higher key rates
and improved security against certain types of attacks. They also provide a numerical
simulation of their proposed protocol to demonstrate its practicality and feasibility.

Jouguet et al. [9] demonstrated the experimental implementation of continuous vari-
able QKD over long distances, which was achieved using a high-performance system for
error correction and privacy amplification. The authors contributed to the development
of QKD by addressing practical challenges in long-distance communication.

Sajeed et al. [10] proposed a new protocol for QKD called TF-QKD. The authors
introduced a new approach to generate secret keys using correlated fields, which pro-
vides enhanced security compared to existing protocols. Their work contributed to the
advancement of QKD by improving the efficiency and security of the protocol.

Tang et al. [11] introduced the concept of MDI-QKD, which allows for secure com-
munication without relying on the security of the measurement devices. The authors
demonstrated the experimental implementation of this protocol, which represents a
significant step forward in the development of quantum key distribution.

Sit et al. [12] proposed an MDI-QKD protocol that uses high-dimensional states,
which provides increased security compared to previous protocols. The authors demon-
strated the feasibility of this protocol experimentally, contributing to the development
of secure quantum communication protocols.

Huang and Wang [13] proposed a continuous-variable MDI-QKD protocol that
improves the security of existing protocols. The authors demonstrated the feasibil-
ity of their protocol experimentally, which represents a significant contribution to the
development of secure quantum communication protocols.

Sharma and Kumar [14] reviewed quantum computing and its various applications,
such as quantum public key cryptography, quantum key distribution, and quantum
authentication. This paper also demonstrated that QC is not only secure but also has
claimed to demonstrate the intention of traditional cryptography. The sender and receiver
can recognize eavesdropping and take necessary action due to the qualities it has obtained
from quantum physics. The second goal is that nobody can crack the quantum key.

Gheorghies et al. [15] examined three distinct types of protocols: classical, QKD, and
blockchain based protocols, with examples from each category. Also discussed were the
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specifics and difficulties of each protocol, as well as potential solutions and the effects
of these protocols. This paper also proposed an outline of PKI solutions in the context
of quantum computing and blockchain.

Kour et al. [16] attempted to introduce QC, QKD protocols, and QC applications
in this study. It provided information on several QKD mechanisms. In order to attain
a higher level of security, these protocols can be used in conjunction with encryption
technology.

Al-Shabi [17] conducted a comparative analysis of the most significant algorithms in
terms of speed (implementation) and security (special keys). This paper covers a number
of significant algorithms used for the encryption and decryption of data across all fields.
The comparison of symmetric and asymmetric algorithms demonstrates that the former
is quicker than the latter. Advanced Encryption Standard (AES) is the most dependable
algorithm in terms of speed encryption, decoding, the length of the key, structure, and
usability, according to past studies and comparison results.

Panhwar et al. [18] presented the features of different symmetric and asymmetric
algorithms, including triple Data Encryption Standard (DES), AES, and DES, which are
addressed in this study [18] in relation to their application in mobile computing based
work solutions.

Bharathi et al. [19] compare and contrast the various block cipher algorithms like
DES, RC6, BLOWFISH, and UR5 while also conducting a literature review on each
method. Blowfish and UR5 have 8 rounds, and RC6 has 12 rounds. In the study,
performancemetrics for the encryption process are analyzed in light of security concerns.

QKD is different from symmetric encryption, asymmetric encryption, and hash
encryption in several ways. Table 1 shows the comparison of QKDover different encryp-
tions in terms of security, key distribution, quantum resistance and use cases. There are
Several different algorithms [15] that have been proposed for use in QKD systems. Ben-
nett and Brassard proposed the initial QKD protocol in 1984, and the first successful
QKD deployment took place in 1989. Table 2 shows the comparison of different QKD
protocols [20] based on their authors, year, proposed work, advantages and disadvan-
tages. QKD is considered to be more advanced and secure than conventional encryption
techniques for several reasons:

• Security: QKD is based on the principles of quantum mechanics and is considered
to be one of the most secure forms of encryption. It is resistant to eavesdropping,
which is a major concern in conventional encryption techniques because any attempt
to eavesdrop on the key distribution process will be detected.

• Quantum-resistance: QKD is considered to be quantum-resistant, meaning that it
is secure against attacks by quantum computers, whereas conventional encryption
methods such as symmetric and asymmetric encryption, will be broken by the power
of Quantum computers.

• Key Distribution: In QKD, the key distribution process is secure and does not rely
on a secure initial channel, which is required in conventional encryption techniques.
This makes it more suitable for use in environments where a secure initial channel is
not available.
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• No need for trust: In QKD the parties do not need to trust the communication channel
or the devices used in the key distribution process, as the security is based on the laws
of physics, which can be trusted.

• Versatility: QKD can be used in combination with other encryption methods to
enhance the security of the overall system. For example, a one-time pad encryp-
tion key generated by QKD can be used in a symmetric-key encryption algorithm
such as AES.

Table 1. Comparison of using QKD over Symmetric Encryption, Asymmetric Encryption and
Hash Encryption

Parameter Symmetric
Encryption

Asymmetric
Encryption

Hash
Encryption

QuantumKey
Distribution
(QKD)

Security Can be broken if
the secret key is
compromised

Can be broken if a
private key is
compromised

Not meant for
encryption but
for integrity
check

Considered to be
one
of the most secure
forms of
encryption

Key
Discontribution

The secret key
must be shared
securely

Public key
can be shared
openly, the private
key must be kept
secret

Not applicable Allows for secure
key
distribution
without the need
for a secure initial
channel

Quantum-
resistance

Not quantum-
resistant

Not quantum-
resistant

Not applicable Quantum-resistant

Use-cases Data encryption,
VPN, and Disk
encryption

The digital
signature, Secure
communication

Data integrity,
the
Authenticity
check

Secure
communicate. Key
distribution

In summary, QKD offers a higher level of security and key distribution flexibility
than conventional encryption methods, it’s resistant to quantum computer attacks and
does not rely on communication channels. It can also be used in combination with other
encryption methods for added security (Tables 3 and 4).
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Table 2. Comparison of different QKD Protocols (Part 1)

Author/s Protocol Proposed
Work

Approach Key
Contributions

Advantages Disadvantages

Hwang
et al.
[21]
(2003)

SSP Uses six non-
orthogonal
state to encode
the key

Uses decoy
states and a
single-photon
source

The protocol is
Secure even
under high-loss
conditions

More
secure than
BB84

Moderate
Complexity

Scarani,
et al.
[22]
(2004)

SARG04 A simplified
version of
BB84, and it
uses only one
non-orthogonal
state to encode
the key

Uses weak
laser pulses
and a
decoy-state
technique

The protocol is
secure against
photon number
splitting attacks

Simple to
implement

Less secure
than
BB84

Samuel
L. et al.
[23]
(2005)

Gaussian-
modulated
Coherent
State QKD

Uses
Gaussian
modulation to
encode the key

Uses the
properties of
continuous
variable
systems, such
as quadrature
amplitude
and phase

The approach
allows for the
implementation
of a wide range of
quantum
information
protocols

More
efficient
than BB84

More complex
to implement

Raúl
García-
Patrón
et al.
[24]
(2006)

Twin-Field
QKD

Uses the
correlation
between two
quantum fields
to encode the
key

Uses
mathematical
proofs and
analysis

The proof
provides a
theoretical basis
for the security of
continuous
variable QKD

More
robust
against
certain
types of
attacks

More complex
to implement

Inoue,
Kyo
et al.
[25]
(2009)

DPS Uses a
decoy-state to
detect the
presence of
eavesdroppers

Uses
differential
quadrature
phase shift
and decoy
states

The protocol is
secure against
general attacks

More
secure
than BB84

Moderate
Complexity

Sajeed
et al.
[10]
(2015)

TWIN-
QKD

Uses two
conjugate
quadratures of
light field and
phase
modulation to
encode the key

Sagnac
interferometer
with
entangled
twin beams

High-dimensional
key distribution

Resistant to
noise and
loss
enabling
higher key
rates
over longer
distances

Requires
complex
hardware and
may be
vulnerable to
attacks against
the detector
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Table 3. Comparison of different QKD Protocols (Part 2)

Author/s Protocol Proposed
Work

Approach Key
Contributions

Advantages Disadvantages

Tang
et al. [11]
(2016)

MDI-
QKD

Combines
MDI-
QKD with
MDI to
achieve higher
security

Phase-encoded
coherent states
and homodyne
detection

Overcome the
vulnerabilities
of the
measurement
apparatus and
detectors

Resistant
to attacks
against the
detection
devices

Requires more
complex
hardware and
may have
lower key
rates

Sit et al.
[12]
(2017)

High-
dimensional
QKD

Uses high-
dimensional
quantum
states (e.g.,
qubits) to
encode the
key

Spatial-mode
entanglement
with
homodyne
detection

Ability to
send more
information
per photon

Can achieve
higher key rate
with a smaller
number of
photons

Requires more
complex
hardware and
may be
vulnerable to
attacks against
the detector

Huang et
al. [13]
(2018)

CV-MDI-
QKD

Combines
the security
of SARG04
with the
practicality
of MDI-QKD
using CV
states and
homodyne
measurements

Homodyne
detection and
postselection

Robust
against
all detector
side channels

High security
against
all types
of attacks,
including
MDI
attacks

Requires more
complex hard-
ware and may
have lower
key
rates

Hamouda
and
B.E.H.H
[2]
(2020)

Various
crypto-
graphic
algorithms

Comparative
study of
different
cryptographic
algorithms

Review and
analysis
of existing
algorithms

Provides
insights into
the strengths
and
weaknesses
of different
cryptographic
algorithms

Evaluates the
algorithms
based on
factors like
security,
performance,
efficiency and
ease of
implementation

Evaluation
criteria may
not be suitable
for all
applications

Jouguet
et al. [9]
(2013)

Coherent
one-way
QKD

Uses
homodyne
detection and
phase
randomization
to achieve
high key rates

Homodyne
detection
and reverse
reconciliation

Achieved the
the longest
distance for
continuous-
variable
quantum
key
distribution

Can achieve
high key
rates over
long distances
using standard
telecom
equipment

Sensitive to
channel noise
And requires
error
correction and
privacy
amplication
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Table 4. Comparison of different QKD Protocols (Part 3)

Author/s Protocol Proposed
Work

Approach Key
Contributions

Advantages Disadvantages

Wang et al.
[6] (2020)

COW-QKD A new COW-
QKD protocol
based on
non-orthogonal
states

Non-orthogonal
state encoding and
coherent
one-way
communication

Improved
security,
higher key rate
compared to
other COW
QKD
protocols

Higher secret
key rate and
better security
against
certain types
of attacks
compared
to existing
COW-QKD
protocols

Requires careful
alignment of
optical elements

Guan et al.
[7] (2020)

TF-QKD A new TF-QKD
protocol with
improved
security and
key rate

Introduces
additional
twin-field mode,
improved phase
estimation and
random basis
switching

Improved key
rate and
security
compared to
existing
twin-field
QKD
protocols

Better
security
against
certain types
of attacks and
improved key
rates
compared to
existing
TF-QKD
protocols

Requires
precise
timing
synchronization
between the
sender and
receiver

Marian
Lazro
Gheorghies
and Emil
Simion [15]
(2021)

Cryptography
key
distribution
protocols

Comparative
study of
different
cryptographic
key distribution
protocols

Literature
review and
analysis

Evaluation and
comparison of
different
cryptographic
key
distribution
algorithms

Helps in
selecting an
appropriate
protocol for
specific
applications
based on the
requirements

Limited only to
key distribution
protocols
considered in
the study

Bhattachar
et al. [8]
(2021)

MDI-QKD A new approach
to MDI-QKD
using structured
coherent states

Encodes in-
formation in
structured
coherent
states utilize
unambiguous state
discrimination
technique

Improved
security,
higher
toleranceto
channel noise
and photon
loss

Higher key
rates and
better security
against
attacks
compared to
traditional
MDI-QKD
protocols

Requires more
precise control
over the
encoding and
decoding
operations

(continued)
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Table 4. (continued)

Author/s Protocol Proposed
Work

Approach Key
Contributions

Advantages Disadvantages

A.A
Abushgra
[5] (2022)

Variations
of QKD
protocols
based on a
conventional
system
measurements

Literature
review

Review of
existing protocols

Analysis of
different QKD
protocols
based on
conventional
system
measurements

Provides a
comprehend-
sive overview
ofvariations
of QKD
protocols
based on
conventional
system

Limited to
variations of
QKD protocols
based on
conventional
system
measurements

Hoi-
Kwong Lo
et al. [26]
(2012)

MDI-
QKD

MDI-QKD
eliminates the
need for trust in
measurement
devices

Usesentanglement
and a
loophole-free Bell
test

The protocol is
secure against
attacks on the
measurement
devices

More robust
against
certain types
of attacks

More complex
to implement

3 Research Challenges and Issues

QKD is a promising technology that offers a high level of security and key distribution
flexibility, but it also has some limitations:

• Distance: The distance over which a QKD system can operate is limited by the
loss of the quantum signal as it travels through the optical fiber or free space. This
limits the range of QKD systems and makes them less practical for long-distance
communication.

• Cost: QKD systems can be expensive to build and maintain, especially when com-
pared to conventional encryption systems. This can make them less practical for
widespread use.

• Complexity:QKDsystems can be complex to set up and operate, requiring specialized
equipment and trained personnel. This can make them less accessible to the average
user.

• Interception: QKD systems can be intercepted by an attacker who is able to access
the quantum channel. However, this can be detected by the legitimate parties.

• Scalability: The scalability of QKD systems is limited and the number of users that
can be supported is small in comparison to conventional encryption systems.

• Integration: QKD systems have to be integratedwith conventional encryption systems
as they are not yet capable of providing end-to-end encryption.

• Noise: QKD is sensitive to noise and errors, which can decrease the secret key
generation rate and decrease the overall security of the system.

Despite these limitations, QKD is still considered to be a promising technology
and research is ongoing to improve its performance, reduce costs, and make it more
accessible.

QKD is a method of securely distributing cryptographic keys using the principles
of quantum mechanics. However, there are several challenges that must be overcome in
order to make QKD a practical and widely-used technology. One of the primary chal-
lenges is the installation of QKD systems into existing infrastructure. This includes the
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need for specialized hardware, software, and communication networks that can support
QKD.

Another challenge is the limited distance that photons can travel before they are
absorbed or scattered, which limits the maximum distance over which QKD can be
used. Finally, the initial application of QKD is also a challenge, as it requires a significant
amount of resources and expertise to implement. Despite these challenges, researchers
and industry professionals are working to overcome these limitations and make QKD
a viable and secure method of communication. Putting in place a QKD infrastructure
that works perfectly is challenging. Although it is theoretically completely secure, secu-
rity problems arise in real-world applications due to shortcomings in equipment like
single photon detectors. Security analysis should always be considered. Modern fibre
optic connections often have a maximum distance a photon can travel. Frequently, the
range exceeds 100 km. This spectrum for QKD implementation has been widened by
some groups and organizations. For instance, the University of Geneva and Corning Inc.
collaborated to build a device that, under perfect circumstances, can transport a photon
307 km.With the use of a patent-pending, out-of-band delivery mechanism dubbed Phio
Trusted Xchange, Quantum Xchange established Phio, a QKD network in the United
States that can transfer quantum keys over an ostensibly limitless distance.

Another difficulty with QKD is that it requires the establishment of a channel of
communication with traditional authentication. This indicates that a sufficient level of
securitywas already established because one of the involved users had already exchanged
a symmetric key.WithoutQKD, a systemcan already be designed to be adequately secure
by employing another high-level encryption standard. However, as the use of quantum
computers increases, the likelihood that an attacker may utilize quantum computing to
break present encryption techniques increases, making QKD increasingly significant.

4 Conclusion

This research paper has provided a thorough analysis of the different QKD protocols,
including their strengths and limitations. The reader can gain a comprehensive under-
standing of these protocols after reviewing this study. Four of the most commonly used
QKD protocols: BB84, BB92, E91, and SARG04 have been analyzed here. Each of
these protocols has its own strengths and limitations, while BB84 is the most widely
used and well-studied protocol. This work has examined their experimental feasibility,
and methodology and discussed the future directions and challenges for each of these
protocols. Despite their limitations, QKD is a promising technology that offers a high
level of security. Ongoing research aims to improve its performance, reduce costs, and
make it more accessible. With advancements in technology, QKD is expected to become
more widely adopted in the future. Companies are working on making QKD systems
more affordable and user-friendly, and scientists are developing newQKD protocols that
can operate over longer distances and support more users.

One important direction for future research is the integration of QKD with other
technologies such as the internet and cloud computing. As more and more data is stored
and transmitted over networks, the need for secure communication methods like QKD
becomes increasingly important. Another important area of research is the security proof
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of QKD in realistic scenarios, where the assumption of idealized conditions is relaxed
and the security proof holds in the presence of practical noise, device imperfections, and
other side-channel attacks.
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Abstract. The field of communication and computation is experienc-
ing ongoing expansion with the emergence of Industry 4.0 technology
enabling efficient data transfer among devices. However, this advance-
ment also poses several challenges, particularly in managing the vast
amount of data generated by Industrial Internet of Things (IIoT) devices.
Despite being widely recognized as an effective solution to these chal-
lenges, cloud computing also poses its own challenges. These include
high bandwidth usage, latency, security concerns, and energy dissipa-
tion. In an effort to mitigate these issues, fog computing has emerged
as a more energy-efficient alternative. The primary focus of this paper
is the reduction of energy consumption in industrial fog networks. To
accomplish this, we propose a novel architecture with the integration
of fog networks and Deep Reinforcement Learning (DRL) technique to
optimize the overall system reward and reduce energy consumption in
industrial applications. The problem of state-action-reward is formulated
as a Markov Decision Process (MDP) and optimized using a popular
DRL technique. Simulated results indicate that the proposed strategy
decreases energy consumption rate by 10% compared to existing offload-
ing strategies by offloading decisions on different computing devices.

Keywords: Edge Computing · Deep Reinforcement Learning
Computation offloading · Energy Optimization · Industry 4.0

1 Introduction

The increasing demand for communication among humans and across devices,
such as sensors, actuators, and Industrial Internet of Things (IIoT) devices, has
been brought on by rapid advances in mobile technologies and data handling
techniques [18]. These communications may include time-sensitive tasks, such as
data transfer between smart cars, cameras, laptops, sensors, smartphones, and
industrial objects. In order to efficiently process and analyze this data, a fast
and reliable method of communication is necessary [4]. However, IIoT devices
are often limited in terms of computing capacity, data size, and battery power.
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Fig. 1. Illustration of DRL-based task offloading strategy.

In the past, cloud servers were commonly used to offload and process tasks gen-
erated by IIoT devices. However, due to the physical distance between cloud
servers and IIoT devices, latency issues can arise in data transfer [9]. To address
this issue, fog devices, which are geographically close to IIoT devices and pos-
sess strong computational capabilities, were introduced. These devices act as
a bridge between cloud servers and IIoT devices, enabling faster computation,
reducing latency, and decreasing energy consumption [10]. In contrast, tradi-
tional fog-cloud hierarchy models make restrictive assumptions and use simplistic
mathematical optimization techniques. In real-world Industry 4.0, task offload-
ing and computation are further complicated by dynamic network traffic, user
conditions, and mobility [11]. To address these challenges, this work proposes an
algorithm utilizing the Markov Decision Process (MDP) and deep reinforcement
learning to improve the efficiency of selecting suitable devices for task offloading
in industrial IIoT environments.

2 Why DRL is Important in IIoT Offloading?

DRL is important in IIoT computation offloading because it allows for intelli-
gent decision-making in dynamic and uncertain environments. The use of DRL
enables the IIoT devices to learn from interactions with their environment and
adapt their actions accordingly. This is particularly useful in industrial IIoT
applications where tasks are time-sensitive and require immediate processing
from computing devices. DRL algorithms can be used to optimize the offload-
ing of tasks to selected computing devices by taking into consideration factors
such as task deadlines, computational requirements, and energy consumption.
Additionally, DRL can also help to reduce the latency in data transfer by select-
ing the most appropriate device for offloading tasks. Overall, the use of DRL in
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IIoT computation offloading enables the efficient and effective management of
resources and improves the overall performance of the system. An illustrative
representation of the DRL-based task offloading strategy is shown in Fig. 1.

2.1 Related Work

DRL is a powerful approach to decision-making in IIoT applications, particularly
in the context of fog computing [1]. DRL combines the strengths of deep learning
and reinforcement learning to enable intelligent decision-making in dynamic and
uncertain environments. This approach has been applied to various IIoT applica-
tions, including smart grid management, resource allocation, and task offloading
in industrial IoT systems [19]. In the field of IIoT, DRL has been applied to opti-
mize the offloading decision of tasks generated by IIoT devices to fog devices or
cloud servers. By using DRL, the offloading decision can be made more effi-
ciently by taking into account the network traffic, user conditions, and mobility
of devices. This approach can also reduce energy consumption and latency in
data transfer. In the field of fog computing, DRL has been applied to optimize
resource allocation and management in fog networks. By using DRL, fog nodes
can make intelligent decisions about allocating resources to different IIoT devices
based on their requirements and constraints. This approach can also improve the
scalability and reliability of fog networks.

In recent years, a considerable amount of research has been completed on
the topic of fog-cloud hierarchy in the context of the IIoT [12]. The main focus
of these studies has been on reducing latency in task offloading and selecting
the appropriate device for offloading tasks [20]. In traditional models, only a
single user generates tasks, and the optimization of offloading involves selecting
the appropriate device, either fog or cloud [5]. However, more recent studies
have considered multi-user models, where multiple users generate tasks, and the
tasks are offloaded to fog or cloud as needed [1,3]. Additionally, some studies
have also introduced deadlines to tasks [7]. Another trend in recent research
is the introduction of multiple fog devices that can perform computation in
parallel [2,16]. Furthermore, other studies have also investigated the trade-offs
between local and remote computation [13,15].

However, simple mathematical and numerical analysis alone were insuffi-
cient in addressing the challenges associated with IoT computation offloading
in fog computing. To address these challenges, recent research has incorporated
machine learning concepts such as Deep Neural Networks (DNN) and DRL. For
example, Mukherjee et al. have proposed an energy-efficient workload distri-
bution strategy for fog models using distributed deep learning [14]. Addition-
ally, Sarkar et al. have designed an Intelligent Service Provisioning model that
utilizes DRL to calculate optimal load balancing in SDN-based industrial fog
environment [17]. Other studies have explored the use of DRL methodology for
minimizing idle remote execution time for fog devices through adaptive resource
allocation [8]. Furthermore, Dehury et al. have provided a CCEI-IoT framework
for IoT applications, security, accuracy, and resource management challenges of
devices using edge computing and machine learning [6].
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In this work, we aim to address the research gap in the field of task offloading
and DRL for IoT devices in industrial fog networks. Our proposed framework
introduces an intelligent decision-making system to optimize the energy con-
sumption of the overall system. To achieve this, we utilize the concepts of deep
reinforcement learning, which allows IoT devices to make informed decisions in
real-time Industry 4.0. The goal of this work is to improve the performance of
existing offloading strategies and provide a more efficient solution for industrial
IoT applications.

2.2 Contribution

In this study, we design a computation offloading framework utilizing the
advancements of DRL for efficient task offloading among IIoT devices. The
framework considers multiple wireless devices that generate a set of tasks within
a specific time frame. Based on the complexity of the tasks and the amount of
computational resources required, decisions are made, and tasks are transferred
to a remote device for computation. In addition, the framework takes energy con-
sumption rates and the execution delay of IIoT tasks into account to select the
most appropriate device for IIoT task computation. Using the DRL technique,
the algorithm is able to select the most appropriate device for task offloading
based on intelligent decisions.

– First, we define our optimization objective in terms of a weighted energy-
delay minimization problem, subject to satisfying the constraints that are
imposed by the problem.

– Decisions are then made and tasks are transferred from the industrial control
system to a remote computing server for computation. This is based on the
complexity of industrial tasks and the amount of computational resources
required for executing those tasks.

– With DRL, the framework selects the most appropriate device for task offload-
ing based on intelligent decisions.

– Furthermore, the results of the simulation indicate that our task offloading
strategy is more efficient than the existing baseline algorithms based on a
number of performance metrics.

3 Network Model

Consider an industrial fog network with three key components as IIoT devices I,
fog devices F and cloud servers C, defined as I = {1, 2, . . . , I}, F = {1, 2, . . . , F},
and C = {1, 2, . . . , C}. In this network, IIoT devices generate a set of indepen-
dent tasks T = {1, 2, ..., T} defined by two tuples T = 〈T in

i , TCPU
i 〉. Now, the

challenge is to execute x ∈ T tasks to y ∈ (I ∪ F ∪ C) computing devices. Let
Lx = T in

x × TCPU
x , ∀x ∈ T be the amount of CPU cycles required to execute
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a task and D(x, y) denotes the task offloading decision matrix. The values of
D(x, y) can also be defined by a condition as follows.

D(x, y)=

{
0 if xth task executed to tth IIoT device
1 if xth task offloaded to yth computing device

Local Computing. Since IIoT devices have limited computational capacity,
tasks requiring less processing power are retained on IIoT devices. Then, we can
define delay and energy consumption on IIoT devices as follows.

T
local
xy =

∑T
x=1 D(x, y)Lx

Fy
, ∀y ∈ I, x ∈ T (1)

E
local
xy = T

local
xy × φlocal, ∀y ∈ I, x ∈ T (2)

where φlocal defines the energy rate of IIoT devices.

Uploading IIoT Tasks. Let Bup
xy represent the transmission bandwidth and

Qup
y denote the transmission power of an IIoT device. Then the uploading data

rate for a task x can be defined as R
up
xy = Bup

xy log2
(
1 + Qup

y wup
x

ξ2
y

)
.

Where wup
x defines the channel gain and ξ signifies the circuit noise of the

device. Thus the uploading time and corresponding energy consumption rate are
defined as.

T
up
xy =

∑T
x=1 D(x, y)T in

x

R
up
xy

, ∀y ∈ (F ∪ C), x ∈ T (3)

E
up
xy = T

up
xy × φremote, ∀y ∈ (F ∪ C), x ∈ T (4)

Processing IIoT Tasks. Devices begin executing tasks as soon as they receive
them. Now with the given computation frequency and input data size of the
computing devices, we can define task execution delay and execution energy
consumption as follows.

T
proc
xy =

∑T
x=1 D(x, y)Lx

Fy
, ∀y ∈ (F ∪ C), x ∈ T (5)

E
proc
xy = T

proc
xy × φremote, ∀y ∈ (F ∪ C), x ∈ T (6)

where φlocal defines the energy rate of remote devices.
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Downloading IIoT Tasks. Similar with Bdown
xy and Qdown

y we can define the

downloading data rate as R
down
xy = Bdown

xy log2
(
1 + Qdown

y wdown
x

ξ2
i

)
.

Now we can derive the downloading time and corresponding energy consump-
tion as follows.

T
down
xy =

∑T
x=1 D(x, y)T in

x

Rdown
xy

, ∀y ∈ (F ∪ C), x ∈ T (7)

E
down
xy = T

down
xy × φremote, ∀y ∈ (F ∪ C), x ∈ T (8)

Thus overall delay and energy consumption to process xth task on yth com-
puting device can be defined as TE

total
xy = �∂Ttotal

xy + �E
total
xy ,

where, E
total
xy combines the IIoT and remote server execution energy, and

T
total
xy combines the IIoT and remote server execution delay.

Problem Formulation. This section focuses on formulating the problem of
intelligent offloading decisions in industrial IoT-fog-cloud architecture, specifi-
cally regarding selecting an appropriate fog device or cloud server for offloading
IIoT tasks. Mathematically, the objective functions can be formulated as follows,

minimize
T∑

x=1

TE
total
xy (9a)

subject to T
total
xy ≤ T

max
y , (9b)

FCPU
x ≤ Fmax

y , (9c)
T∑

x=1

IFC∑
y=1

D(x, y) ≤ |IFC| , (9d)

|T |∑
x=1

D(x, y) = 1, (9e)

D(x, y) ∈ 0, 1, (9f)

T
up
xy ≥ 0 and T

down
xy ≥ 0 (9g)

Equation (9) defines our objective function for remote execution on various
computing devices. Constraints (9b) establishes the upper bounds of task execu-
tion delay. Constraint (9c) identifies the task offloading decision upto the number
of devices, and Constraint (9d) limits the selection of computing devices. Sim-
ilarly, Constraint (9f) identifies the binary task offloading the decision process.
Finally, Constraint (9g) specifies a positive transmission value.
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Fig. 2. Workflow of the task offloading strategy.

4 Proposed DRL for Task Offloading

DRL-based computation offloading framework is proposed for IIoT devices in
industrial fog networks. The proposed model utilizes the RL approach and a
DNN, as shown in Fig. 2. When IIoT devices interact with the environment
without an explicit system dynamics model, they act as agents and make opti-
mal decisions. A device part of the IIoT has limited knowledge and experience
of its surroundings in the initial phase. As a result, it needs to explore by taking
different actions at each offloading state. As the agent gathers more experi-
ence through interaction with the environment, it can exploit known informa-
tion about states while continuing to explore. The state-action function can be
updated using the experience tuple of the agent, allowing for continuous improve-
ment in decision-making and energy consumption reduction in the industrial fog
network. MDP is a popular technique that can quickly help identify state action
and rewards of this environment as follows.

State (S). An overview of the current environment and can be defined by.

S = {sk = (D(k), F (k))}
= {D1(k),D2(k), . . . ,Dx(k),F1(k),F2(k), . . . ,Fy(k)}

(10)

Action (A). Transitions between states of the environment by the agent and
can be defined by.

A =
{
Dk =

{
D1(k),D2(k), . . . ,Dx(k)

}
| Dx(k) ∈ Dmax} (11)
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Algorithm 1: DRL-Based Task Offloading
1 INPUT: I, F , C, T in

x , D(x, y), Q, w, Fy, and φ

2 OUTPUT: D∗: Best task offloading decision
1: Initialize state S = {sk = (D(k), F (k))};
2: Initialize action A =

{
Dk =

{
D1(k),D2(k), . . . ,Dx(k)

}}
;

3: Initialize replay memory ζ;
4: for x = 1 to T do
5: Observe state st, execute action at, and nest state st+1;
6: Calculate reward R(sk, ak) = Jsk(D ,F )− Jsk+1(D ,F );
7: Store environmental sk, ak, rk, sk+1 in replay memory ζ;
8: Choose a mini-batch experience from replay memory ζ;
9: Calculate C ∗(s, a) = max

δ
X

[
rk +

∑∞
b=1 γbrk+b|sk = s, ak = a, δ

]
;

10: Calculate Xk = rk + γ max
a′ C

(
sk+1, a

′; ∂k−1

)
;

11: Update Ak(∂k) = Xsk,ak,rk,sk+1∼P(.)

[(
Xk − C (sk, ak; ∂k)

)2];
12: Update the environmental experiences;
13: Make optimal task offloading decision D∗;
14: end for

Reward (R). Successful states are rewarded by the agent and are defined by.
For simple understanding, we use Jsk

(D ,F ) = J (D(k),D(k)} as the objective
function.

R(sk, ak) = Jsk
(D ,F ) − Jsk+1(D ,F ) (12)

To solve the state-action-reward problem, we define the use of a model-free
deep learning technique called DRL with a finite amount of replay memory. For
a fixed set of action space and state space, we can define the long-term expected
environmental reward for the system as follows.

C ∗(s, a) = max
δ

X

[
rk +

∞∑
b=1

γbrk+b|sk = s, ak = a, δ
]

(13)

Ak(∂k) = Xsk,ak,rk,sk+1∼P(.)

[(
Xk − C (sk, ak; ∂k)

)2] (14)

Xk = rk + γ max
a′

C
(
sk+1, a

′; ∂k−1

)
(15)

The steps of the proposed DRL strategy are presented in Algorithm 1.

5 Experimental Analysis

This section analyzes the performance of the DRL-based task offloading strat-
egy and compares it to current strategies, such as Random Execution (RE), in
which IIoT devices process all sensor-generated tasks randomly without con-
sidering remote processing capabilities, heuristic CoT [2] in which IIoT devices
assign complete tasks to suitable computing devices for execution, and DRL-
based ISD [9] strategies. The proposed framework is compared in terms of energy
efficiency and delay minimization in order to find the most efficient solution.
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5.1 Simulation Setup

In our simulation, we consider a hybrid IIoT network that consists of a num-
ber of industrial fog devices F and a number of cloud servers C that run the
applications. Depending on the device y ∈ (F ∪C), there are varying numbers of
IIoT devices I connected and computing tasks T to complete. In order to obtain
stable results, 1000 timeslots are used during the simulation. Local computation
time and computing energy consumption rate are set to their maximum limit for
each IIoT device x ∈ I. A random distribution of 10Kb to 5Mb is assumed for
the size of tasks. A 15-second delay threshold is assumed for the local computa-
tion workload. This algorithm considers a DNN with an input layer, one output
layer and multiple hidden layers.

Fig. 3. Delay comparison with existing strategies.

5.2 Delay Analysis

This criterion illustrates the aggregate delay incurred in the execution of all
tasks T to the industrial domain on fog networks. There are several factors
contributing to task execution delays. These include T

local
xy , D(x, y) and T

proc
xy .

From the formulation of Ttotal
xy , it is apparent that the delay calculation is con-

tingent upon the decision variable D(x, y) and can be optimized by controlling
the T in

xy . Figure 3 illustrates the delay analysis of our proposed strategy. The
objective of this study is to analyze how our proposed strategy compares to
existing algorithms in terms of task processing delay. The results indicate that
our proposed approach demonstrates superior performance in reducing overall
processing delay by 12–14% in comparison to RE, CoT, and ISD strategies. This
is attributed to the utilization of a DRL mechanism for the selection of decision-
making D(x, y) and selecting suitable computing devices ∀y ∈ (I ∪ F ∪ C) with
reduced computational complexity, thus resulting in a decrease in overall time
complexity.
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Fig. 4. Energy comparison with existing strategies.

5.3 Energy Analysis

The energy consumption on devices y ∈ (I ∪ F ∪ C) is a crucial parameter that
significantly impacts network performance. Energy consumption is dependent on
various factors, such as T in

x , Bup
xy , Bdown

xy , D(xy) and Fy, ∀x ∈ T , y ∈ (I ∪F ∪C)
of the processing devices y. In our proposed strategy, we take into account the
energy consumption during T

proc
xy , Tup

xy, and T
down
xy in successive stages of execu-

tion. By controlling R
up
xy, Rdown

xy , and increasing Fxy of the processing devices x,
∀x ∈ T , y ∈ (I ∪ F ∪ C) it is possible to optimize industrial energy consumption
rates. We have demonstrated the energy performance improvement achieved by
our DRL-based task offloading strategy through the results presented in Fig. 4.
Our proposed task offloading technique has achieved a performance improvement
of 13–18% compared to standard RE, CoT, and ISD strategies while satisfying
multiple network- and system-based constraints.

5.4 Performance Analysis of DRL

To evaluate the performance and show the effectiveness of the DRL-based task
offloading method, we employ mini-batch samples with a batch size of 16, a
learning rate of 0.0001, and a replay memory ζ of 5000. In order to obtain a
stable output, the model undergoes 1000 training epochs discounted by γ. The
scratch-made DNN architecture employed in this study includes 1 output layer, 3
hidden layers, and 1 input layer for estimating the next most appropriate action.
We utilize dense layers without dropout in DNN and ReLU activation to extract
features and capture dynamic network parameters. Additionally, we apply gra-
dient descent-based optimizers, the Boltzmann Q-policy, and the optimal set
of hyperparameters from the available parameter set. To train the industrial
fog network, initial network weights are randomly picked, and high targets are
set. The performance of the DRL model and subsequent decision and long-term
rewards are shown in Fig. 5. Our proposed strategy maintains high rewards over
time using a finite number of state and action spaces.
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(a) (b)

Fig. 5. Performance analysis of DNN, (a) Actual reward while making decisions. (b)
Cumulative reward while training the network.

6 Conclusion

In this study, we present an intelligent computation offloading framework for IoT
devices in industrial fog networks. Our focus is on providing a decision-making
system for time-sensitive and critical industrial applications. We propose a hier-
archical computation offloading framework that includes a set of fog devices
and cloud servers. The framework is based on a constraint-oriented optimiza-
tion problem, where the objective function is the time average constraint among
computing devices. To solve this problem, we propose a DRL-aware compu-
tation offloading strategy for IoT devices to make intelligent decisions in the
industrial environment. Additionally, we use replay memory to enhance the
decision-making system. Simulation results on various network parameters con-
firm the efficacy of our proposed computation offloading strategy in comparison
to greedy-based algorithms.
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Abstract. Research has discovered that typical security measures only provide a
limited level of protection for cloud-based data. However, neither dependability
nor security can be guaranteed at this time. This study gives a review of previous
research that has been done. In addition, a more secure strategy has been proposed
in this study. In the future, research activities may divide data as it is being sent.
Because of this, there will be a lower likelihood of any security being breached.
A soon-to-be-developed encryption technique could have the ability to prevent
data from being lost or stolen. Not only would this give security at the application
layer, but it would also provide security at the session level. It is not possible to
send all of the data on a single channel. The data would be broken up into two
parts: one for transmission through the fog, and another via the cloud. In the light
of this, forthcoming work will make use of an integrated fog-based strategy for
improving the security of the cloud. Because existing security mechanisms suffer
from some drawbacks, there is a pressing need for such a system.

Keywords: Cloud Computing · Fog Computing · Security Enhancement · Data
Splitting · Encryption

1 Introduction

In this section Cloud Computing (CC) and its application areas are discussed. Cloud
computing servicemodel Software as services. Cloud Integrators could play an important
part in deciding the right cloud way for every company. They choose private, public,
and hybrid clouds according to the requirement of the organization. However, Cloud
computing is providing the benefit of better storage and economical solution.

2 Cloud Computing

The use of distant servers and apps accessed over the internet tomanage a user’s data pro-
cessing needs is considered “cloud computing,”which is self-explanatory given the name
of the concept. There is a wide variety of services available as examples of cloud com-
puting. Cloud computing may be segmented into the following three basic categories:
SaaS, PaaS, and IaaS.
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SaaS. To use a SaaS, you just go to the service’s website instead of downloading and
installing software on your computer. Some examples include (Fig. 1):

• Applications developed by Google, such as Drive or Calendar
• Slack, empowers its users to collaborate and communicate with one another
• Square, is an e-commerce company that handles payments.

Cloud Computing

SAAS IAAS PAAS

Fig. 1. Services of Cloud Computing

IaaS or Infrastructure as a Service: The cloud, servers, storage, networking, and
security are all part of the IaaS offering. Some examples include:

• Dropbox is an online service for sharing and syncing large files and working together
in real-time.

• Hosting, backup, and disaster recovery are just a few of the many services that can
be found on Microsoft Azure, a cloud computing platform.

• Rackspace is a company that provides services in the areas of data, security, and
infrastructure.

PaaS: Computing platforms such as web servers are all provided by PaaS. To cite a few
instances:

• GAEandHeroku, which are platforms that enable developers to build and hostmobile
applications

ServerlessComputing: Sometimes shortened to “Server less” this term refers to the use
of a cloud-based server without the need for any additional management or maintenance
on the part of the user.When compared to housing servers in-house, these options provide
more flexibility, less frequent maintenance, and typically lower costs.

3 Challenges of Cloud Computing

Onemay argue that the benefits of CC are masking the drawbacks. As a result, the model
is growing rapidly. The most often encountered problems are as follows:
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1. Information safety.
2. Information revival and accessibility.
3. Administration capability
4. Malicious Insiders
5. Data Loss Leakage
6. Taking Control of Traffic
7. Profile of Unknown Risk Unknown

3.1 Fog Computing

Fog computing is a dispersed computing architecture that places data, processing, stor-
age, and applications in the “fog,” or the area between the data source and the cloud.
Both fog computing and edge computing bring some of the cloud computing benefits
and capabilities to locations closer to where data is being generated and used. The terms
“fog computing” and “edge computing” are sometimes interchanged because of the par-
allels that exist between the two ideas. This is often done to increase output, but it may
also be done to ensure safety and conformity with regulations.

Like fog, which tends to gather near the system’s periphery, the word “fog” refers
to a low-lying cloud in the atmosphere. Many people identify the phrase with Cisco,
and legend has it that Ginny Nichols, Cisco’s product line manager, came up with the
name. The term “Cisco Fog Computing” is a trademark, although the concept of “fog
computing” is available to everyone.

3.2 Benefits of Fog Computing

Fog computing, like any other technology, offers both advantages and disadvantages.
As an example of the benefits that Fog Computing offers:

– Bandwidth Conservation. The quantity of data that is uploaded to the cloud is
reducedwhile using fog computing, which results in cost savings related to bandwidth
expenses.

– Improved Response Time. The first processing of the data takes place close to
the data itself, which reduces latency and boosts responsiveness. The intended reac-
tion time is on the order of milliseconds, which enables the processing of data in a
timeframe that is very close to real-time.

– Network-Agnostic. Even though fog computing typically deploys computational
resources at the LAN level, one could argue that the network is still an essential
component of the design of fog computing. This is because edge computing deploys
computational resources at the device level. On other hand, fog computing doesn’t
care if the underlying network is wired, wireless, or even 5G; it simply wants to finish
the task at hand as quickly as possible.

3.3 Disadvantages of Fog Computing

Naturally, there are drawbacks to fog computing as well.

– Physical location. Fog computing negates some of the “anytime/anywhere” advan-
tages of CC due to its reliance on a specific physical location.



Security Enhancement of Content in Fog Environment 179

– Potential security issues. In certain contexts, the use of fog computing might be
compromised by security flaws such as IP address spoofing and MitM attacks.

– Startup costs.When implementing a solution like fog computing, which draws from
both the edge and the cloud, you’ll need to budget for the necessary hardware.

– Ambiguous concept. The term “fog computing” has been in use for a while, but its
precise meaning remains unclear since different vendors define it in different ways.

3.4 Cloud vs Fog and Edge Computing

The most important difference between cloud computing, fog computing, and edge
computing is at which place, at which time, and how the information collected from
endpoint devices is processed and stored. When compared to traditional storage media,
cloud storage is distinguished by its remote location from user devices. This explains
why there is so much lag, how expensive bandwidth is, and how demanding the network
needs to be. In contrast, the cloud is a robust worldwide solution that can grow efficiently
by enlisting more computer resources and server space to deal with ever-increasing data
loads.

Fog is a layer between the cloud and the edge that offers services from both. It is
dependent on and interacts directly with, the cloud to distribute data that does not need
processing locally. Meanwhile, fog is moved to the perimeter. To do analytics in real-
time and react rapidly to events, it may tap into local processing and storage facilities if
required.

Edge has the shortest possible latency and the quickest reaction time since it is the
node closest to the end devices. Data processing and storagemay be handled locally at the
device, application, or edge gateway level using this method. It features a decentralized
structure with nodes at the edges processing data separately. This is the main distinction
between fog at the edge and fog inside a network.

4 Literature Review

There have been many different kinds of research conducted in connection with fog
computing.

Abbasi et al. demonstrated problems with security, solutions to those problems, and
robust practices for fog computing. The services offered by cloud computing have been
expanded by Fog Computing. It takes on some of the qualities of cloud computing as
a result of its inheritance. According to what they said, fog computing also has several
distinguishing characteristics [1].

Abdulqadir et al. explained the transition from the cloud to the edge. High latency,
restricted capacity, and network failure are just a fewof the issues that the rapid expansion
of IoT technology presents to the traditional centralized cloud computing model. By
bringing the cloud closer to IoT devices, cloud and fog computing aim to solve these
issues. In contrast to transmitting data to the cloud, IoT devices may be processed and
stored locally with the help of cloud and fog computing. When used in tandem with
the cloud, Cloud and Fog allow for faster responses and increased productivity. The
IoT needs to provide dependable and stable resources to a wide variety of clients, and
cloud and fog computing should be seen as the most secure method to achieve this goal.
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This essay highlights the benefits and complications of deployment while discussing the
newest developments in cloud and Fog computing and their confluence with the Internet
of Things [2].

Abubaker et al. discussed a model for privacy-preserving fog computing for com-
puting on the cloud on a short-term basis. In these modern times, fog computing has
shown to be of great assistance. The problems inherent in the paradigm of CC have led
to the development of a solution known as FC. It is useful to overcome a tremendous
quantity of traffic, as many people have discovered. The majority of the time, this traffic
is brought on by an abundance of IOT systems. Regularly, these gadgets are fastened to
the network [3].

Bhavani et al. researched the cloud computing system’s provisioning method for
resource allocation. The concept of cloud computing has been taken into consideration
as a paradigm. It makes possible a network that may be accessed on demand and con-
veniently. The purpose of this is to get access to the centralized pool of programmable
computing devices. Networks, servers, apps, and services might be used as an example
[4].

D. Bermbach et al. focused on the analysis of fog computing from a research stand-
point. Modern apps were frequently hosted on the cloud because of their seemingly end-
less computing power, elasticity, and straightforward pricing structure. This has very high
access latency for end users but was highly handy for developers. However, low latency
access is essential for future application areas like the Internet of Things, autonomous
driving, and future 5G mobile applications. This is often done by relocating computing
to the network’s edge. While Fog Computing has shown promise as a deployment plat-
form, it has yet to achieve mainstream acceptance. They believe that a more consistent
application of the concept of service-oriented computing to the services provided by fog
infrastructure might assist bring about this transition. This study provides a thorough
explanation of Fog Computing based on this impetus, addresses the primary barriers to
Fog Computing acceptance and generates new areas for research [5].

Dolui et al. explores the differences between various edge computing imple-
mentations such as cloudlet computing, mobile edge computing, and fog computing
[6].

Firdhous et al. predicted that it will become the standard for cloud computing in the
future. Along with the use and scope of a cloud-based system, the notion of fog was
presented in this study [7].

Georgescu et al. have published research on why businesses need cloud computing.
They proved that cloud computing is becoming one of themost important business trends
overall, not just for IT companies [8].

Gorelik researched Cloud Computing Models. Information Technology is a basic
weak point of organizations in terms of cost and management and has experienced
dramatic changes within the past decades. The agile IT processes have permuted the
progress of innovative technology as well as business models. In the present time, cloud
computing provides companies with more choices [9].

Guan et al. (2018) provided information on the risks associated with fog computing.
They stressed the risks of using a fog-based technology in a cloud setting [10].
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Malkowski et al. outlined both the challenges and opportunities presented by con-
solidation. This results in significant use of resources. It is connected to non-monotonic
changes in response time, which occurs when dealing with n-tier applications. It has
been suggested that an in-depth investigative study of the efficiency of consolidated n-
tier applications under high usage be conducted. It has overcome the difficulty by using
procedures that are replicable [11].

Masarweh et al. introduced the broker management system for real time congestion
control of the fog, cloud, and IoTEnvironment. Fog computing is one approach suggested
to address these issues; it brings the cloud closer to IoT devices. Because of the large
number of requests to the cloud coming from the fog broker layer, the proposed system
can fulfill the IoT’s Quality of Service (QoS) criteria as specified by the service-level
agreement. They also provide a means for delivering requests from fog brokers and
cloud users to the most appropriate cloud resources, which are used by the cloud service
broker. This proposed method takes its cue from Cisco’s Weighted Fair Queuing (WFQ)
mechanism and tries to make it easier to handle congestion from the cloud service
broker’s perspective. After testing the system with Fog Sim and Cloud Sim, the authors
found that it increased IoT QoS compliance and prevented cloud SLA breaches [12].

Pazowski et al. performed an analysis of the most forward-thinking IS/IT presenting
ideals in cloud computing. The investigation’s overarching objective is to illustrate the
notion of cloud computing. It also defines the word, as well as its primary service
and presentation types. Comparing the traditional ways of organizing and presenting
information systems and information technology in projects with cloud computing is
the goal of the writers [13].

Sareen discussed the types of cloud computing, it’s architecture, applications, and
concerns. Computing in the cloud is a relatively new idea in the field of information
technology that enables businesses or individual users to spreadmany services flawlessly
and cost-effectively. In addition to this, it examines the similarities and differences
between cloud computing and grid computing applications [14].

Shenoy et al. elucidated the concept of fog computing. Cloud service providers are
likely to face the most significant challenge in the shape of information security threats
posed by users. This is because the amount of attempts to steal information has been
steadily rising over recent years [15].

Unnisa et al. provided\ an introduction to cloud and fog computing. This article
provides a broadoverviewof computing in the cloud and computing in the fog, comparing
and contrasting the two. This enables us to select which computer platform gives the
largest analysis of service delivery most expediently and straightforwardly possible. Fog
computing, on the other hand, which employs a new set of protocols and standards, is
more stable and less likely to fail than cloud computing, which is reliant on the internet
and hence more prone to failure. Because of this, the level of security offered by fog
computing is far higher than that of cloud computing in the context of this situation.
In this study, we investigate differences between cloud, & edge computing from some
angles. A computer system is that functions at the “edge” of a network to deliver faster
responses to requests by reducing the amount of latency that is experienced. To speed
up responses and reduce data transfer costs, “edge computing” moves data processing
and storage closer to the point of use [16].
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Yashpal et al. about how to beef up security to combat both brute force and timing
attacks in networked environments. It strengthens the security mechanism so that it can
better defend against assaults on the application layer [17].

Verma et al. discussed the structural design of a load-balancing device with fog
computing. In this study, the advantages of load balancing in cloud environments for
achieving high availability and achieving zero downtime were investigated [18].

Zhou et al. linked to Fog Computing, introduced Hierarchic Secure Cloud Storage
Scheme, as the approach of cloud computing is expanding rapidly. The use of cloud
computing provided evidence for a claim. The reality is that it has been regarded as the
principal controller all along. There are some different approaches to cloud computing.
That is something that results from using cloud computing [19].

5 Problem Statement

The cloud’s security can’t be guaranteed by using the same tried-and-true methods that
have always been used on other networks.

• Transmission of data often occurs via the protocol-specific port, such as 21 for FTP
or 80 for HTTP. The success rate of an assault grows as the number of preset ports
grows in usage.

• The conventional encryption methods failed to prevent data loss.
• Only the application layer was protected by the Tradition system. It has been

disregarded that the session layer has any security at all.
• All information is sent over a single channel. It may have been dangerous if the data

were decrypted by an unauthorized party. As a result, cryptanalysis can decipher it
with relative ease.

6 Proposed Model

Here, an IP filter has been deployed to prevent packets frombeing sent between the server
and the client without proper authentication. If the packet is correct, then the improved
AES ENCRYPTION will function. A potential data transmission process flow is shown
below (Fig. 2).

6.1 At Sending End

1) Consider the text
2) Concern Round_Key and set as count = 1
3) if the count is less than i-1 (where i is iteration)

(a) Procedure sub_byte
(b) Make Shift_row
(c) Merge col
(d) count = count + 1;

4) otherwise
a) procedure sub_byte
b) shift_row
c) concern round_key

5) Cipher_text could be generated
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6.2 At the Receiver End

1) Consider Cipher_text
2) Concern Round_Key and set count = 1
3) if the count is less than i-1

a) procedure contrary shift_row.work
b) make inverse sub_byte
c) contrary merge col
d) count = count + 1;

4) otherwise
a) contrary shift rows
b) contrary sub byte
c) concern round key

5) text could be generated

Get 
Data

Split 
Data

Cloud

Fog

Encryption Session 
Acknowledgment

Port 
Validation

Cloud 
Receiver

Fog 
Receiver

Decryption

Data Integration

Actual Information

Fig. 2. Process flow of proposed work

7 Result and Discussion

The process and outcome of the plannedwork have been outlined. Data would be divided
into two files, one for the cloud and one for the fog, with the help of the FILE splitter.
The file with the provided name and authentication code has been split in two and
scattered throughout the cloud and fog. Because of this, communication is safer and
more dependable. Data is sent to the server using a file-sending interface. Include the
security token and AES CODE here, as well as the user ID, password, port, IP address,
and path to the file. A graphical user interface for a server would upload information to
the server. Enter the port number, AES code, and path to the file that will contain the
security token here. During transmission, the file contents are encoded as cipher text.
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Incomprehensible cipher text has been used. Someone trying to hack such data wouldn’t
be able to make sense of it. The information would be sent from the cloud to the user
through the transmitter module. Using an authentication code, the information would
be encrypted. The recipient’s port and the sender’s port would be identical. Here, you
would enter the final user’s IP address. The following diagram illustrates the blueprint
for the cloud data transmitter module. There are three separate text boxes. The sender’s
data would be encrypted using the port number entered in the first input box, the server’s
IP address entered in the second, and the authentication code entered in the third.

7.1 Implementation of Fog

Data from Fog would be sent to the user through the transmitter module. Using an
authentication code, the information would be encrypted. The recipient’s port and the
sender’s portwould be identical. Here, youwould enter the final user’s IP address. Design
of the data sender module for Fog has been represented in Fig. 3.

Fig. 3. Design of Data Sender Module for Fog

End user module has been divided into three parts as follows (Fig. 4).

• Ready to Receive from the Fog. The fogmay now enter, and its data can be collected
in this part. Each end should have access to the same port.

• Ready toReceive fromCloud.This part unlocks the cloud and accepts data collection
and transmission from the cloud. Each end should have access to the same port.

• Merge and Decode. The information received would be combined here and decoded
using the authentication key.

Table 1 is presenting the packet dropping in case of different number of packets for
traditional and proposed work. It has been observed that proposed work is providing less
packet dropping as compared to traditional work (Fig. 5).

Table 2 is presenting the accuracy in case of different number of packets for traditional
and proposed work. It has been observed that proposed work is providingmore than 93%
accuracy whereas traditional work has provided accuracy below 91% (Fig. 6).
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Fig. 4. End User Module

Table 1. Comparative Analysis of Packet Dropping In Traditional & Proposed Work

Packets Traditional Proposed

100 4 2

200 8 2

300 9 5

400 11 6

500 13 6

600 17 7

700 29 10

800 38 19
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Fig. 5. Comparative analysis of packet dropping in traditional and proposed work
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Table 2. Comparative Analysis of Accuracy in Traditional and Proposed Work

Packets Traditional Proposed

100 90.54% 93.48%

200 90.20% 93.55%

300 90.67% 93.11%

400 90.80% 93.76%

500 90.37% 93.43%

600 90.90% 93.60%

700 90.43% 93.21%

800 90.27% 93.80%

Fig. 6. Comparative analysis of Accuracy in traditional and proposed work

8 Conclusion

The rate of progress in digital transformations has quickened thanks to cloud computing
and related computing paradigms. Industries, smart cities, healthcare systems, academic
institutions, factories, and even governments are all benefiting from this technology.
Some different computer paradigms have been suggested by researchers. This article
provides a brief introduction to Cloud and Fog computing, two of the most recent and
promising developments in the field of computing. Meanwhile, we’ve given a brief
introduction to EC, dew computing, mobile CC, and mobile edge computing. When
considering a wide variety of applications, fog-assisted cloud computing emerges as
the most practical and dependable option. One major distinction between edge and
FC is the location of network nodes. Research on cloud computing aided by fog is
just getting started. Thus, it is essential to do a great deal of research in this field.
Some of the challenges of Fog-assisted cloud computing are discussed in this research.
Data at the application layer is protected from both active and passive attacks due to
the suggested solution. Studies have compared the suggested approach to the current
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security paradigm. It has been shown that the likelihood of packet loss is lower in the
suggested work compared to the conventional method. Traditional security measures
have been found wanting. Data security has been guaranteed in the proposed system by
the use of a sophisticated cryptographic process that splits and encrypts data. There are
lesser chances that packets will be lost or backed up under this arrangement. In this study,
we investigate both active and passive attacks to secure the network on several levels.
The suggested technique provides security for packets by breaking them up into smaller
pieces. As a result of the shortcomings of these older security methods, a new security
system is needed. The simulation came to the conclusion that the suggested work results
in roughly half the amount of packet losing compared to the standard work. In addition,
the suggested job provides an accuracy of more than 93%, while the accuracy supplied
by the old work was less than 91%.

9 Future Scope

In earlier research work, there was simply protection for the data at the application layer.
The proposed work includes a provision for the packet’s security. It became necessary to
create an entirely new security mechanism as a result of the limitations of the ones that
were already in place. Because of this, the likelihood of decryption occurring without
authentication is significantly decreased. To protect against an attacker coming from a
separate network, it is necessary to put security measures in place. The data has been
broken up into various portions to establish a trustworthy transmission method with the
help of the suggested work. Because of this technique, the security system would be
impervious to any assaults carried out by hackers or crackers.
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Abstract. In today’s technologically advanced world with modern wire-
less systems, everyone is in the need of smart and intelligent tools. As
a result, smart kitchen appliances are necessary for comfortable and
easy lifestyle. For this purpose, IGDTUW has designed and developed
a smart, automated cooker in the stimulated environment. To develop
the stimulated automated cooker in real environment, there is a require-
ment of GUI and local database creation for the manual control of the
system. Thus, the objective of this paper is to design and develop the
GUI with local database connectivity for the system. This paper also
discuss, the use of PyQt5 in designing, developing, and connecting the
user login credentials to MySQL including storage of data. The well
known Python wrapper PyQt5 is used for GUI design and development.
It create modern, user friendly, cross-platform GUI for the system while
retaining python flexibility. Highly reliable MySQL is used to store user
authentication and recipe data locally on the system. Using PyQt5 and
Mysql, Graphical User Interface (GUI) is successfully developed which
is used to record user credentials via the login framework.

Keywords: smart cooker · PyQt5 · MySQL · smart kitchen

1 Introduction

In the new age of technology, IoT devices, applications can respond intelligently.
With the aid of embedded technology, all big or small activity in the society are
expanded with the use of Internet of Things to increase human comfort levels
in healthcare, agriculture, communication, manufacturing, transportation, and
smart homes. The use of scientific knowledge to affect and manipulate the human
environment is a practical goal of the human life. Various applications are there
for different purposes, i.e. the application [1] is intended to keep track of product
expiration dates and do a cost analysis. It necessitate GUI design for framework.
PyQt5 is a Python wrapper for the well-known Qt desktop application frame-
work. PyQt5 is also used in [2] for user interface design for their Tele-operated
Vehicles. PyQt5 [3] is used to design the framework for the Smart Tab device.
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Today, the number of IoT-connected devices in smart homes is rapidly
increasing. The house now has smart appliances such as lighting systems and
a smart kitchen as a result of the smart devices installed inside. It takes a long
time to create a dish by hand and go through all the steps. Due to everyone in
the family being so busy at work and in the office, there are relatively few hours
in the day for the kitchen in the modern era. The elderly and little children who
were left at home are now also anticipating someone’s arrival for meal prepa-
ration. The hectic schedule of modern society, with less time to spend in the
kitchen, inspired the creation of smart automated cooker. Hence, in IGDTUW
Lab, a smart compact cooker is designed to serve the purpose of smart cook-
ing system. It is a more sophisticated and intelligent cooking appliance called a
“smart compact cooker”, to advance the smart kitchen.

Consequently, this study’s objective is to design and develop a user inter-
face login page and recipe details framework using PyQt5 technology and local
database connection with the MySQL database on raspberry pi for manual con-
trol of smart compact cooker. This paper’s key contribution is:

• To design and develop GUI for login form, inserting recipe details using PyQt5
framework.

• To integrate the GUI with Mysql local database in order to save the user’s
credentials for future use.

The rest of the paper is organized into various sections. Section 1 is introduction,
Sect. 2 is the literature survey of tools for user interface design and database
creation. In Sect. 3, GUI Design and database connectivity is discussed while
Sect. 4 is results and discussion while Sect. 5 discuss the challenges faced in GUI
design and database creation. Future scope is discussed in Sect. 6 and Sect. 7
conclusion the overall paper.

2 Literature Survey

2.1 PyQt5

Python provides numerous options for developing GUI applications i.e. PyQt,
Thinkercad. PyQt5 [3–5] cross-platform, GUI toolkit for python developers.
Python bindings are included in the cross-platform GUI toolkit PyQt5 for Qt
v5 framework. Because of the tools and simplicity provided by this library, it
is possible to create an interactive desktop application with great ease. In [1]
and [3], authors have used PyQt5 for UI framework of their application because
of the minimalistic nature and simplicity of Qt designer provided by PyQt5
framework. Table 1 highlights on the analysis of PyQt5 that exists in scientific
literature. There are two components that make up a GUI application:

• The front end.
• The back end.
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2.2 MySqL Database

The most widely used language for accessing and maintaining database records is
Structured Query Language (SQL), and MySQL [6] is a relational database man-
agement system built on SQL. After the survey as shown in Table 1, MySQL is
being used as local database because of it’s reliability, speed efficiency and secu-
rity. This paper has MySQL as local database to store users information submit-
ted through registration form. MySQL database connection is established with
the form for information storage using python command in cmd. The author [1]
focuses on Shopwell, a retail management system (RMS) created with Android
Studio, Python and MySql to track product expiry dates as well as total expen-
diture analysis. It notifies them when a product’s expiration date is approaching,
whether they are shopping online or offline. The suggested system is a mobile,
tablet, and laptop app that can be connected to any retail establishment.

Teleoperated system [2] is created using Python’s Socket Programming to
send and receive control signals between the vehicle and the base station as well
as the “PyQt” App Development Framework for UI application development.
This provides in-depth knowledge on using PyQt5 for user interface design. Each
package comes with its own controls and widgets. The author [3] concentrates on
creating a SmartTab, a prototype Smart Tablet that combines tablet and laptop
features. The tablet that runs a desktop operating system (Raspbian), which
sets it apart from other tablets that run a mobile operating system. Smart tab
efficiently implements PyQt5 for UI framework. It explains the process, imple-
mentations and requirements in detail. The time needed for field information
labelling prior to the competition is what this study intends to shorten.

A semi-automatic labelling system [7] combines manual and semi-automatic
labelling techniques for robot contests. The client interface is created by PyQt5,
which works together with the SiamRPN algorithm at the back end to provide
a semi-automatic labelling function. The framework is used to connect the front
and back-end calling interfaces. The article [8] covers the creation of a licence
plate recognition programme utilising neural network technologies. Recognizing
the licence plate number can be accomplished using a variety of methods, includ-
ing internet services. The application of neural network technologies is the most
promising strategy for overcoming this issue.

The tools presented in [9] were developed or modified to allow for seam-
less integration of future PyQt GUI development with existing Java-oriented
processes and the controls environment. The Beam Instrumentation (BI) group
at CERN has looked into alternatives as Java GUI toolkits grow obsolete and
has chosen PyQt as one of the viable technologies for future GUIs. The Food
Classifier and Nutrition Interpreter (FCNI), a user-friendly tool that categorises
various food kinds with multiple graphical representations of food nutrients val-
ues in terms of calorie estimation and a multimedia auditory response, has been
proposed by [10].

A GUI-Based Penetration Testing Tool for Scanning and Enumeration
called EAGLE is presented in [11]. It was created to help novice penetration
testers. Features from many scanning and enumeration programmes, including
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Nmap, Gobuster, Hydra, Nikto, Enum4Linux, and Whatweb, are integrated into
EAGLE. In [12], the Galaxy Detection and Classification Tool (GalaDC) is devel-
oped, which can efficiently and accurately detect and classify galaxies using a
trained neural network and a number of computer vision methods. GalaDC is
easy to use, allows batch processing, and can handle photos that contain many
galaxies as well as do statistical analysis.

After analysis of different papers, it concluded that most of them has used
PyQt5 for GUI design and development. Thus, in this GUI, QT Designer pro-
vided by PyQt5 is used to develop and design front-end for user login form. Qt
designer provides .ui files from QT designer, which has converted to .py file for
further integration with database.

3 GUI Design and Database Connectivity

When it comes to Python packages, to achieve our objective, a number of pro-
grammes can be employed. Numerous Development Tools for the GUI are widely
accessible in Python versions. Two of these packages that are most widely used
are PyQt and Tkinter. Each package comes with its own set of controls and
widgets. PyQt varies from the other two in that it supports micro-controllers
and allows the development of multi-threaded programmes.

The framework’s design and implementation primarily address the range of
duties involved in developing the entire application. Following the creation of
the application’s User Interface, the underlying reasoning is put into place in
accordance with the project’s requirements and desired functionality. This is a
two-phase development process that begins with designing the User Interface
for the learning programmes and ends with construction of the backend local
database storage system.

3.1 UI Designing

A variety of issues are addressed in UI design. These include installing the PyQt
environment and the designer tools discussed in Sects. 3.1.1 and 3.1.2

3.1.1 Setup Environment

Any operating system can use the well-liked User Interface design framework
PyQt, including Linux, Windows, and iOS. It is also available in both open-
source and proprietary forms. The Windows version of the PyQt framework
can be downloaded directly from the internet, subject to system hardware and
Python version compatibility. The iOS version, or PyQt framework, is available
on the web as separate files that can be downloaded using the Homebrew installer
with this command:

brew install pyqt
The Linux version of the PyQt framework can be downloaded directly via a

terminal and the supplied commands:



Local Database Connectivity and UI Design 193

Table 1. Study and analysis for Database and Problem Statement

S. No Ref Problem Application Database

1 [1] This paper design and develop a retail management

system (RMS) “Shopwell” with the help of Python,

MySQL, and Android Studio to track product expi-

ration dates and perform total cost analysis

Shopping appli-

cation

Mysql

2 [2] In this study, a teleoperated vehicle control system

is proposed, as well as a methodology for developing

a Python-based desktop application

UI application –

3 [3] This essay emphasizes the design and creation of a

SmartTab, a prototype for a Smart Tablet that com-

bines tablet and laptop features. One of the tablets

that utilises a desktop operating system (Raspbian)

is this one

Smart Tab –

4 [13] Behind the scenes, the GUI application communi-

cates with a Java-based service. This article dis-

cusses the generic architecture adopted for the

project, our development process, also the difficul-

ties and lessons discovered when integrating Python

with Qt

Timing Control

application

–

5 [14] In this paper, they design and implement an open

source verification GUI with openness, sharing, and

freedom characteristics

Open Source –

6 [15] In this study, using the most well-liked Python

clients, the performance of several MySQL and not

solely Structured Query Language (NoSQL) DBs

(Redis, Cassandra, mongoDB) is compared

– Mysql,

No sql,

Mongo

DB

7 [16] In this article, they build a straightforward sine

wave generator and measure it using the NI USB-

6361 multipurpose I/O device. They compare Mat-

lab, LabVIEW and Python in the context of data

gathering. To see if there are any variations, they

will compare how quickly LabVIEW, MATLAB, and

Python apps execute

– Mysql

sudo apt-get install python-qt4 OR sudo apt-get install pyqt5-dev-
tools

The Qt Designer, the primary PyQt framework utility, is a highly effective
tool for dragging and dropping Graphical User Interfaces into place. A number of
multipurpose widgets in Qt Designer can be properly chosen to build an interac-
tive and efficient GUI. This technology not only streamlines the design process
but also cuts down on time. Unlike other designer programmes like Android
Studio, which can also include code, it can just give User Interface design.

Qt Designer has produced a UI file with the .ui extension. Using the following
cmd command, you could easily convert this UI file into a Python file with a .py
extension.

pyuic4 -x sample.ui -o sample.py
When you run the Python file after conversion, the UI of the application

should look like the one created Fig. 1.
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Step 1: First GUI is to Enter your credentials in form. In this, user will enter
their credentials as a part of user authentication as shown in Fig. 2, and Fig. 3.

Step 2: After entering credentials, users will successfully login to system to
make changes and add recipe information as shown in Fig. 4.

Step 3: After entering login credentials, the GUI made using PyQt5 to enter
recipe details for cooking comprises of all parameters shown in Fig. 5.

Fig. 1. Login page GUI

Fig. 2. Adding credentials to login page
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Fig. 3. Logged in successfully

Fig. 4. Recipe details GUI

3.1.2 Database Connection

For connecting designed user interface to local database for storing credentials, a
python code is discussed in this section that establishes connection between user
interface and MySQL database. Here is the python code for database connection:

def login(self):

try:

email = self.lineEditEmail.text()

password = self.lineEditPassword.text()
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Fig. 5. How to enter data in parameters for recipe details

mydb = mc.connect(

host="localhost",

user="root",

password="smartcooker",

database="users"

)

mycursor = mydb.cursor()

mycursor.execute("SELECT email,password from users where email

like ’"+email + "’and password like ’"+password+"’")

result = mycursor.fetchone()

if result == None:

self.labelResult.setText("Incorrect Email & Password")

else:

self.labelResult.setText("You are logged in")

mydialog = QDialog()

mydialog.setModal(True)

mydialog.exec()

except mc.Error as e:

self.labelResult.setText("Error")
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As you can see from the above code, all the information will be stored in the
database in the form table using this code after connecting the GUI with the
local database.

After establishing connection, a class function is used with sql queries to enter
data to the database table whenever the user submit the form with information.

4 Results and Discussion

The smart automated cooker is designed and developed in the lab environment
of Indira Gandhi Delhi Technical University for Women using simulated environ-
ment. It is smart as it measures, wash and cook the food as per user requirement.
It accepts cooking instructions and cooking time from the user and automati-
cally start cooking at user set time following the user instructions without human
intervention.

The designed cooker accepts commands locally from the user to control the
smart cooker operations locally. The user friendly user database and recipe
database, to control the smart cooker operations and authenticate user locally,
GUI is designed and developed using Raspberry pi3 development board, Linux
operating system and PyQt5 environment in this paper. The system keep record
of user information to authenticate user for controlling systems operations and
recipe record, cooked earlier recipes by user or new recipe record as per user
input details as shown in Fig. 6. The stored user information helps in synchro-
nization of system operations and recipe record recommend the recipe to user
in future.

Fig. 6. User and recipe details in database

5 Challenges

Python is a strong, adaptable, straightforward, and easy-to-learn programming
language. Less code is needed to accomplish the same purpose than in other pop-
ular languages like C++ or Java, resulting in higher productivity. These benefits



198 V. Goyal et al.

also apply to GUI programming. PyQt is one of the most popular Python GUI
frameworks, so it has a large community support. There are numerous learning
materials for PyQt and Qt, but it was discovered that it was not comprehensive
and there wasn’t a current PyQt beginner’s tutorial including basic and advanced
code examples. PyQt5 installations and importing python faces some issues ini-
tially because of less resources. On several occasions, segmentation faults were
encountered. These were initially difficult to interpret, but with time, all con-
cepts were clear, and the target source was quickly identified.

Developing the GUI also presented some challenges, such as using QT
designer widgets, converting the a .ui file to a .py file and integrating the GUI
with a database to store data. It is concluded that a .ui file can be converted
using the mentioned command:

pyuic5 -x yourfile.ui -o yourfile.py (use yourfile name as mainPage).
Database connection was also accomplished using python code in PyQt5.

6 Future Scope

The primary goal of this work was to design, create an easy-to-use online login
form, which would enable users to enter their credentials for login processes and
recipe details form for cooking. The intended paper successfully developed to
serve the manual control purpose based on the basic requirements and specifi-
cations. Finally, the PyQt5 technology and MySQL database were used to meet
the basic requirements outlined in the specifications. Finally, the designers suc-
cessfully debugged, implemented and tested the paper to meet the necessary
criteria. The basic functionalities of the Login system and recipe details form
have been implemented by the Qt designer and integrated with local database.
However, greater sophistication can be applied to improve the system’s features
and facilities, such as:

• adding a button to update their password and recipe details.
• adding new pages to see previous stored recipe to choose.
• update any data without recurrence of previous data.

7 Conclusion

The GUI design and development using PyQt5, local database creation using
MySQL were discussed in this article. The GUI is capable of manually controlling
smart cooker operations, storing recipe records for future user recommendations
and storing user authentication information to synchronize the integrated device
operations. This resulted in the conclusion that PyQt5 is an excellent choice for
GUI design because it is compatible with micro-controllers and may be used to
create multi-threaded programs. Qt designer feature in PyQt5 made development
part very easy and accessible as it is very user-friendly. To store data, this GUI is
integrated with MySQL local database. The task will be completed with smart
cooker hardware, raspberry pi integration so that it can work in real time.
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Abstract. The Internet of Things (IoT) is a rapidly growing technology that sig-
nificantly changed the human life by automating everything around us. It enables
us to manage IoT devices 24/7 from anywhere. However, it also brings several
cyber security risks, such as Distributed Denial of Service (DDoS) attacks. A
large-scale DDoS attack immediately overwhelms the victim’s network or system
with a massive volume of unwanted traffic from the pool of compromised IoT
devices. As a result, it prevents legitimate users from accessing the victim’s ser-
vices or applications. Further, protecting Internet-based applications and networks
from large-scale IoT traffic-based DDoS attacks is a challenging task. In the liter-
ature, several techniques are available to protect networks and services from IoT
traffic-based DDoS attacks. However, the occurrence and sophistication of IoT
traffic-based DDoS attacks are expanding every year. In this article, we propose
a comprehensive approach for identifying IoT traffic-based DDoS attacks. The
experimental results demonstrate that the proposed XGB-based model achieves
significant accuracy of 99.89%.

Keywords: IoT devices · Internet of Things · DDoS attacks ·Machine learning
techniques · Bot-IoT Dataset

1 Introduction

Today, we live in a world surrounded by numerous IoT applications that significantly
transform our life. IoT technology has profoundly impacted each industry and society. It
increases efficiency and productivity with the use of intelligent machines. Several factors
have contributed to the quick adoption of IoT technology in recent years. One of the
biggest reasons is that consumers and businesses have realized its benefits. According
to recent statistics, there will be 31 billion devices connected worldwide by 2025. It is
shown in Fig. 1. Further, the IoT devices market is predicted to grow up to 1.6 trillion
US dollars by 2025 [1, 2].

Intelligent devices are incorporated with various significant sectors, such as smart
houses, smart cities, agriculture, industries, healthcare, logistics, transportation, defense,
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etc., to enhance the smartness in day-to-day activities [3–5]. Some of society’s funda-
mental problems can be solved using IoT applications. For example, an intelligent park-
ing system prevents traffic congestion. A smart water and energy management system
enable authorities to save water and efficiently distribute the power. However, with all
these significant benefits, IoT technology comes with a number of security concerns. As
a result, cybercriminals take advantage of this chance to compromise more devices in
order to launch large-scale DDoS attacks.

Fig. 1. Year-wise IoT devices connected to public network [1].

1.1 IoT Platform

The IoT network refers to a giant group of “interrelated or Internet-connected” thou-
sands of objects/devices that can accumulate and communicate information via awireless
medium without human interference. These devices may include computing machines,
mechanical machines, and digital devices that work together, sense/gather, process, and
analyze the data fromheterogeneous smart IoT gadgets [6]. Themain idea behind design-
ing IoT devices is to accomplish a particular task based on valuable information or trig-
ger points without explicit programming. Typically, in smart homes, most appliances
are connected to the Internet, such as smart watches, smart cars, air conditioners, smart
TVs, IP cameras, etc. These appliances make decisions based on triggers, environmental
conditions, etc.

1.2 DDoS Attack

DDoSattacks are among themost severe cyberattacks executed on Internet enabled appli-
cations and IoT systems/networks. It immediately crashes the victim’s server, system,
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or network [7, 8]. An attacker overwhelms the victim or its essential Internet services
by flooding a large number of irrelevant packets from each compromised IoT device.
Therefore, it denies access to legitimate users. An attacker is referred to as a “bot herder”
and compromised devices are “bots”. A typical setup for performing IoT traffic-based
large-scale DDoS attacks is shown in Fig. 2. A botnet is typically made up of a collection
of malicious devices infected by malware and controlled by an attacker.

Fig. 2. A typical setup for performing IoT devices-based DDoS attack [9].

1.3 Recent Statistical Information of DDoS Attacks

According to the current work culture, numerous activities are being conducted online,
such as education, healthcare, gaming, shopping, work, etc. Therefore, the demand
for Internet-connected IoT devices has increased even more. However, less-secure IoT
devices are prone to several critical security issues due to the lack of storage, processing
capacity, and not the availability of security features. As per the report from Symantec,
on average, an IoT device is breached every two minutes [12]. As per the recent statis-
tical report of Cloudflare, ransom DDoS attacks increased by 75% in Quarter-4 2021
compared to Quarter-3 2021. Figure 3 shows that there is always year-by-year growth
in attacks [10]. In another study, cybersecurity ventures predict that the damage caused
by cybercrime will be approximately $10.5 trillion annually by the year 2025 [13].

Therefore, in 2021, it has been observed that significant global spending on IoT
security, which is approximately 3.5 billion USD and 21% higher than in 2020 [11]. It
is shown in Fig. 4.
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Fig. 3. Percentage of ransom DDoS attack events in Q4:2020, Q1:2021, Q2:2021, Q3:2021, and
Q4:2021 [10].

Fig. 4. IoT security spending worldwide from 2016–2021 [11].

1.4 Contributions

The primary contributions of this article are listed as follows:

i. Anovel detection approachhas beenproposed for identifying IoT traffic-basedDDoS
attacks.
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ii. Design and implement a detection mechanism using different machine learning
algorithms.

iii. Determine the most significant features using Chi-2, ANOVA, and mutual informa-
tion gain techniques.

iv. Evaluate and compare the proposed mechanism’s performance with or without
feature selection scenarios.

1.5 Structure of the Article

The rest of the article is arranged as follows: Sect. 2 is a summarized description of exist-
ing IoT traffic-based classification approaches. Section 3 discusses the completeworking
of the presented classification technique for detecting DDoS attacks. Section 4 provides
detailed information about the practical development environment and software tools
utilized to implement the proposed classification technique and subsequently, Sect. 5
demonstrates results and analysis. Eventually, Sect. 6 concludes the suggested work of
this article.

2 Related Work

In the literature, several strategies have been published by researchers to defend Internet-
enabled services from different category of destructive DDoS attacks. The severity
and frequency of DDoS attacks based on IoT traffic, on the other hand, are increas-
ing day-by-day. The recent IoT traffic-based DDoS attack detection approaches have
been summarized in Table 1.

Kumari et al. [14] have implemented an ensemble-based model using two ML tech-
niques: J48 DT and SVM. They employed particle swarm optimization for extracting
themost significant features from the sample KDDCup dataset. This approach classified
network traces into two classes: legitimate and attack. It classified network traces with
an accuracy of 90%.

In [15], the DDoSNet model has been presented as an intrusion detection system
for large-scale DDoS attacks. They employed a Recurrent Neural Network (RNN) and
an autoencoder. The proposed model evaluated using the CICDDoS2019 dataset. This
dataset includes different types of DDoS attack traces and legitimate flows. The results
indicate that the proposed approach provides an accuracy of 98%.

Shurman et al. [16] presented two approaches for identifying DDoS attacks based
on reflection in IoT environments. Firstly, they employed hybrid IDS to identify IoT
traffic-based DoS attacks, and secondly, they employed Long Short-Term Memory
(LSTM) based trained model. Therefore, they deployed collaboratively both signa-
ture and anomaly-based approaches in hybrid IDS. This method is evaluated using
the recently published dataset CICDDoS2019. The results demonstrate that it detects
cyberattacks more precisely (99.19%).

Pokharel et al. [24] suggested a supervised learning-based IDS for network anomaly
detection. This approach is designed using hybrid ML strategies, such as the Naive
bayes (NB) and Support vector machine (SVM) classifier. They pre-processed and nor-
malized the real-time historical log dataset for experimentation. The proposed hybrid
IDS demonstrates accuracy (92%) and precision (95%) and minimizes false positives.
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Table 1. Summary of existing DDoS attack detection approaches.

Authors Detection
method

Dataset Functionality Limitations

Tang et al. [17] Deep Neural
Network

NSL-KDD Proposed IDS
system in a

Results obtained
with

Software-Defined
Network (SDN)

the unbalanced
dataset

suffered from
overfitting

Kim et al. [18] Deep Neural
Network

KDD Cup 99 The suggested
method was
trained

No feature
selection

with only 10% of
the data, achie-

method applied

ving accuracy with
full features

Meidan et al. [19] SVM
Autoencoder

N-BaIoT Applied
auto-encoder to
detect

This approach
focused

botnet attacks
using anomaly in

only on the Mirai
and

IoT network Bashlite attacks

Feng et al. [20] CNN and
LSTM

KDD-CUP 99 Deep learning
detection
approaches

Class wise
prediction

are used for
detecting XSS and

is not provided,
only

SQL attacks focus on DoS
attack

Yang et al. [21] ICVAE-DNN NSL-KDD, ICVAE-DNN has
the potential to

Low detection rate
for

UNSW-NB15 correctly predict
minority attacks

U2R and R2L
while

and not defined
attacks

using NSL-KDD

Gaur et al. [22] KNN, RF, DT, CICDDoS The proposed
system employed

The model may fail
to ana-

XGBoost 2019 a hybrid feature
selection method

lyze real IoT traffic
beca-

(continued)
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Table 1. (continued)

Authors Detection
method

Dataset Functionality Limitations

that integrates
chi-square, Extra

use it is designed
with a

tree, and Anova
techniques for

non-IoT dataset,
and it

DDoS attack
detection

does not consider
all

types of DDoS
attack

Parra et al. [23] LSTM RNN N-BaIoT Distributed deep
learning

The proposed
approach

cloud-based
framework to
counter

validated with low
variance

phishing and
botnet attacks

attack traffic

Krishnaveni et al. [25] proposed an efficient anomaly detection system (ADS) to be
used in the domain of cloud computing. They applied an information gain technique
to extract an optimal feature set from the NSL-KDD dataset. They employed SVM
ML techniques for anomaly detection. The results indicate that the RBF kernel pro-
vides a detection accuracy of 96.24%. The study illustrates that SVM offers substantial
advantages for developing IDS methods for cloud computing environments.

In [26], authors proposed an ensemble learning approach that combines the advan-
tages of each classification algorithm. They used three classifiers: gradient boosting
(GB), logistic regression (LR), and decision trees (DT) for implementing the ensemble
learningmodel in a stackingmanner. TheChi square or correlation coefficient techniques
are applied to determine the most appropriate 23 features. The proposed approach is
evaluated on the publicly available dataset CICIDS2018. The proposed model provided
98.9% detection accuracy.

In the literature, several approaches have been proposed for protecting Internet-
based systems from IoT traffic-based cyberattacks. However, many approaches have
been developed and validated with outdated/traditional or imbalanced datasets. Fur-
ther, several existing approaches [7, 8, 27–30] detect various types of DDoS attacks
in a distributed manner by deploying their systems on distributed frameworks, includ-
ing Hadoop, Spark, Kafka, etc. However, they failed to provide a solution against IoT
network traffic-based DDoS attacks.

In the subsequent section, the detailed functioning of the presented IoT traffic-based
DDoS attack detection approach, as demonstrated.
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3 Proposed Methodology

In this section, the working of the proposed detection approach for IoT traffic-based
DDoS attacks is presented. The logical workflow of the suggested attack detection
approach is shown in Fig. 6.

To provide an efficient solution, this classification approach is designed using the
recently released and publicly available realistic Bot-IoT dataset. The Bot-IoT dataset
incorporates a massive volume of IoT traffic flows, including benign and different DDoS
attack types. The Bot-IoT dataset [31] comprises 74 publicly available CSV files that
contain 72 million records and address the problem of existing datasets. In the detection
process of this approach, several steps are involved, which are discussed one-by-one as
follows:

The preprocessing step includes: cleaning the data (removal of incorrect or incom-
plete records), removing outliers, and transforming categorical variables into numerical
values. In the next step, the data values of features will be standardized on an identical
scale (lie in the range of 0 and 1). After that, the data is normalized, and the network
traces are labeled before performing the data balancing process. The up-sampling tech-
nique is employed to balance the dataset by injecting synthetically generated records
into the minority class. Because an imbalanced dataset adversely affects the accuracy of
models and is biased toward a particular class.

Fig. 5. Conceptual flowchart of the feature selection process.

In the process of building anMLmodel, feature selection is a significant step. It plays
a critical role in improving the performance of the model. In addition to dimensionality
reduction, feature selection reduces the computation costs associated with data mining
and avoids the overfitting problem. Chi-2, ANOVA, and mutual information gain meth-
ods are employed to rank the top 15 key features, followed by hard voting to narrow
down the feature set. This is shown in Fig. 5. After obtaining the optimal features, the
samples were divided into training and testing samples and fed into the ML algorithms
for developing models.
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Fig. 6. Framework of the proposed attack detection approach.

3.1 Training Process

In this training process, the prepared data samples are divided into a training sample and
a testing sample. Further, the 80/20 rule is used in which 80% data samples are fixed
for training and remaining 20% for testing. The performance of the ML model depends
on the training data. Hence the stratified technique for splitting the data samples into
two parts is employed. The proposed approach is developed in two ways: (i) Designing
model using extracted feature set and (ii) Designing model using a complete feature set
as shown in Fig. 6. The performance of these two scenarios are evaluated.

4 Experimental Environment

This section illustrates the experimental environment utilized for developing and vali-
dating the proposed classification approach. A powerful server running Ubuntu 18.04.5
LTS, a 64-bit operating system (AMD64) with 64GB RAM is utilized. The processor
is an Intel(R) Xeon(R) Processor E5–2420 v2 with a clock speed of 2.20GHz, and the
graphics card is llvmpipe (LLVM 6.0 256 bits), while the storage capacity is 984GB. For
developing and evaluating the proposed classification approach, the recently published
Bot-IoT dataset is utilized as a source of network traffic.

5 Results and Analysis

This section illustrates the performance evaluation and analysis of the proposed attack
detection method. The proposed classification approach classifies IoT network traffic
into two target classes: attack and benign. The classification accuracy and other standard
metrics (precision, sensitivity, and F-measure) were utilized to evaluate the model’s
performance for demonstrating its effectiveness.

After preprocessing step, ranked the leading 15 features with the greatest gain values
in descending order using various feature selectionmethods as depicted in Fig. 7. Further,
selected the ten best features by applying the hard voting technique. In the next step, fed
these most relevant features into ML models to classify incoming traffic.
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(a) Mutual Information gain

(b) Chi-2 test

Fig. 7. Ranked top 15 features using feature selection methods.

The performance evaluation of the five ML models is summarized in Table 2. In this
table, researchers compared the performance (classification accuracy) of each model
w.r.t. various selected feature scenarios. These results are obtained by implementing
the five ML models with features selected through feature selection techniques such
as chi-2 test, Anova test, MIG, ten best features and all features. The Table 2, exhibits
that the XGB model achieves higher average classification accuracy 99.50% than other
techniques, such as RF 98.89%, NB 93.78%, DT 98.25%, and KNN 98.06%. Therefore,
it has been inferred that the XGB model outperforms other models in terms of average
classification accuracy. Another pertinent observation is that the accuracy of models
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Table 2. Performance evaluation of ML models with different selected feature scenarios.

Features Accuracy of the ML Models

XGB [32] RF [32] NB [32] KNN [32] DT [32]

Chi-2 99.54 98.54 93.73 97.97 97.99

Anova 99.09 97.78 92.38 96.83 97.29

MIG 99.12 98.52 94.18 98.85 98.48

All 99.85 99.78 93.73 97.89 98.57

10-Best 99.89 99.83 94.88 98.78 98.94

Average 99.50 98.89 93.78 98.06 98.25

Table 3. Represents class wise performance analysis of the proposed detection approach with
respect to various metrics.

Classifier Classes Metrics

Precision Recall F1-Score Accuracy

XGB [32] Attack 01.00 01.00 01.00 99.89

Benign 00.99 01.00 01.00

RF [32] Attack 01.00 01.00 01.00 99.83

Benign 00.99 00.99 01.00

NB [32] Attack 00.97 01.00 00.98 94.88

Benign 00.99 00.96 00.96

KNN [32] Attack 01.00 01.00 00.99 98.78

Benign 00.99 00.98 00.98

DT [32] Attack 01.00 01.00 00.99 98.94

Benign 00.99 00.99 01.00

(XGB 99.54%, RF 98.54%, NB 93.73%, KNN 97.97%, and DT 97.99%) with the ten
best features is higher than with a full set of features due to the overfitting problem, as
presented in Fig. 8.

It is always important to measure the performance (effectiveness) of a classifica-
tion model using multiple metrics, including precision, recall, F-score, and accuracy,
to get a complete picture of its performance. Table 3, represents the class wise perfor-
mance analysis of the proposed model with respect to various metrics (precision, recall,
F1-score, and classification accuracy). In Table 3, the accuracy column presents classi-
fication accuracy of different ML-based detection models with ten best features XGB
99.89%, RF 99.83%, NB 94.88%, KNN 98.78%, and DT 98.94%. It has been observed
that the XGB-based detection model has given better accuracy than others.
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Fig. 8. Compare the accuracy of the MLModel with respect to with or without feature selection.

6 Conclusions

With the massive expansion of modern technologies and IoT networks, attackers are
getting more opportunities for compromising a large number of devices to perform dif-
ferent types of DDoS attacks on the public networks. Therefore, this paper proposed an
IoT network traffic-based DDoS attacks detection approach for protecting public net-
works and devices. This detection approach is designed and validated using a publically
available Bot-IoT dataset. Further, various feature extraction techniques, such as Chi-
2, ANOVA, and mutual information gain techniques are employed. With these feature
extraction techniques, ranked the top 15 most significant features and further reduced
them by applying a hard voting technique. The XGB model has given significant detec-
tion accuracy (99.89%) with low computational energy, low resource usage, and low
false alarm rates. In future work, intend to apply ensemble learning and deep learning to
make IoT environments more secure. Additionally, consider the Flash Events scenarios
while distinguishing IoT network traffic-based DDoS attacks and legitimate traces.
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Abstract. Nowadays, automated software testing is too popular, and symbolic
execution takes too much attention for software testing automation. Constraint
solvers are used to solve the constraint set produced during the Symbolic Exe-
cution process. Various popular constraint solvers (Z3, mathsat, CVC4, Yices,
boolector) are available. On average, constraint solver takes 90–98% of the total
time symbolic execution. Constraint solver might get stuck in solving complex
problems hence, degrades the overall performance of the symbolic execution. In
literature timeout threshold-based solutions are given but they are not so efficient.
One solution to this problem is to have a time prediction model which can predict
the time required for solving a constraint model and checks whether to continue
the ongoing solving process or not in symbolic execution. In this paper, we present
this model in which we have used theMathsat Constraint Solver to collect the data
by running the GNU Coreutils program and Busybox utilities. The performance
comparison of the different solvers was done over three constraint datasets.

Keywords: Symbolic Execution · Constraint Solver · prediction model · SMT
format

1 Introduction

Software testing and dynamic program analysis often use the automated test case gen-
eration method known as symbolic execution [1]. It is a white-box method that builds
execution path conditions into a constraint model. By using a constraint solver to solve
the constraint model, the symbolic execution tool may be able to identify the test input
for initiating specific paths and errors. Nevertheless, Symbolic Execution tools (e.g.,
KLEE [2], Angr [3]) often have clear limitations. For example, some code pieces restrict
complex theories, such as floating-point arithmetic and arrays. Furthermore, Symbolic
Execution (SE) struggles to scale when dealing with extensive programs since the num-
ber and complexity of paths grow exponentially with the height of the Control Flow
Graph (CFG) [4]. Specific paths necessarily contain challenging constraint models that
are time-consuming to resolve. It could take a few days to fully explore all paths for
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a problematic program, and Constraint Solvers might significantly drain the resources
allotted for Symbolic Execution. In other words, constraint solving costs constitute a
significant barrier to symbolic execution beingmore helpful in debugging real-world sys-
tems. Most symbolic execution technologies currently use a timeout threshold to stop
the constraint-solving process automatically and prevent uncontrollable time growth [4].
For example, angr’s the standard threshold for constraint solving is five minutes. If a
solution procedure takes longer than the allotted time, angr will stop examining the path
and choose a different path for analysis. As a result, angr would ultimately waste a lot
of time on the paths that would eventually give up. The threshold and the number of
constraint models that go beyond the time limit significantly impact how well can solve
the problem.

One possible solution to improve this problem is to create a prediction model that
will predict the completion time of a constraint set by learning the data collected from a
constraint solver [5]. In this method, one important point is the selection of a constraint
solver. In the literature, authors haveused the predictionmodel basedon thedata collected
from the Z3 constraint solver only. In this paper, two constraint solvers, Z3 and Mathsat
[6], are compared for the prediction model, and it is found that the performance has
increased by 1.25x to 3x for the constraint solver Mathsat, depending on the distribution
of the hardness of their constraint model.

2 Symbolic Execution Environment

This section introduces the background on symbolic execution and constraint solvers.

2.1 Symbolic Execution (SE)

The main idea behind symbolic execution is to represent the values of program variables
as symbolic expressions and to use symbolic values rather than actual data as input
values. As a result, the values computed by a program are stated as a function of the
symbolic values supplied. The symbolic values of program variables, a path condition
(PC), and a program counter make up the state of a symbolically run program. The
path condition is a (quantifier-free) Boolean formula over the symbolic inputs called
constraint set or constraint module. It builds up constraints that inputs must meet for an
execution to take the specifically related path. Then the constraint module sends into the
Constraint Solver. Constraint Solver finds the constraint model’s satisfiability and gives
the corresponding input to follow this path as shown in Fig. 1.

2.2 Constraint Solver

Constraint Solvers are gaining attention now due to their success in various application
fields. In addition to program analysis, theorem proving, automatic test creation, and
many other contexts, they serve as the workhorses in many formal verification systems.
One significant factor in this success story, aside from the solvers’ inherent efficacy and
efficiency, is thanks to the universally supported standard input language. A global and
simple-to-parse everyday input language is defined by the SMT-LIB [7, 8] effort. The
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Fig. 1. Block diagram of Symbolic Execution Environment

SMT-LIB format performs well when a problem can be prepared in advance and then
provided to the solver. PySMT [9] is a well-known library that includes a variety of
Constraint Solvers. PySMT is a library for solver-independent formulas manipulation,
so you may construct an expression, make changes to it, and carry out fundamental
operations like simplification, replacement, visualization, and file-based importation.All
of this is possible without the installation of an SMT solver. Modulo the UFLIRA(and
all of its pieces) and BV theories, PySMT provides the representation and satisfiability
verification of quantified logic. MathSAT, Z3, CVC4 [10], and Yices are a few of the
solvers that are now integrated through their native APIs.

3 Limitation of Symbolic Execution

SE can find any unsafe input that might cause the assert to fail. This is accomplished
by thoroughly investigating all potential execution states. Theoretically, exhaustive SE
gives every decidable analysis a solid and thorough technique. Since all potentially
unsafe inputs are guaranteed to be identified, soundness avoids false negatives, and
completeness prevents FP (false positives), which happens when input values that are
thought unsafe are safe [11]. Exhaustive Symbolic Execution is unlikely to scale beyond
small applications, as described later. As a result, in reality, less challenging objectives
are chosen frequently, such as trading performance for soundness. Several challenges in
SE and their solutions are discussed in this section.
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3.1 Path Explosion

The enormous number of program paths for the minor program is one of the main
difficulties with SE. It often grows exponentially as the code’s static branches do, but
remember that only feasible pathways that rely on the symbolic input are explored during
SE. This way reduces conditionals that create new pathways.

Given a limited time budget and the fact that path explosion is one of the most
significant challenges to SE, it is essential first to investigate the most critical paths as
follows.

3.2 Search Heuristics

The application of search heuristics is the primary method through which SE tools
prioritize path exploration [11]. The majority of heuristics aim for high statement and
branch coverage. However, they might also use them to improve other essential criteria.
Some methods to optimize the search heuristic are as follows: using the static control-
flow graph (CFG) to direct the investigation along the path nearest to an uncovered code
is one method that works very well. Another example is that the primary concept is to
start at the starting of the program and randomly select which side to examine at each
symbolic branch for which both sides are possible.

3.3 Pruning Redundant Paths

Another approach to automatically prune duplicate pathways during exploration is to
prevent repeatedly exploring the same lines of code repeatedly [11]. The key in sight in
this technique is that a program path can be discarded if it arrives at the same program
point with the same symbolic constraints as a previously investigated path since it will
execute exactly the same way. This method is improved by a significant optimization,
which eliminates constraints that depend on variables that won’t be afterward read by
the program when comparing the constraints on the two running pathways.

3.4 Lazy Test Generation

The counterexample-guided refinementmethodology from static software testing is anal-
ogous to lazy test generation. By substituting each called function with public input,
the approach initially investigates an abstraction of the process being tested via con-
colic execution [11]. Second, it makes an effort to expand each (possibly fictitious)
trace produced by this abstraction to a concretely realizable execution by recursively
expanding the called functions and discovering SE in the called functions that can be
combined with the original trace to create a full program execution. Thus, in the explo-
ration phase, symbolic reasoning about intraprocedural pathways is reduced to symbolic
logic about intraprocedural paths and a confined and constrained find by functions (in
the concretization section).
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3.5 Constraint Solving

Despite significant recent developments in constraint-solving technologies, which first
made SE practicable. In Symbolic Execution, where it frequently takes up themajority of
run-time constraint sets, Constraint solving remains one of the major bottlenecks. Some
programs’ code produces queries that are blowing up the solver, which is one of the
critical reasons SE fails to scale on some systems. We study two types of optimizations
of constraint solving as follows:

3.6 Redundant Constraint Elimination

In SE, many queries are sent to determine if adopting a specific branch side is feasible.
To establish if the program may take the opposite side of the branch, which corresponds
to the negated constraint, one condition branch predicate of an existing path constraint
is negated. The new constraint set is then examined for satisfiability. The fact that a
program branch often only depends on a minimal number of program variables and,
thus, limited constraints from the path condition is a significant finding. Therefore,
removing constraints from the path condition that do not affect how the current branch
will turn out is an efficient optimization [11].

Example let path condition (PC) Current execution (PC) = (A + B > 5) ∩ (C > 2)
∩ (B < 6) ∩ (C-A = 0) and by the Symbolic Execution algorithm generate a new input
by solving (A + B > 5) ∩ (C > 2) ∩ ~ (B < 6) where ~ (B < 6) is the negation branch
condition whose feasibility trying to establish. So it’s feasible to eliminate the constraint
on B because the B < 6 branch cannot be affected by this constraint.

3.7 Prioritization of Constraint Set

To find the new path that is not found able in a limited period because Constraint Solver
take generally lots of time to solve the hard constraint set, so if possible that we can
do the prioritization of constraint set so we can first solver easy constraint set that high
priority and solve hard constraint set those given low priority as we can improve the
performance of SE.

Different decisions and suppositions are made depending on the particular situation
in which Symbolic Execution is employed to answer the problems raised above. A
partial investigation of the set of potential execution states may be adequate in some
cases to accomplish the goal (for example, detecting a crashing input for an application)
within a constrained time frame, even if these decisions often influence soundness or
completeness.

4 Literature Review

To address the various limitations of SE and enhance its performance, there are many
methods, such as:-
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4.1 By Automatically Learning Search Heuristics

A fundamental challenge in dynamic SE is how to effectively investigate the program’s
execution in SE paths to acquire high code coverage on a tight budget. Symbolic Exe-
cution utilises a search method that favours looking at particular types of paths during
symbolic execution, which is most likely to boost the total coverage to get around this
problem [4]. However, it may be challenging and frequently produces uneven and poor
results when proper search criteria are manually created.

SE can circumvent this issue by automatically detecting search strategies. They
provide a method that, with the aid of defining a category of search heuristics called a
parametric search heuristic, successfully identifies the optimal search heuristic for each
topic program. Their method successfully produces search heuristics that significantly
exceed currentmanually crafted heuristics in branch coverage andbug-finding, according
to experimental results with industrial-strength SE tools (such as KLEE). So as we can
overcome the search heuristic search problem to path exploration.

4.2 Improving Symbolic Execution through solver Selection Based on Machine
Learning [12]

Based on the data received, authors attempt to demonstrate that no solution can consis-
tently beat the others and that a primary classification based on constraint logic is ade-
quate. They used SMT-LIB as the common format to express constraints. They choose
five popular constraint solvers from SMT-COMP and identify some results to prove the
statement that no solver can consistently outperform the others.

They collect SMT-LIB format data from SE Tools Klee and Angr. And run into vari-
ous popular constraint solvers, such as Z3, MathSAT, and CVC4. An analysis of specific
findings shows that Yices needs the least time to solve all the data. In contrast, Boolector
is the most excellent solver for the SE dataset. They concluded that the boolvector may
have trouble answering the specific restrictions, which lengthens the overall solution
time. However, Yices is the quickest solution for restrictions that range from 5% to
37%. It is stable and uses the least total solving time. Therefore, it’s essential to boost
performance overall through careful solver selection.

They developed a new SE component called a path constraint classifier (PCC) to
address this issue. PCC will use machine learning techniques to estimate how well each
solution will perform while resolving a specific path constraint. The solver with the best
expected performance will be chosen.

4.3 SMT Time Prediction Model [15]

The use of SE is necessary for automated test case technology. The technique, however,
typically cannot handle massive programs. The difficulty of constraint-resolving prob-
lems in SE is a critical factor. To solve such a complex problem, the SE process may
be stuck on these problems. SE tools typically use a timeout threshold to end solving to
address this problem. The tool’s effectiveness depends on knowing how to set a timeout
correctly.
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Therefore, estimating the amount of time needed to solve a constraintmodel provides
one potential solution to this problem. The SE engine can use the prediction to decide
whether to continue solving the problem. They demonstrate that such a predictor can
perform well with various machine learning models and datasets. The predictor can get
an F1 score on these datasets ranging from 0.743 to 0.800 by using an adaptive approach.
Based on the distribution of the hardness of their constraint models, the results show
that the efficiency of the constraint solution for SE can be increased by 1.25× to 3×.

5 Proposed Approach

In literature timeout threshold-based techniques are proposed to improve the efficiency
of SE but in thesemethods calculation of threshold is quite difficult. So, prediction-based
methods are preferred which can predict the time required for solving a constraint model
and based upon this prediction SE engine can take the decision whether to continue with
the current solving process or not [15].

In real world, many SMT Constraint Solvers are available and trendy. Hence, this
paper has checked the effect of two popular constraint solvers i.e. Z3 and MathSat on
prediction model.

5.1 Methodology

• First, the time predictionmodelwas installed, that predicts the solving timing of SMT-
lib format data in the particular constraint solver was installed. The constraint sets
are collected and then, their solving time was noted from Mathsat by running GNU
Coreutils and Busybox utilities programs in angr and KLEE Symbolic Execution
tools.

• The collected data was again given as input toMathsat with the help of PySMT library
and updated timing for constraint solving was recorded. This step is needed because
to get the ideal solving time of the constraint solver.

• The pre-proposed prediction model was set to corresponding constraint solver data
and the results were collected for various parameters.

5.2 Framework

To prevent SE’s ineffective constraint solving process SMTimer [7] was built, to predict
the amount of time required for constraint solving. Figure 2 shows how the system
uses the expected time and interacts with an active SE tool. The constraint solvability
from a constraint model that was generated by an ongoing SE program is output by
their prediction model. After that, they either return to the SMT solver or help process
the path via the SE tool. The unique design of SMTimer includes a conditional trigger
for the prediction process. The reason is that, given the massive volume of inquiries,
adding unmanageable overhead if they predicted each time it questioned, even for a brief
constraint solver cost, would be impractical. Only 0.2% of queries would take more than
one second. Thus, they may first solve the constraint model quickly to exclude simple
constraint models. They can avoid the majority of predictions by adding a little more
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Fig. 2. System Framework

solution time.Additionally, this approach guarantees that programs that have fast-solving
queries will not experience any negative effects from their prediction module.

We go into further depth about the crucial phases of the new constraint solution
method as shown Fig. 2.

• Solving Phase 1: The method begins by attempting to solve the constraint model in
less than one second, much like the traditional constraint solving method. There is no
difference between it and traditional SE if it can produce a solution. The prediction
is triggered if the constraint model cannot be solved in one second.

• Prediction: In this phase the Mathsat constraint solver is used. The system predicts
the solution time using a predictor and compares it to the time threshold 2. If the
predicted time is larger than 2, It would skip the following solution stage and provide
the SE tool with an unknown result. Otherwise, for the second step of solution, it
would return to constraint solving.

• Solving Phase 2: The constraint set is solved by the system within the allotted time.
The adaptive model would then be updated using the constraint set and the ground
truth to improve the prediction.

• This process is used in our simulation experiment to test the accuracy of our prediction
and demonstrate how the time optimization problem, which is being defined in the
following section, has improved for constraint solver Mathsat.

5.3 Experimental Setup

The evaluation of the proposed approach was done by comparing a complete state-of-
the-art SMT solver, namely Z3 and Mathsat in conjunction with the SE tools such as
Klee and Angr. The parameters used for the implementation as mentioned in the Table-1.
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6 Result and Analysis

Experimental results are evaluated along three dimensions: F1 score, timeout query,
and original solving time. The first dimension sums up the predictive performance of
the model by combining two otherwise competing metrics: precision and recall. The
second dimension focuses on the number of timeout queries, i.e., queries that have to be
cancelled once a certain amount of time has passed since they were started. This helps
protect the constraint solver from running infinitely. The third dimension keeps track of
original solving time of a constraint solver.

6.1 Comparison by F1 Score

Theprecision, recall, andF1-scoremeasures are used to assess the classificationoutcome.
A successful prediction model should be able to retain high precision and strong recall.
True positivemeans we get the constraint model that exceeds the time threshold, and true
negative means we get the constraint model under the time threshold. To elaborate, the
false negative cases mean that we miss the constraint set that exceeds the time threshold
we set. On the other hand, the false positive (FP) cases indicate that the predictor predicts
that the constraint set within the allotted time limit is complex but easy. As a result, you
may delay the paths’ exploration by giving them a low priority and scheduling their SE
after other paths. Overall, we want to find more true-positive cases while avoiding false-
positive ones. The evaluation of various experiments conducted on Mathsat constraint
solver and multiple results were collected as given in Fig. 3.

Fig. 3. Comparison By F1 Score.

A comparison of theMathsat constraint solver was also donewith Z3 solver as shown
in Table 2. It was observed that Mathsat solver gets a better outcome as compared to Z3.
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Table 1. System configuration

Component Name

OS Ubuntu 18.04.6 LTS

OS type 64 bit

RAM 32 GB

Processor Intel@ Xeon(R) CPU E5–2620
v2 @ 2.10 GHz x 12

Used Symbolic Execution Tools Klee and Agnr

Table 2. Comparison by F1 Score

Data Set Model Precision Recall F1-Score

Z3 Msat Z3 Msat Z3 Msat

GNU (Angr) KNN
I-KNN^

0.552
0.737

0.765
0.812

0.422
0.750

0.506
0.824

0.478
0.743

0.609
0.818

GNU (Klee) KNN
I-KNN

0.198
0.769

0.337
0.820

0.244
0.808

0.446
0.813

0.219
0.788

0.385
0.817

Busybox (Angr) KNN
I-KNN

0.770
0.768

0.793
0.785

0.747
0.834

0.754
0.870

0.758
0.800

0.773
0.826

The naive KNN cannot predict solvability better compared to the Incremental KNN
(I-KNN) due to its adaptability. In both models, Mathsat performed better as compared
to Z3 for all three performance measures, i.e., precision, recall, and F1-score.

6.2 Comparison by Timeout Query

Table 3 shows the number of timeout queries in all three datasets. It was observed that
MathSAT solver data found more timeout queries than Z3 solver. These results confirm
the higher F1 score of Mathsat because it’s getting more significant timeout queries, so
Mathsat solver trains the data better compared to the Z3 solver and finds more similarity
data. Hence, Mathsat performs better as compared to Z3 for the prediction model.

6.3 Comparison by Original Solving Time

For Mathsat data, I-KNN identifies most timeout situations for most programs with the
fewest errors. The prediction outcome is consistent with the earlier classification results,
demonstrating that when the model adds more negative examples, the vector similarity
in KNN is unaffected by our data selection. According to Table 4, the adaptive KNN
often accelerates the solution by 1.25x(19347/14589) to 3x(128031/39890) times.
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Table 3. Comparison by Timeout query

Distract Program Timeout Query Test Query

Z3 Mathsat

GNU(Angr) Sha1sum 315 362 1366

tail 97 109 1115

GNU(klee) Stat 156 163 1925
1706cp 189 198

Busybox(Angr) ifconfig 18 25 433
408Klogd 16 19

Table 4. Comparison original time for particular programs with Symbolic Execution with
prediction model for Mathsat data

Program Original Solving Time I-KNN

sha1sum 128031 39890

Klogd 19347 14589

7 Conclusion and Future work

This paper compares the Z3 constraint solver data on prediction with calculated data
from the Mathsat solver. Based on the experimental results, it was observed that the
Mathsat constraint solver data is better for the prediction model than the Z3 solver data,
depending on the distribution of the hardness of their constraint models. Experimental
results show that the adaptive approach for Mathsat constraint solver data can achieve
a F1 score of 0.818, which is higher than Z3 solver data and better than the adaptive
non-approach model. In addition, a simulation experiment showed that the adaptive
technique might boost constraint solution effectiveness by 1.25x to 3x. In conclusion,
with the help of a Mathsat solver with a prediction model, one can speed up constraint
solving effectively and support symbolic execution by quickly analysing more paths. In
the future, after updating the SMT-LIB format data of the GNU Coreutils and Busybox
utilities with other constraint solvers, a comparison of the prediction model can bemade.
Another possible future work can be the deployment of the prediction model to real-time
symbolic execution tools and checking the performance.
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Abstract. CloudComputing has gained popularity due to the on-demand resource
allocation in the distributed computing environments and provides resources that
are dynamically scalable on the “pay as you go” model. Over the past years,
Amazon has started providing a new service called EC2 Spot Instances which
provides their idle machines on rent in the spot market at a lower cost. Spot
instances are the unused virtual machines which are accessible at almost 75%
lower price than their on-demand price to perform compute-intensive tasks. Spot
instances will end up till the current spot price is less than the user’s bid price. In
this paper for the cloud environment, the IaaSCloud Partial Critical Paths(IC-PCP)
algorithm is expanded with the aim of reducing execution costs while still meeting
user-defined deadlines. ICPCP schedules the task by finding a computation service
which can execute complete critical path before its latest finish time. The work
presented in this paper proposes a workflow scheduling algorithm, IaaS Cloud
Partial Critical Paths with robustness(IC-PCPR) uses both on-demand and spot
instances to reduce the cost of workflow execution while satisfying a user-defined
deadline and making system robust that runs on heterogeneous resources. The
proposed work is simulated in MATLAB framework and the experimental results
based on three scientific workflows show that the ICPCPR performs much better
than ICPCP algorithm.

Keywords: Fault tolerance · Workflow scheduling · Execution Cost · Deadline ·
Spot Instances

1 Introduction

Cloud Computing is an emerging trend which offers computation or storage service
on subscription-basis. These resources are dynamically available, accessible, and dis-
tributed without the need for manual intervention. [1]. It basically focuses on reusing
the IT resources. Software as a Service (SaaS), Platform as a Service (PaaS), and Infras-
tructure as a Service(IaaS) are the various service types offered by cloud providers as
a service. In software as a service, consumers can access software using web browsers
after it has been deployed by the service provider. In PaaS, the service provider provides
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and manages libraries, programming frameworks and languages for the creation and
deployment of applications. IaaS offers access to infrastructure such as storage, network
and computing servers [2].

In cloud environment, one of the most difficult challenges to address is workflow
scheduling since it requires both expensive calculation and communication. The basic
motive of scheduling is to assign the appropriate resources to the tasks in order to achieve
one or more objectives. It is a NP-Hard problem as it takes a long time to discover the
best solution for a large solution space[3]. There are no such algorithms which may give
an optimal solution within polynomial time. Therefore many heuristic and metaheuristic
approaches have been introduced in past many years to achieve a near optimal solution
in reasonably less time.

Despite of these opportunities in the cloud computing, there is a chance of failures
which could unfavorably affect the applications which are executing in the cloud. The
failure here means the unsuccessful execution of applications and unable to achieve
set goals due to some fault in the system. The failures can be majorly categorized as
a permanent and transient failure. The permanent failures are unrecoverable and the
processor suffering from permanent failure will not be able to work for the remaining
execution while in case of transient failure, the current task is revoked and will be
recovered after a span of time and then it will be re-executed [4].

Task failures can occur due to missing input and system errors. Virtual Machine
failures can occur due to hardware failure or overloading. Workflow level failure can
take place due to server failure and cloud outages [5].

Fault tolerance is an approach in which a system reacts rapidly to an unexpected
computation or system error. To overcome these failures there are different fault tolerant
techniques such as checkpointing, replication, retry, VM migration and resubmission
[6]. The fault-tolerance strategies are classified into two types:–reactive and proactive.
Reactive fault tolerance techniques diminish the consequence of failures on the system
when failures really occurred. Proactive fault tolerance approaches predict failures and
recover the suspected components using other operating components [7].

Before 2009, cloud service providers were providing the on-demand pricing model
in which the instances were provided on the demand of the user’s request as per the
declared prices based on the datacenter regions. Since then, a new pricing model has
been proposed using spot instances. Amazon has started providing the idle or unused
resources in the auction like market. The providers decide the cost of the spot instance
(which varies with time, instance type, regions, and zones) and users will be provided
the resource whenever the bid price exceeds the spot price. The user could retain the
resources until the current spot price becomes greater than the user’s bid price. The cost
is reduced up to 70% in the spot market but the quality of service is also degraded. Hence
the spot instances are not consistent and exposed to out-of-bid failures. These failures
occur in spot market when the spot instance shut down due to increase in spot price
which is greater than the user’s bid price [8].

The customer has to pay the same spot price for that period irrespective of whether
their maximum bid price was higher. The user has not to pay for the partial hours if a
failure occurs but has to pay when he himself terminates the instance. The partial hours
are converted into full hours for both the models (e.g. 2.3 h is converted into 3 h) [8].
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Spot InstanceRequests canbe categorized into one-timeor persistent requests.Aone-
time request will only be satisfied once but a persistent request will continue submitting
the request after each instance termination until the user cancel it. These requests can
be helpful if the user has to do continuous work that can be stopped and resumed, such
as data processing or video rendering [9].

Fault-Tolerant in Spot-based pricing model means scheduling of tasks on the unused
resources provided by the service provider in such a way that it tolerates the out-of-bid
failures. Fault tolerance techniques help the system to run without halting when an error
occurs.

In 2013, Saeid et al. [10], proposed a deadline-based algorithm IaaS Cloud Partial
Critical Paths(IC-PCP) that uses the partial critical path to find the most cost-effective
solution for performing business while meeting the specified deadline. The IC-PCP
algorithm then attempts to schedule tasks allocated to the appropriate cloud service
instances before the deadline. Although the system is able to reduce the costs, it still has
room for improvement.

The previous workflow scheduling algorithms focused on minimizing the cost while
keeping themakespanwithin a user-defineddeadline. In an attempt to further decrease the
execution cost, the trend is to use spot instances in addition to on-demand instances, but
spot instances are volatile. Spot Instances are complementary to On-Demand Instances
andReserved Instances, the users will be providedwith the resourcewhen the bid price is
equal to or greater than the spot price. Aworkflow scheduling algorithm, IaaS Cloud Par-
tial Critical Paths with robustness(IC-PCPR) using both on-demand and spot instances
is proposed which goals to diminish the cost of process execution while satisfying
user-defined deadline and making system robust.

The rest of the paper is organised as follows. Section 2 shows the related work and
application and resourcemodel are described in Sect. 3. Section 4 covers the details of the
proposed work. The performance evaluation can be seen in Sect. 5. Finally, conclusion
and future work are put forward in Sect. 6.

2 Related Work

Significant work has been done in the area of robust workflow scheduling algorithms
which minimize cost within deadline constraints using spot and on-demand instances.
Chandrashekar [5] has proposed different resource allocation strategies and an algorithm
which provides robustness. The tasks are scheduled using both the spot and on-demand
instances in order to meet the deadline and reduce the cost. The proposed algorithm is
robust against prior completion of tasks and performance variations of resources. They
have used checkpointing at regular intervals and rollbacking is done in case of failure.
It also minimizes the total elapsed time and cost. Bala et al. [7] have also proposed an
algorithm that schedules the tasks and reduces the makespan and increases the resource
utilisation. They have used proactive fault tolerance approach by handling the failures
by predicting them along with the scheduling. If over-utilization of VM occur and the
tasks fail due to it than by using VM migration approach, it automatically migrates the
overloaded VM to another running host. But if resource overutilisation does not occur,
then the task would be executed on the assigned machines.
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Poola et al. [8] have proposed two workflow scheduling approaches which uses
both on-demand and spot instances out of which one provides fault tolerance using
replication when the deadline is short whilst optimizing cost and time. Another is retry
or resubmission as a fault tolerant strategy when the deadline is loose. It is cost effective
but makespan is increased.When the deadline is indulgent, replication is used tomitigate
failure andmaximize the resource utilisation. They have used intelligent bidding strategy
for bidding the spot instances. The two metrics used to provide fault tolerance is failure
probability and replication factor.

Voorsluys et al. [11] achieves reliability by saving the state of VM on a global file
system in the same or different datacenter and when out-of-bid failures occur then the
VM is relocated to some appropriate host machine. They have used different resource
policies for optimizing the cost as a deadline constraint and has used hourly-based
checkpointing, where the state of an application is saved at hourly basis so that in case
of failures the partial hours should not be charged. They have proposed the fault tolerance
technique in which a replica of the task which is running for more than 1 h is taken and
submitted to the other datacenter with the same scheduling policy. They have usedmean,
minimum, on-demand, maximum and current spot price as bidding strategies.

The Fault and Intrusion-tolerant Workflow Scheduling method (FITSW), developed
by Farid et al.[12], uses several virtual machines to perform workflow activities and
boost workflow dependability. FITSW repeats each sub-task three times to produce sub-
deadlines, then employs an intermediate data decision-making procedure and a deadline
segmentation technique. The suggested method creates or reuses task executors, main-
tains a tidy workflow, and enhance productivity. According to the findings, FITSW
outperforms intrusion-tolerant scientific workflow (ITSW) systems in terms of success
rate by approximately 12%, task completion rate by 6.2%, and completion time by about
15.6%.

Liu et. al. [13] has used Amazon EC2 dataset and predicted the spot price by creating
a k-Nearest Neighbors (kNN) regression model based on numerical explanation of spot
instance price prediction problem and then compared the model with Linear Regression,
Support Vector, gcForest, Multi-layer Perception and Random Forest. The results shows
that the k-NN approach gives the best performance with Mean Absolute Percentage
Error (MAPE5%) is around 94% in 1-day-ahead prediction and 94.06% in 1-week-
ahead, while RF and gcForest having 85.61% and 83.86% on average and other even has
less then it. Wang et. al. [14] used an ant colony algorithm-based approach to host data
in multi-cloud setups, which helps in optimizing objectives like cost and availability.

Scheduling with on-demand instances can reduce the cost of doing business by
around 90%. The paper presents a method that uses neural network techniques to predict
spot prices. The algorithm is able to perform well with the help of recurrent neural
network.

Yi et al. [15] have used checkpointing strategy for overcoming out-of-bid failures
and reducing the cost of execution. They have proposed two policies for deciding the
frequency of checkpointing in a running application. One is to take checkpoints on
hourly basis and another is when the spot price increases for a given VM. Poola et al.
[16] have proposed an algorithm that takes checkpoints at different intervals of 5, 15 and
30 min. They have used different bidding strategies (intelligent, naïve and on-demand)
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for bidding the price so that the bid price is always higher than the spot price. The
scheduling algorithm calculates the slack which is the variation between the critical path
time and deadline. If the slack period is greater than the failure probability, it runs spot
instances otherwise on-demand instances are executed. By using checkpointing the cost
is saved up to 14%.

3 Application and Resource Model

A workflow application is represented in the form of Directed Acyclic Graph (DAG),
with a tuple G = (T, E), where T depicts the set of tasks (vertices) and E represents set
of the edges that specify the dependencies among the tasks. The precedence relationship
is defined as E = (tp,ti) where tp is the parent task and ti is the child task and tp,ti ∈ T,
tp �= ti. Once the parent tasks have completed their execution, the child task begins. A
task without a parent is referred to as the start or entry task while a job without a child is
referred to as the exit task or end task. One single and one exit node is required, dummy
input and output node tin and tout respectively is added. Both the execution time and
the weight requirements for the real entry and exit tasks are absent from these dummy
nodes.

The resource model is based on the IaaS cloud which provides a wide range of
virtual machines for the computation services. There are different machines available
for the computationM= {m1,m2,…..,mn} having different processing speeds and costs.
A virtual machine is primarily described by its processing speed, PS(rj), measured in
million instructions per second (MIPS) and cost per unit of time C(rj).

Basic Terminology.
Running time (RT(ti,mj)) - It is defined as the completion time of a tasks ti on any

machine mj.
Minimum Running Time (MRT(ti)) - It is the minimum running time of task ti on

a machine mj.
MRT(tin) = 0
MRT(tout) = 0
Data Transfer Time (DTT(ep,i)) - This time depends on the amount of data to be

transferred between the corresponding tasks and does not depend on the machine that is
executing that tasks. DTT(ep,i) = 0, when both the parent and child tasks are executing
on the same instance.

Primary Start Time (PST(ti)) - The Primary Start Time is the start time of the task
ti which is calculated before scheduling the workflow. PST(ti), is defined as follows:

PST (tin)= 0
PST(ti) = max

{
PST

(
tp

) + MRT
(
tp

) + DTT
(
ep,i

)}

Real Start Time(RST(ti)) - This is the real execution time of the task on the selected
machine which is determined after the execution of that task.

Estimated Finish Time(EFT(ti)) - This is the estimated time of the task by which
the task should complete its execution.

EFT(ti) = PST(ti) + MRT(ti).
MaximumFinish Time(MFT(ti)) - It is defined as the maximum time at which task

ti should finish its computation.
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MFT (tout)= D
MFT(ti)= min(MFT(ti)-MRT(t c )-DTT (e p,i ))
Partial Critical Path (P) - It is the longest path between the entry and exit node of

the given workflow.

SelectedMachine (SM(ti)=Mk,l) It is the selectedmachine for computation of partial
critical path whereMk,l is the kth instance oTime for Spot (TS) -TS is the time to switch
to spot instances in order to lower the cost as shown in Eq. (1). It is the mean of the
difference between the MFT and EFT. It is basically used to determine the right instance
for speeding up and slowing down the processing by choosing the correct pricing model.

Timeleft=MFT(t i ) – EFT(t i), where timeleft is the variation between themaximum
and estimated finish time of the task ti, where ti belongs to tasks in P.

TS = Timeleft

No.of tasks in P
(1)

When the spot instance is shut down due to increase in spot price and becomes greater
than the user’s bid price, it leads to out-of-bid failures. Tomitigate such failuresworkflow
scheduling algorithm should incorporate somekind of fault-tolerant and bidding strategy.

Bidding Strategies. These strategies are used to obtain the bid price in the scheduling
algorithm. So, an intelligent bidding strategy should be proposed such that the bidding
price should remain greater than the spot price so that the out-of-bid failure doesn’t
occur. The bidding strategy used here to acquire the bid price for obtaining the spot
instance is described below.

Pricing Model.
This algorithm uses both an on-demand and a spot pricing strategy. When using a spot
instance, users must place a bid on it in an auction-style market, and the instance is
only made accessible when the bid price is more than or equal to the spot price. In the
on-demand pricing model, customers must pay by the hour based on the type of instance
they are using. Different geographies, availability zones, times, and instance kinds have
different spot prices.

Table 1. List of Abbreviations

Abbreviation Description

EFT Earliest Finish Time

MFT Maximum Finish Time

PST Primary Start Time

RST Real Start Time

TS Time for Spot Instances
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4 Proposed Work

The previous workflow scheduling algorithms focused on minimizing cost while keep-
ing the makespan within a user-defined deadline. In order to further reduce the exe-
cution cost, the trend is to use spot instances in addition to on-demand instances, but
spot instances are volatile. The proposed strategy ICPCPR consists of three algorithms:
InitializeWorkFlow(), AssignInstance() and SchedulePath() which are discussed below:

Algorithm 1: Initialize Workflow Algorithm.
Algorithm 1 shows the pseudo-code of ICPCPR algorithm for scheduling a workflow.
Firstly, all available machines for computation are determined. Line 2 computes the
different times. RST(tout) is assigned the deadline and RST(tin) is set to 0 and mark
tin and tout as executed. Finally, AssignInstance is called for tout which schedules the
unexecuted tasks.

Algorithm 2: Assign Instance Algorithm.
The pseudo code for AssignInstance is illustrated in Algorithm 2. When given tasks as
input, this method schedules all of the incomplete tasks before the deadline. Line 3–7
shows the creation of the partial critical path P of the tasks given as input. It starts from
tout and goes back to critical parents until it reaches tin. It also calculates timeleft of all
the tasks by calculating the difference between MFT and EFT. Line 8 computes the time
for a spot by calculating the mean of the timeleft. Lines 8–15 are executed only when
the TS calculated is higher than the threshold value. Firstly, the bid price is predicted
using bidding strategy and if it is greater than spot price then SchedulePath algorithm is
called for spot model else it is called for on-demand model. Line 16 is executed when
the deadline is lenient. In the next section of the code IST and EFT of all predecessors
and MFT for all successors are updated. After that, the algorithm recursively called
AssignInstance for the remaining unexecuted tasks.
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Algorithm 3: Schedule Path Algorithm
Algorithm3demonstrates the pseudo codeofSchedulePath algorithm.TheSchedulePath
algorithm takes partial critical path P and the pricing model PM as inputs and schedules
all the tasks in P on the single instance of the virtual machine which can execute them
early than itsMFT andwith theminimal cost. The time of data transfer between the tasks
is zero as they are running on the same instance. Firstly, a low-cost running machine
is determined for the pricing model passed as a parameter in the Algorithm 2, which
can run the tasks in P before its MFT. Secondly, if the running instance is not available
then new instance is launched which can finish tasks before MFT. After finding the
appropriate machine, P is executed on that machine and values of RST(ti) and SM(ti)
are set. Mark all the tasks in the P as executed.

Fault-Tolerant Strategy
The strategy used for fault-tolerant is checkpointing. It is an adequate fault tolerant
procedure inwhich it takes snapshots repeatedly and if a task fails, it restarts the execution
from the recently checked point. The limitation of this technique is that it requires fault
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tolerance in cloud scheduling. For failure recovery, checkpointing is used in case of
any kind of failure occurs. For a faster machine, checkpointing can be done at frequent
interval of time and for slower machine checkpointing can be done at a larger interval
in order to overcome the overhead indulge due to checkpointing.

5 Performance Evaluation

The experiment was performed using the MATLAB [18] framework to assess how well
the suggested technique performed. In this paper, three workflows[17]: Montage, Cyber-
shake, SIPHT of 100 tasks from different scientific areas, are considered. They have their
different data and computational requirements. They have different structures including
pipeline, data aggregation, data distribution, and data redistribution.

(a) Montage                                     (b) SIPHT                                                                    (c) CyberShake

Fig. 1. Structure of three scientific workflows used in the proposed work [18]

Bidding Strategy. Table 2 shows the on-demand pricing of the machine available for
the US East Region (North Virginia) as per the Amazon EC2On-Demand PricingModel
[19]. In order to evaluate the bid price, artificial neural network is used. Figure 2 shows
the generation of bid value through the ANN for different values of TS times.

Table 2. VM Cost for US East Region (North Virginia)

Name EC2 Units Memory (GB) Cost per hour (On-demand Instances hourly rate)

m3.large 6.5 7.5 $0.133

m3.xlarge 13 15 $0.266

m3.2xlarge 26 30 $0.532

Deadline is an important parameter in workflow scheduling. In this experiment, eight
different deadlines are taken. The deadlines are calculated so that the value lies between
the slowest and fastest runtimes. Each workflow is executed 10 times for the different
deadlines.
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Fig. 2. Creation of Bid Price using Artificial Neural Network (ANN)

5.1 Analysis Based on Cost

The first significant goal that must be accomplished is the execution cost. In order to
reduce costs, both on-demand and spot instances are employed. Spot instances can reduce
the cost by up to 40% when there is enough free time to do the job.

For the Montage workflow, the mean execution cost is the least among the three
workflows which can be seen in Fig. 3. When the deadline is relaxed, ICPCPR uses the
spot instances and reduces the cost by 52.87%w.r.t. ICPCP algorithm. ICPCPRgenerates
savings of 34.63% under tight deadline w.r.t ICPCP algorithm. For the Cybershake,
the cost obtained is shown in Fig. 4. ICPCPR reduces the execution cost by 44.81%
w.r.t. ICPCP under strict deadline. ICPCPR shows significantly better performance w.r.t
ICPCPwhen deadline is relaxed and reduces the execution cost by 51.89%. The result of
SIPHT shows better performance among the three workflows under the relaxed deadline
it reduces the cost by 57.45% w.r.t. ICPCP which can be seen in Fig. 5. Since ANN
predicts the bid price based on history prices, it achieves good results and the proposed
algorithm shows better performance. ICPCPR reduces the execution cost 35.05% in the
SIPHT workflow under tight deadline.
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250 300 350 400 450 500 550 600 650 700
0

10

20

30

40

50

60

Deadlines in seconds

Co
st

($
)

ICPCP
ICPCPR

Fig. 4. Mean Cost of with Cybershake



Cost-Deadline Constrained Robust Scheduling of Workflow 237

250 300 350 400 450 500 550 600 650 700
0

10

20

30

40

50

60

70

Deadlines in seconds

C
os

t(
$)

ICPCP
ICPCPR

Fig. 5. Mean Cost of SIPHT with
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5.2 Analysis Based on Makespan

The proposed work in comparison with the base algorithm ICPCP lowers the makespan.
Mean makespan of Montage, Cybershake and SIPHT is demonstrated in Fig. 6, Fig. 7
and Fig. 8 respectively. In spite of the failure, the makespan of ICPCPR is lower than
the ICPCP. In the Montage workflow, ICPCP and ICPCPR have almost same makespan.
Montage has a lesser makespan as compared to SIPHT as it has serial structure than
Cybershake and SIPHT.

5.3 Analysis Based on Fault Tolerance

Fault tolerance is another main objective of our algorithm. The main metric of fault
tolerance is failure probability. Failure probability P(f) is the execution of workflow
without meeting the deadline which is shown as in Eq. (2).

P(f ) = AbsoluteRun − UnsuccessfulRun

AbsoluteRun
(2)

The graphs generated displaying the percentage of deadlines met for each workflow
and deadline intervals in order to assess the algorithm’s failure probability. For Montage
workflow in Fig. 9, ICPCP shows significantly worse performance than ICPCPR as it
fails to meet the all the deadlines in the tight interval (250 to 400) and achieves 35% of
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the deadline in the relaxed interval whereas ICPCPR is performing well in all the cases
and meets 100% deadline in the interval ranges from 450 to 600 (relaxed interval).

In Fig. 10, the results of Cybershake application show that ICPCP meet 20% of the
deadlines in the tight interval and achieves 40% of the deadline in the relaxed interval
but ICPCPR shows better performance than ICPCP as it meets 70% of the deadline in
the tight interval and targets to achieve 100% of the deadline in relaxed interval.

For the SIPHT workflow as shown in Fig. 11, again the performance of ICPCPR is
better than ICPCP, as ICPCPRmets 55% of the deadline at interval 250, 65% of deadline
met at interval 300, 60% of deadline met at interval 350 and 75% of deadline met at
interval 400. ICPCPR reaches 100% of the deadline at interval 450 to 650 while ICPCP
reaches 20% of the deadline at interval 250, 30% of the deadline at 300 interval, 45% of
the deadline at interval 350, 35% of the deadline at 400. In the relaxed interval 450, 500,
550, 600 the deadline achieve by ICPCP are 50%, 60%, 55% and 50% respectively.
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Fig. 9. Failure Probability for Montage
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Fig. 10. Failure Probability for Cybershake
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Fig. 11. Failure Probability for SIPHT

6 Conclusion and Future Scope

This paper presented the ICPCPR algorithm for deadline constrained workflow schedul-
ing which uses both spot and on-demand instances. The algorithm seeks to minimize
to reduce the execution cost of the given workflow within a user-defined deadline. It
provides robust scheduling over out-of-bid failures using checkpointing. The bid price
is anticipated using an artificial neural network, which produces extremely effective
results because the forecast bid price is typically greater than the spot price. The simu-
lation results prove that ICPCPR performs better than ICPCP in terms of execution time
as well as execution cost. The failure probability is measured in terms of percentage of
deadlines met and in most of the cases, ICPCPR is able to behave better than ICPCP.

In future work, the algorithm on real infrastructure can be implemented. Other fail-
ures can also be consider likeVMfailure, server failure etc. formaking the algorithm fault
tolerant with regard to these failures. In order to increase robustness and minimization
of cost, task duplication can be used.
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Abstract. A novel corona virus is the cause of the viral infection rec-
ognized as COVID-19 (initially named as SARC-CoV-2). Since the pan-
demic emerged in the Wuhan province of China in November 2019, it has
been recognized as a global threat. However, over the next two years, it
has been witnessed that the novel corona virus tends to evolve rapidly.
In this paper, we leverage our time-series data collected since the initial
spread of COVID-19, mainly in India, to better understand the growth of
this pandemic in different regions throughout the country. The research
is based on cases reported in India in chronological order. In addition
to numerous previous works, we have tried to come up with the most
appropriate solution to estimate and predict the newly reported COVID-
19 cases in the upcoming days, with the least possible error through
machine learning. This study also aims to compare multiple machine
learning algorithms on various factors and their trade-off for prediction.
The experimental results indicate that Orthogonal Matching Pursuit is
the best algorithm for this problem. We make our dataset available for
further research.

Keywords: COVID-19 · Corona · Machine Learning · Regression ·
Predictive Model

1 Introduction

The novel corona virus is known to emerge in China in November 2019. It was
a viral infarction that rapidly spread from bats to humans, and within a few
months, it reached almost every other country worldwide. COVID-19 virus was
found to affect the human respiratory system severely. Unfortunately, even after
detecting the virus and its behavior in the early days, it took over six months
to come up with proper vaccination. COVID-19 was declared a global pandemic
due to its very sharp growth rate. Moreover, the virus mutated rapidly. It made
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the situation even more challenging as the virus was also found to evolve over
time. Moreover, it was found that different waves of COVID-19 proved fatal for
people of different age groups.

Even after a lot of effort regarding its prevention, COVID-19 is still found to
be frequently spreading. In such a situation, the estimation of a possible number
of new cases seems very difficult. Based on the several approaches involved in
predictive data analysis, people have tried to estimate the count of new cases and
the rate of its growth [10,23]. This paper brings in a more detailed comparison of
different machine learning algorithms. It proposes methodologies to accurately
predict the counts of new cases in the following few days based on the analysis.
This study describes the disease’s state in terms of total confirmed cases till a
specific date. Here, the time-series data has been cumulatively stored on a daily
basis, along with the counts of death cases and recovered cases every day. In this
work, we are predicting the total number of cases in the upcoming days with
the help of different supervised ML algorithms and comparing their performance
based on the five evaluation metrics MAE, MSE, RMSE, MAPE & R2 [20].
Here, we have also analyzed the trends in the number of COVID-19 instances in
different states of India.

The organisation of this paper is - Introduction to the problem is discussed
in Sect. 1. It is followed by the Literature Review in Sect. 2, which covers a
detailed description of relevant previous work and the research gaps. Section 3
provides the complete methodology. The outcomes of our work are given in
Sect. 4. Conclusion and Future Scopes of this work is given in Sect. 5.

2 Literature Review

Our motivation behind this paper is to develop a solution to estimate the pos-
sible count of newly reported COVID-19 cases for the near future using some
regression-based ML model.

After going through recently published papers, we found that Zhong et al.
[26] developed a mathematical model to forecast the spread using epidemiological
data in March 2020. Over time, it was discovered that it had no effect. In April
2020, Benitez Pena et al. [5] used RF and SVM for the analysis of the disease.
They leveraged Gurobi to solve the problem.

Chakraborty et al. [8] used ML approach for solving two problems, i.e., fore-
casting short-term future COVID-19 cases and risk assessment based on fatality
rate. Here authors explained that hybrid time-series models using ARIMA &
wavelet-based forecasting techniques for predicting cases in five different coun-
tries could be the best approach for the problem. As the pandemic was dynam-
ically spreading throughout the world, all of these researchers discovered that
there were kinds of dissimilarity in the rate of its growth.

In April 2020, Vashisht et al. [23] explained the growth rate of a novel corona
virus in China based on the regression models. Kanagarathinam et al. [13] pro-
posed the SEIRS model and used data of a month for prediction. Sujath et. al.
[21] performed Linear Regression along with a Neural Network based method,
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Table 1. Abbreviations

Abbreviation Full Forms

ARIMA AutoRegressive Integrated Moving Average
DT Decision Tree
ES Exponential Smoothing
GB Gradient Boosting
KNN K-Nearest Neighbors
LR Linear Regression
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error
ML Machine Learning
MSE Mean Square Error
NB Naive Bayes
NN Neural Network
PR Polynomial Regression
RF Random Forest
RL Reinforcement Learning
RMSE Root Mean Square Error
SVM Support Vector Machine
VAR Vector AutoRegression

by applying Multi-Layer Perceptron and a multivariate solution using Vector
AutoRegression on kaggle data having 80 instances of COVID-19 (Table 1).

Rustam et al. [19] used Linear Regression, Least Absolute Shrinkage and
Selection Operator, Support Vector Machine, and Exponential Smoothing and
concluded that ES, LASSO & LR performed better than SVM. Nabi [17]
employed Trust Region Reflective algorithm for tentative predictions of the epi-
demic peak. Goswami et al. [11]used the Verhulst Logistic Population Model and
also used the Generalized Additive Model of regression to examine the impact
of various meteorological parameters on the prediction of COVID-19 instances.
In order to estimate the trend of the outbreak, Wang et al. [24] incorporated
epidemiological data collected before June 16, 2020, into the logistic model.

Burdick et al. [6] assessed an ML algorithm’s effectiveness for predicting inva-
sive mechanical ventilation in COVID-19 patients within 24 h of the first contact.
Amar et al. [4] used logistic growth regression models to analyze COVID-19 data
of Egypt. Khanday [14] showed that Logistic Regression and Multinomial NB
algorithms produce better results than RF, Stochastic GB, DT, and Boosting.
Yadav et al. [25] proposed a Novel Support Vector Regression method rather
than employing a simple regression line to assess five tasks differently.

Darapaneni et al. [9] used RF and found accuracy for the training data as
97.17% and that for testing data as 94.80%. Kumari et al. [15] used DT training
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techniques for splitting data and Autoregression model to predict the possible
number in the future. Gupta et al. [12] used RF, Linear Model, SVM, DT, and
NN for forecasting and found that RF outperformed the others. Mary et al. [16]
employed Feature Selection Techniques, SVM, kNN, and NB, and found that
SVM outperformed other algorithms. Tiwari et al. [22] conducted a comprehen-
sive evaluation and comparison of 37 ML-related studies that covered many ML
algorithms. However, all these papers have used limited dataset due to early con-
duct of their research works. In few papers, vague assumptions have been made.
Apart from this, forecast is done for only a week and results is some papers are
overestimated.

3 Dataset and Methodology

3.1 Dataset

Our dataset was compiled using multiple sources to ensure its accuracy and
completeness. To validate the data and ensure that the most appropriate time-
series information was collected, we referred to several sources including Ministry
of Health and Family Welfare (MoHFW) [1] and Indian Council of Medical
Research (ICMR) [2] of India. The data was collected from as early as January
2020, i.e., since initial days of COVID-19 in the country. We utilized R scripts to
fetch and validate the data from the GitHub repository of CSSE, Johns Hopkins
University [3] as well. The CSSE database consisted of the data related to not
only India but for the entire world. Additionally, we cleaned the data by removing
outliers and filling in null values for several states where no cases were reported
during the early days.

3.2 Model Configuration

We target training and evaluating the performance of multiple ML algorithms
by training on the same data. To meet this goal, our research work primarily
utilizes the programming language ‘Python’, and for comparing the performance
of different models based on five evaluation metrics, we have employed PyCaret,
Table 4 provided in Appendix contains the configuration details used for training
the models.

3.3 Methodology

The collected time-series data contained a total count of active, recovered, and
death cases in 36 states and union territories of India. The data also consisted
of the cases from some unclassified locations those were handled during the data
pre-cleaning phase. The date-range of collected data starts from 25th March
2020 till the day when the lockdown was withdrawn, i.e., 28th July 2020. This
data was collected every single day and stored in two formats. One formatting
was done as a cumulative data for India. The other format of data was purely
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time series with daily case counts. The final time-series data was taken as the
cumulative sum of confirmed cases ζi on every i-th day for every j-th state and
union territory Sj of India as per Eq. 1. Later, the collective sum of counts of
every Sj is taken to generate the data for the whole country (Eq. 2).

ζi = ζi
Sj

(1)

ζi
s = ζi

δ ∀ δ =
j=1∑

36

Sj (2)

Working towards our goal, in order to forecast the daily count of unique cases,
we created a separate column in the dataset ηi for each day using Eq. 3. The
proposed approach performed this computation for each day from 25th March
2020 to 28th July 2020 in India.

ηi = ζi
S − ζi−1

S (3)

Firstly, data cleaning was performed that included the following three essen-
tial steps:

– Step-1: Removing or replacing the redundant values from data
– Step-2: Removing the NULL and dealing with blank (no) data points
– Step-3: Outliers removal

For further analysis, we have split our entire data in a ratio of 70 : 30 as train-
ing and testing data, respectively 85 : 30 rows. In order to make the comparison,
the ‘PyCaret’ library has been used, which was developed by data scientist Moez
Ali. This library is capable of building many regression models simultaneously.

Once the dataset was ready, we began with the regression-based supervised
learning approach to build the ML model. Here, we have taken three folds cross-
validation in order to increase the efficiency of the models. At the same time, we
sorted the performance of multiple regression algorithms based on the following
five evaluation metrics MAE, MSE, RMSE, MAPE & R2. We have separately
studied cumulative data and data consisting of new cases of all the states.

This allowed us to set up various machine-learning models using the gen-
erated data. Here the aim was to predict the total number of new cases of
COVID-19 in the country. We tried to explore the maximum possible literature
works, pondering and analyzing the work as per the state of the art approaches.
Here, we trained many regression algorithms, namely Orthogonal Matching Pur-
suit, Extra Trees Regressor, Ridge Regression, Light GB Machine, and 15 more
algorithms mentioned in Table 2 of Sect. 4.

4 Results and Observations

We initially tried exploring the data of COVID-19 spread in India both state-
wise as well as collectively for the whole country. These graphs typically depict
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the cumulative number of cases and new cases in all the states of India. The
line graphs plotted for this observation had varying trends. After analyzing all
graphs, we can observe that results in a few states are dynamically varying,
whereas, in some states, the trend is constant. We found that big states like
Rajasthan, and Tamil Nadu, as shown in Fig. 1 and Fig. 2, respectively, have
fluctuations in new case counts for short duration.

Fig. 1. Fluctuating number of new cases in Rajasthan from 26th March 2020 to 27th
July 2020.

However, it can be seen that there is increase in number of new cases reported
in a long period of time. One possible reason could be the wide area where it is
a challenging task to deploy a complete lockdown in one go. Considering these
insights, we found that the large states and those with higher populations decide
the overall trend in growth of COVID-19 in the country. On the basis of the
hypothesis Fig. 3 shows the reporting of new cases on the daily bases. Similarly
in Fig. 1 and Fig. 2, it can observed that the count of newly reported COVID-19
cases has increased over the time. It became more clear when we analyzed the
cumulative growth of COVID-19 pandemic throughout the country, as shown in
Fig. 4.

We have also noticed that few of the states and UTs show some different
trends. Delhi is one among these few. We can see from Fig. 5 that cases in Delhi
have actually decreased over the time. We can actually trace here a pattern
among growth and control in the COVID-19 cases over the time. As a result of
this, we can easily predict the total number of instances in the following days.
However, without changing its configurations, it is unlikely that a model can
accurately predict the upcoming cases for states like Tamil Nadu as precisely
as it can for Delhi. Meanwhile, the decrease in number of new cases emphasizes
how the usage of masks and creating awareness, and imposing lockdowns helped
in the management of this lethal spread.
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Fig. 2. Sharp increase in number of new cases in Tamil Nadu from 26th March 2020
to 27th July 2020.

Fig. 3. Fluctuation in number of new cases in India during lockdown from 26th March
to 27th July 2020.
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Fig. 4. Constant increase in number of total active cases in India from 26th March to
27th July 2020.

Fig. 5. Trend of COVID-19 daily spread in Delhi between 26th March 2020 and 27th
July 2020.

After carefully examining all the graphs, it is clear that the deployment of a
number of stringent regulations and public safety measures has been successful
because the number of cases has decreased whenever travel restrictions and a
lockdown have been put in place. Also, we found that it is very difficult to build
one identical model to forecast the results for all different states. Therefore, we
tried to collectively analyze the data for the whole country and forecast the
results accordingly. It can also be seen in Fig. 4 that there is less fluctuation in
data as compared to each individual state or UTs.
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After going through the existing literature, we found that the Random for-
est [5,9,12,14,22], Linear Regression [19,21–23,25], SVM [5,12,16,19,22,23,25],
Decision Trees [9,14,22], and a few additional algorithms are frequently used for
prediction. Other models, namely Hybrid ARIMA Wavelet [8], SIR [26], SEIRS
[13], and SEIDIHQHRD [17] have also been used for some other types of pre-
dictive analysis for COVID-19. Figure 6 shows the complete distribution of all
of the algorithms considered in total N = 20 papers.

Fig. 6. Distribution of various ML algorithms that have been used in existing papers

In our analysis, we have considered five performance metrics namely MSE,
R2, MAPE, MAE, and RMSE [7] for each model. In addition to that, the time
taken in milliseconds (ms) by each of these algorithms, except the LR, is given
in Fig. 7. It also shows that OMP is the second-best model in terms of time
consumption with just 16.7 ms. On this scale, we found that LR is the worst
prediction algorithm which takes as much as 1103.3 ms as shown in Fig. 8, which
is much more in comparison to any other algorithms.

After implementing our model, we found that Orthogonal Matching Pursuit
[18] outperforms all other algorithms and fits best for the data we prepared in
order to forecast the estimated growth of COVID-19 cases in India. To validate
our results, we have evaluated and compared N = 18 ML algorithms in Table 2.
The details related to the model selected as per our research are described in
Sect. 3.2.
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Fig. 7. Time taken by different algorithms for predicting the COVID-19 cases in India

Fig. 8. Comparison of OMP with LR for time consumption
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Table 2. Results of all evaluation parameters for 18 different Machine Learning Algo-
rithms.

Model MAE MSE RMSE R2 MAPE

Orthogonal Matching
Pursuit

1.0776 e3 4.1988 e6 1.5092 e3 −1.1100 e-1 6.7410 e-1

kNN Regression 1.3975 e3 6.2503 e6 1.7938 e3 −3.2040 e-1 4.4610 e-1
Decision Tree Regression 1.4608 e3 6.6125 e6 1.8587 e3 −4.2380 e-1 4.6390 e-1
Extra Trees Regression 1.4677 e3 6.6382 e6 1.8609 e3 −4.2320 e-1 4.6880 e-1
Ridge Regression 1.4689 e3 5.8834 e6 1.9554 e3 −1.6667 9.9870 e-1
Random Forest
Regression

1.4710 e3 6.6667 e6 1.8551 e3 −3.9440 e-1 4.6670 e-1

Gradient Boasting
Regression

1.4976 e3 6.9410 e6 1.8910 e3 −4.3200 e-1 4.7890 e-1

AdaBoost Regression 1.5014 e3 6.8975 e6 1.8819 e3 −4.1460 e-1 4.7400 e-1
Elastic Net 1.6851 e3 7.0733 e6 2.1302 e3 −1.9207 1.0471
Linear Regression 1.7562 e3 9.6891 e6 2.2832 e3 −1.0814 8.2000 e-1
Light Gradient Boasting
Machine

1.8583 e3 9.7754 e6 2.2605 e3 −9.4800 e-1 4.7970 e-1

Lasso Least Angle
Regression

1.9754 e3 1.1123 e7 2.3863 e3 −1.0622 5.1250 e-1

Dummy Regression 1.9754 e3 1.1123 e7 2.3863 e3 −1.0622 5.1250 e-1
LASSO Regression 1.9970 e3 1.1112 e7 2.5932 e3 −2.3992 1.1260
Bayesian Ridge 2.4297 e3 1.9990 e7 3.3005 e3 −3.0900 1.1927
Passive Aggressive
Regression

3.4993 e3 5.4454 e7 4.8409 e3 −5.0192 7.2030 e-1

Huber Regression 5.2911 e3 1.0623 e8 7.1759 e3 −1.3597 e1 1.9984
Least Angle Regression 3.0938 e9 6.9931 e19 4.8282 e9 −694.03 e11 2.3890 e6

The comparison among similar approaches has been done against the pro-
posed approach in Table 3. Values of evaluation parameters that are not found as
per the existing literature for analysis are denoted by cross mark (×). Kumari et
al. [15] worked on the spread of COVID-19 in various geographic areas of India
and proposed a model for forecasting the quantity of confirmed, recovered, and
fatal cases. They forecasted the potential number of instances of new COVID
cases using multiple linear regression and autoregression. Rustam et al. [19] used
LR, LASSO, SVM, ES for the prediction of number of newly infected, deaths,
and recoveries in the next ten days and found ES outperforms others with values
given in Table 3. Chakraborty et al. [8] proposed ARIMA, wavelet-based, and
hybrid ARIMA wavelet-based model to forecast the number of daily confirmed
cases for five countries. However, we have considered the performance of their
proposed model for India only. Vashisht et al. [23] have estimated the possible
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rate of active cases in China for the upcoming week and compared SVM, kNN,
LR, Polynomial Regression models. They found that PR performs better com-
pared to other algorithm. The evaluation parameters obtained by them for the
best model are mentioned in Table 3. It can be clearly seen in the last row of
Table 3 that the results obtained by our study are better considering the amount
of dataset which has been used for analysis.

Table 3. Evaluation parameters obtained by other Authors

Authors Model MAE MSE RMSE R2

Kumari R. et al. [15] Multiple LR × × 3085.43 0.999
Rustam F. et al. [19] Exponential

Smoothing
406.08 66.22e4 813.77 0.98

Chakraborty T. et al. [8] ARIMA 16.07 50.83 × ×
Vashisht G. et al. [23] Polynomial

Regression
× × 0.582 0.999

Proposed Model OMP [18] 1.08e3 4.20e6 1.51e3 –1.11e-1

5 Conclusion and Future Scope

Through this research, we have collected the COVID-19 data for India from
various data repositories and processed the same to obtain the most suitable
dataset. Later, we have tested as many as eighteen different machine learning
algorithms and compared their performance to come up with a best possible
solution in order to forecast COVID-19 instances in India. The findings of this
paper indicate that the likelihood of India reporting new daily COVID-19 cases
is heavily influenced by the trends in its densely populated and larger states.
However, it also emphasizes the importance of considering states with dissimilar
trends to avoid any potential biases in the final results.

This study opens a wide area of research opportunities and societal benefits
like deciding effective management strategies for fatal diseases like COVID-19.
The results can be applied to various predictive classifications also, allowing for
timely warnings and implementation of appropriate safety measures. Particularly
in the light of the current economic downturn, this information is invaluable for
the country’s financial planning and highlights areas that require immediate
attention. Additionally, this work provides more processed data that may be
used for determining the allocation of resources towards constructing new hos-
pitals/isolation centers, acquiring COVID-19 test kits, medical equipment, and
improving care and treatment.

Our research work can be further enhanced by adding more attributes and
comparison based on the neural network driven models that have not yet been
tested.



Comparative Performance Analysis of ML Algorithms for COVID-19 in India 255

Acknowledgment. We would like to express our gratitude to Dr. Jagriti Saini, Sid-
dheshwari Dutt Mishra, and Mohammad Ahsan Siddiqui from the Department of Com-
puter Science & Engineering, NITTTR, Chandigarh as well as Deepak Jaglan from
Central University of Haryana, for their technical support at various stages of this
research work.

Appendix

Table 4. Configuration for PyCaret to evaluate the performance of multiple models.

Parameter/Description Value

Original Data (85, 5)
Missing Values FALSE
Numeric Features 3
Transformed Train Set (85, 24)
Transformed Test Set (40, 24)
Shuffle Train-Test TRUE
Fold Generator TimeSeriesSplit
Fold Number 3
Use GPU FALSE
Experiment Name reg-default-name
USI 4a9b
Imputation Type simple
Numeric Imputer mean
Iterative Imputation Numeric Model None
Categorical Imputer constant
Unknown Categoricals Handling least_frequent
Transformation Method None
Transform Target TRUE
Transform Target Method box-cox
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Abstract. Cancer is, beyond doubt, among the most significant causes of death
today. Cancer continues to be a major mortality factor despite several decades of
clinical research and experiments of new treatments. It can occur in any part of the
body, including the lungs. Primary lung cancer symptoms frequently lack speci-
ficity and could be linked to smoking. In clinical and medical data analysis, the
prediction of lung cancer is a difficult task. A subdivision of artificial intelligence,
also called “machine learning,” employs distinguished analytical, stochastic, and
optimization techniques for helping machines to be trained from past understand-
ings and analyze extensive and diverse data sets. As a result, machine learning is
widely utilized in the treatment and prediction of cancer. Machine learning (ML)
classifiers are useful in contributing to the making of decisions and forecasting the
severity of cancer by using cosmic amounts of data. Through the mediums of this
study, we have proposed some classification algorithms to deter the existence of
lung cancer in a person’s body influenced by the symptoms one experiences. Dif-
ferent machine language classifiers are implemented over the Lung cancer dataset.
With 93% precision, the accuracy of the SVM classifier has been the highest. A
new ensembled model has been introduced with the help of ensemble learning
which combines three different models – Logistic Regression (LR), KNN and
Random Forest (RF). The accuracy achieved using applied ensemble model is
93.5%.

Keywords: lung cancer · machine learning · classification

1 Introduction

As reported by theWHO,with roughly .82million new cases, lung cancer was among the
most extensive forms of cancer throughout the year 2020 and the secondmostwidespread
form of cancer in 2021, with 2.21million new cases [1]. Lung cancer patients, regardless
of being freshly diagnosed or established, havemuchmore serious indications than those
with other forms and types of cancers at the same stage of the illness. Several research
regarding lung cancer patients has looked at traits over time to see how these develop
as the cancer advances. A majority of lung cancer diagnosis records are maintained for
future use. A large proportion of pulmonary cancer diagnosis documentation is retained
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for future reference. In lung cancer diagnosis, this data is helpful in predicting whether
a person has lung cancer or not based on the symptoms one experiences. At this phase,
machine learning algorithms can be used to determine whether or not an individual is a
lung cancer patient. The total efficiency of the result prediction would be improved by
using these categorization approaches [2]. The following two bar graphs, Figs. 1 and 2
depict worldwide cancer rates for men and women, respectively, in 2020.

Fig. 1. Total Global Lung Cancer rates in 2020 (men) [3]

Fig. 2. Total Global Lung Cancer rates in 2020 (women) [3]

Age-standardized rates (ASR) are rates that have been adjusted for age. These are
a summarized measure of the rate of mortality which might be present in a population
having a standard distribution of age. While making comparisons in populations that
vary in age, standardization is necessary since age has a major impact on the risk of
mortality from cancer [4]. See Fig. 3 for a comparison of the various types of cancers in
India for 2020.
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Fig. 3. The aggregate number of cases in India as of 2020 [3].

The main aim this work is to analyze and contrast several categorization methods
used in data mining and machine learning. The investigators applied seven commonly
used classificationmethods to a lung cancer data set, includingLogisticRegression,Nave
Bayesian,Kernel-SVMClassification technique,DecisionTreeClassification technique,
SVMs, K-NN and Random Forest techniques. The efficacy of the algorithms is analyzed
for the topic based on the outcomes. In the medical domain, classification approaches
are repeatedly employed to diagnose and forecast illness meticulously [5, 6, 7].

There are different preliminary signs of lung cancer in bodies of patients prior to the
disease taking hold [8]. It is also important to consider the cancer type, its stage (the
extent of spread), and the overall health of the patient in order to determine treatment
options. Surgery, chemotherapy, and radiation therapy are all possible treatments [9].

The following signs of lung cancer may be present, shortness of breath, age, allergy,
smoking, fatigue, yellow fingers, wheezing, peer pressure, swallowing difficulty, chronic
disease, anxiety, coughing, gender, chest pain, and alcohol consumption [10].

The use of tobacco is a major cause of illness and death. Lung cancer tends to
spread in membranes within bronchial trees and epithelium.The pulmonary system can
be directly affected by any malignant disease, which can develop anywhere in the lung.
Most lung cancer cases affect people aged 55 to 65, and it may take several years for the
disease to develop. [11].

Lung cancer could manifest itself in two primary ways. It can be described as non-
small cell and small cell. Hybrid small cell/large cell cancer is a phrase used to portray
a cancer that holds traits from both groupings. Contrasting to small cell, non-small cell
lung cancer is highly prevalent and tends to progress and expand relatively steadily.
Nearly identical to smoking, small cell generates sizeable tumors more rapidly and has
the prospect to proliferate predominantly across the body. They frequently begin in the
bronchi surrounding the chest’s center. It affects the lungs of a person and directly causes
the lung cancer fatality rate [12].

The three foremost techniques of thwarting are quitting smoking, changing your diet,
as well as using chemotherapy. Another prevention involves screening. A methodical
analysis of indications and risk factors is carried out to identify potential lung cancer
patients. Human cancer is significantly influenced by variables pertaining to surround-
ings. The environment around us contains a variety of carcinogens. Cancers with a
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long latency period, which are linked to contact to common environmental carcinogens,
present a particularly difficult case due to the complexity of human cancer etiology [13].

The paper is organized as follows: Sect. 2 consists of some of the similar literature in
the domain of application ofMLTechniques over forecast of lung cancer. Further Sect. 3
describes the methodologies and methods employed in this work, and Sect. 4 depicts
the experimental setup used in the lung cancer dataset analysis., Sect. 5 highlights the
results obtained and analyzes the outcomes and Sect. 6 provides the conclusion inferred.

2 Related Works

Gargano et al. [15] defined different algorithms to create a Computer-Aided Diagram
(CAD) model of lungs based on images. First, a 3D region growth technique is used
to calculate a region in the lungs that corresponds to the ribcage zone, and afterward,
an approach is used to make a particular region for the artificial life model used in
the algorithm, which refers to the incoming “ants”. It is assessed whether the existing
structural branches include nodules, and abnormal growths in the lung tissue, or if the
nodules are related to the pleura,which is themembrane that lines the outside of the lungs,
using active shape models. Finally, they employed a “Snakes” and a “dot” improvement
algorithm to refine the algorithm and better define the nodules. “Snakes” refer to an
image processing technique that uses a contour to locate an object in an image, while the
“dot improvement algorithm” likely refers to a technique for improving the accuracy of
nodule detection.

Alam et al. [16] suggested a multi-class classifier that provides a successful algo-
rithm that uses SVM to identify, diagnose, and predict the likelihood of lung cancer.
It employs a co-occurrence gray level technique used to construct an algorithm that
employs image processing algorithms such as image enhancement, identification and
classification, recognition, and extraction of several features. For the classification tasks,
SVMis used. The binarization approach is used tomake predictions. TheUCIMLdataset
is obtained, and 500 affected and non-infected CT scans are included. Out of a total of
130 photos, the proposed technique classified 126 as infectious and displayed 87 as
malignant out of a total of 100 images which were indicated previously. The identifying
accuracy is 97 percent, while the forecasting accuracy is 87 percent, according to the
experimental investigation.

Moriya et al. [17] proposed a model to find pulmonary chest radiographs nodules.
Multiple Gray Level Thresholding approaches are employed for the identification of
nodule possibilities. To distinguish between true and false-positive nodules, input param-
eters and differential images are employed for feature extraction. For theminimization of
nodules that are false-positive, previously extracted features are used. The model which
was thus generated was tested using a dataset of a total of around 200 radiographs with
approximately 300 total lung nodules for testing. Of all the false-positive photos, 235
(75%) had been identified as a typical automated architecture, while 155 (49%) were
identified as pulmonary vessels.

Another study by Gurcan et al. [18] suggested an approach that consists of five
stages. K-means clustering is used as the first approach to partition areas. Having seg-
regated the pulmonary curvatures, questionable areas are segregated from lung areas
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using pre-processing techniques, resulting in a binary picture with voids owing to the
segregation stage, a technique is employed to cover these gaps as nodule candidates are
regarded as solid objects. The suggested structure may include generalized areas and
blood vessel-rich lung nodules. Classifications based on rules using 2 and 3-dimensional
characteristics are utilized to distinguish this nodule.The suggested approach was tested
on a database that included 1454 CT images from an aggregate of 34 patients who had
63 lung nodules that were diagnosed.

Ozawa et al. [19] suggested a simple framework for measuring the impact of CAD on
the capacity of a radiologist to detect lung nodules. The suggested method used various
image processing methods and methodologies for lung and intrapulmonary architecture
classification. On a given image, the Top-hat transformation approach is used to identify
the smooth picture for the classification of intrapulmonary features. Adapting this type
of approach improved the recognition of CT scans by pulmonary nodule inhabitants.

Gomathi et al. [20] described a CADconfiguration for analyzing cancer in Computed
Tomography (CT) Scan is constructed. The recognition of the selected area in incoming
scans is one of the most standard stages of CAD. The selection of lung areas is accompa-
nied by region segmentation for lungs, and cancer lesions are detected and analyzed using
the Fuzzy Possibility CMean (FPCM) clustering techniques. The diagnosing guidelines
are formulated using the highest Drawable Circle intensity value. Next, with the help of
Extreme Learning Machines (ELM), those rules are put into action to comprehend.

Shankar et al. [21] designed amodel to forecast lung cancer. Low-Dose Radiography
(LDR) is used to classify lung nodules, and an algorithm is used to optimize them. For
the experimental program, a basic CT database containing 50 lung cancer Computed
Tomography (CT)Scanpictureswas used. These pictureswere low-dosed. This approach
is consistent with other representations, and the investigational research shows that the
formulated representation has the best possible results, with 94.56 percent accuracy, 96.2
percent sensitivities, and 94.2 percent precision, correspondingly.

Thirach et al. [22] devised a methodology in which they employed a CNN approach
consisting of 121 layers in combination with transfer learning for the identification of
pictures from the chest. To recognize these nodules, the suggested model is trained on
two databases. The system has an efficiency of around 74.436.01%, a sensitization of
about 74 15 percent, as well as a precision of around 74 9 percent.

Hamburger et al. [23] suggested a tomography lung cancer image-based forecasting
model. CNN is employed for the extraction of features. For hazard prediction, the Cox
model trains CNN. The dataset, is being used for scientific investigation. Contains 422
pictures for 318 out of a total of 422 patients. Table 1 represents different previous works
related to lung cancer.
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Table 1. An analysis of works pertaining to lung cancer.

S.No Authors Year Approaches used Accuracy

1 Gurcan et al. [18] 2002 k-means clustering 84%

2 Moriya et al. [17] 2004 CAD 73%

3 Ozawa et al. [19] 2004 CAD TP-94%

4 M. Gomathi et al. [20] 2010 FPCM clustering TP:10, FP:122

5 Alam et al. [16] 2018 SVM 97%

6 Thirach et al. [22] 2018 LDCT 74.43 ± 6.01%

7 Shankar et al. [21] 2019 ODNN, LDA 94.56%

8 Haarburger et al. [23] 2019 CNN c-index:0.623

9 Walker et al. [12] 2019 DeepScreener algorithm 78.2%

10 Sallow et al. [28] 2021 SVM, KNN, CNN SVM - 95.56%,
CNN-92.11%
KNN-88.40%

11 Xie et al. [29] 2021 AdaBoost, Random
Forest, KNN, Neural
Network, Naïve Bayes,
SVM

Neural Network-94%,
SVM-94%, KNN-85%,
Naïve Bayes-100%,
AdaBoost-63%, Random
Forest-89%

3 Proposed Approach

3.1 Dataset

The data has a total of 16 attributes with 309 instances. This dataset comprises of tests
that have been classified as yes (lung cancer positive) or no (lung cancer negative).
Table 2 reperesents 16 attributes of the dataset used.

3.2 Modules

Figure 4. Represents the implementation flow of the complete process for the prediction
of lung cancer, and each process is explained as follows-

Data Collection. The data required for our collection has been taken from a survey of
309 people, of which 39 people did not have lung cancer and 270 people were diagnosed
with lung cancer.

Data Preprocessing. Data pre-processing is a key procedure in the data mining app-
roach, and the extent to which the information is processed before implementing the
data mining techniques determines its effectiveness. Pre-processing can be defined as
the process of preparing a dataset in anticipation of using it with mining methods.

Data Mining. The data from the pre-processing step is evaluated by employing data
mining methods in this step.
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Table 2. Attributes of the dataset along with their description and data type

S.
No

Description Data Type

1 The gender of the subjects, M or F String

2 The age of the subjects Integer

3 2 if they smoke and 1 if they don’t Integer

4 2 if they have yellow fingers and 1 if they don’t Integer

5 2 if they have been suffering from anxiety and 1 if they’re not Integer

6 2 if they are influenced by peer pressure and 1 if they’re not Integer

7 2 if they have a chronic disease and 1 if they don’t Integer

8 2 if they’re easily fatigued and 1 if they’re not Integer

9 2 if they have an allergy and 1 if they don’t Integer

10 2 if they wheeze and 1 if they don’t Integer

11 2 if they consume alcohol and 1 if they don’t Integer

12 2 if they cough regularly and 1 if they don’t Integer

13 2 if they experience shortness of breath and 1 if they don’t Integer

14 2 if they have a problem swallowing and 1 if they don’t Integer

15 2 if they have chest pain and 1 if they don’t Integer

16 YES, if they are positive for lung cancer and NO if they’re not. This is the
column we are trying to predict. It is called the target

String

Table 3. The analogy of Accuracy, Error, Recall Score, Precision Score and F1 Score

Classifier Technique Accuracy (%) Recall Score (%) Precision Score (%) F1 Score (%)

KNN 88.46 88.46 88.46 88.46

Kernel-SVM 91.03 91.03 91.03 91.03

SVM 93.59 93.59 93.59 93.59

Decision Tree 89.74 89.74 89.74 89.74

Naïve Bayes 88.46 88.46 88.46 88.46

Logistic Regression 92.31 92.31 92.31 92.31

Random Forest 91.03 91.03 91.03 91.03

Data Analysis and Evaluation. The necessary values are computed, analyzed and are
evaluated.

Report Generation. Estimated values are calculated after analysis and assessment.
This can be visualized graphically for a better understanding.
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Fig. 4. Implementation flow

3.3 Algorithm

The algorithm provided outlines the steps for analyzing a lung cancer dataset using
various machine-learning algorithms. The first step involves defining a dataset, then
separating data for testing and training purposes. The third step involves checking for
error or missing information. In the fourth step, the target column is converted into a
numeric value using Sklearn Label Encoder. In steps five and six, the distribution of data
in the feature columns and target column is evaluated using count plots. In step seven,
sevenmachine learning technologies are used to buildmodels In step eight, the confusion
matrices are plotted. Finally, in step nine, accuracy of each algorithm is compared. By
following these steps, the algorithm provides a framework for analyzing and comparing
the performance of various machine-learning technologies on a lung cancer dataset.

Input: Lung cancer Dataset.
Output: Label ε{Yes, No}.
Method:
Step1: Load the data.
Step2: Break the data into training and testing models.
X train, X test, y train, y test = train test split ().
Step3: Check for missing values.
X train.isnull().sum().
Step4: Convert the target column into a numeric value using Sklearn Label Encoder.
y train = le. Transform (y train).
y test = le.transform(y test).
Step5: Evaluating the distribution of data in the feature columns.
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sns.countplot(x = X train[sys].replace(key)).
Step6: Evaluating the distribution of data in the target column.
sns.countplot(x = pd.Series(y train).replace([0, 1], [No, Yes])).
Step7: Build models.
Step8:P lot Confusion Matrices.
Step9: Compare Accuracy.
Accuracy = (T.P. + T.N.)/ (T.P. + T.N. + F.P. + F.N.)

3.4 Ensemble Learning Prediction

Various ML techniques are used in ensemble learning to improve estimates on a dataset.
A dataset is used to train a variety of models, and the specific assumptions made from
each algorithm form the basis of an ensemblemodel. The ensemblemodel then combines
the outcomes of different algorithms’ predictions to produce a complete outcome [32].

In this work, a voting classifier will be used, wherein the ensemble model predicts by
the majority of votes. For instance, here, three models are used, and if, in one instance,
they each estimate [1, 0, 1] for the data point, the ensemble model’s ultimate forecast
will be 1, as two of the three models anticipated 1. Figure 5 represents the block diagram
of Ensemble Learning.

Fig. 5. Ensemble Learning block diagram

Three ML algorithms such as k-Nearest Neighbours, Random Forest and Logistic
Regression algorithms are incorporated into the voting classifier utilizing the lung cancer
dataset as well as Python Scikit-learn module.

Section 4 portrays the experimental setup used in the analysis of the lung cancer
dataset being used in this work.

4 Experimental Learning

Experimental learning is a crucial aspect of any work, as it allows one to test the hypoth-
esis and validate the results. In this study, we have conducted experimental learning by
performing data preprocessing and mining on the lung cancer dataset. The dataset was
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cleaned by removing blank spaces, restoring null values, closing data gaps, and elim-
inating unneeded values. To analyze the data, we applied seven different classification
approaches and evaluated their performance using the confusion matrix.

4.1 Data Preprocessing

The dataset has been cleaned in this stage by eliminating blank space, restoring null
values, closing data gaps, and eliminating unneeded values. To screen the data, all of
these procedures are applied to the data collection. All these tasks are carried out in the
Jupyter Notebook.

4.2 Data Mining

Using the classification approaches listed in the next section, seven distinct classifiers
are created.

The evaluation is done with the help of a confusion matrix. The values obtained from
a confusion matrix help in calculating various parameters such as –

False Negative (F.N). The total fragment of the positive values which were discovered
incorrectly.

True Positive (T.P). The total fragment of the positive values which were discovered
correctly.

True Negative (T.N). The total fragment of the negative values which were discovered
correctly.

False Positive (F.P). The total fragment of the negative values which were discovered
incorrectly.

Accuracy. The probability of the values which were predicted correctly, is given as in
Eq. (1)

Accuracy = T .N + T .P

T .N + T .P + F .P + F .N
(1)

Error Rate. The probability of the values which were predicted incorrectly, is given as
in Eq. (2)

Error Rate = F .P + F .N

T .P + T .N + F .P + F .N
(2)

The next section highlights the results obtained in the study and analyses the
outcomes.

5 Results and Discussion

The criteria for measuring a model’s performance are usually F1 scores, recall, accuracy,
and precision. A confusion matrix has been employed to characterize the performance
metrics. The confusion matrix is a table that comprises information about actual and
expected classifications received from the algorithm’s performance.
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5.1 Logistic Regression

An approach for supervised learning called logistic regression is applied to interpret
problems entailing binary categorization. Binary classification is modeled mathemati-
cally using the logistic function and logistic regression, which has a number of more
intricate expansions [30].

loglog
p

1 − p
= β◦ + β (Age) (3)

where, p
1−p is the odd ratio, and p is the probability of success.

Using the Logistic Regression approach, the following confusionmatrix as displayed
in Fig. 6, is obtained.

Fig. 6. An image of Confusion Matrix plotting for Logistic Regression

5.2 KNN

By using Euclidean distance amongst data points, KNN finds neighbors among the data
[30]. The distance can be calculated using the following formula-

d =
√
a2 − a21 + b2 − b21 (4)

where a1, a2, b1, and b2 refer to the coordinates of two points in a 2-dimensional space.
Plugging in these values in the formula will give you the distance between the two points.

Figure 7 shows the confusion matrix plot after applying KNN.

5.3 SVM

For a variety of classification problems, SVMs (Support Vector Machines) have proven
effective. By counting the points on the perimeter of the class characteristics, it tries to
determine which class has the best hyperplane.
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Fig. 7. An image of Confusion Matrix plotting for KNN

The optimal margin classifier can be obtained by

minγ,ω,β

1

2
||ω||2 (5)

In this case, the regularisation parameter that regulates the trade-off between
obtaining a low training error and a low testing error.

ω: the weight vector that represents the hyperplane that best separates the classes.
β: the bias term (also known as intercept) that shifts the hyperplane to the appropriate

position in the feature space.
||ω||: the magnitude of the weight vector.

y(i)
(
ωT x(i) + b

)
≥ 1, i = 1, 2, . . . .,m (6)

where, y(i): the binary class label of the ith training example.
ω: the weight vector.
X(i): the feature vector of the ith training example.
b: the bias term (also known as intercept).
(ω(T) x(i) + b): the dot product of the weight vector and the feature vector plus the

bias term.
The confusion matrix by employing the SVM approach is picturized in Fig. 8 [30].

5.4 Kernel-SVM

A cumulation of mathematical operations called as the kernel are utilized by SVM
techniques. Data is loaded into the kernel, which then converts it all into the appropriate
format. Various kernel operations are employed by different SVM algorithms.

K(x, y) = e
−

(
||x−y||2
2∝2

)

(7)
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Fig. 8. An image of Confusion Matrix plotting for SVM

where, x and y are input data points, ||x-y|| is the Euclidean distance between x and y,
and α is a parameter that controls the width of the kernel

This formula is employed whenever there is no previous knowledge about the
data.The confusion matrix for the Kernel-SVM approach is displayed using Fig. 9.

Fig. 9. An image of Confusion Matrix plotting for Kernel-SVM

5.5 Naïve Bayes

This approach makes it possible for all characteristics to have an identical effect on the
conclusion [30].

Probability

(
M

N

)
= Probability

( N
M

)
Probability(M )

Probability(N )
(8)
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The confusion matrix plotted using Naïve Bayesian is as given in Fig. 10.

Fig. 10. An image of Confusion Matrix plotting for Naïve Bayes

5.6 Decision Tree

Using straightforward choice principles from the training dataset, the decision tree is
intended to construct a model for predicting the desired variable [32][33].

Entropy(E) =
∑

−piloglogpi (9)

InformationGain(P,Q) = Entropy(P) − Entropy(P,Q) (10)

Ginni Index = 1 −
∑

p2i (11)

The confusion matrix for decision tree approach is picturized in Fig. 11.

5.7 Random Forest

The primary concept behind ensemble techniques is that a collection ofmodelswill result
in a potent model. A decision tree using the conventional ML technique is included with
the random forest [34].

Mean Squared Error = 1

N

∑
(fi − yi)

2 (12)

where N is the Total number of data points, fi is the the value returned by the model, yi
is the the actual value for data point i

Using the Random Forest approach, the decision matrix is obtained as in Fig. 12:
Table 4 compares different values of various models and Fig. 13 compares the accu-

racy of these models. Figure 14 compares their error values. Using different formulas,
the error values for each classifier can be calculated and compared.
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Fig. 11. An image of Confusion Matrix plotting for Decision Tree

Fig. 12. An image of Confusion Matrix plotting for Random Forest

5.8 Ensemble Learning Model

It is built from three models(LR, KNN and RF). The reason for choosing these models
for ensembling could be that each of these models is based on a different approach and
has its own strengths and weaknesses. LR is a simple and interpretable linear model.
KNN is a non-parametric model that is based on distance metrics and is useful when
the decision boundary is complex and non-linear. Random Forest is a decision tree-
based model that is useful for handling complex interactions between features and is
less prone to overfitting than a single decision tree. By combining these models, the
ensemble learning model can leverage the strengths of each model and produce a more
accurate and robust prediction.
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Table 4. Comparison of False Negative values, True Positive values, True Negative values and
False Positive of Classifiers

Classifier
Technique

True Positive
Values

False Positive
Value

False Negative
Values

True Negative
Values

SVM 64 1 9 4

KNN 66 7 3 2

Logistic
Regression

66 4 6 2

Kernel-SVM 66 5 5 2

Decision Tree 67 7 3 1

Naïve Bayes 64 5 5 4

Random Forest 64 3 7 4

Fig. 13. Accuracy Comparison

The accuracy predicted by the ensemble learning model is 93.59% which is equal
to the accuracy predicted by the SVM model [35, 36]. SVM model gives high scores of
accuracy, recall, precision and F1 score.

Section 6 provides the conclusion inferred from the study.
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Fig. 14: Error Comparison

6 Conclusion

In the research work, different algorithms have been used for the prediction of lung
cancer. Experiments demonstrate that SVM Classification achieves the highest accu-
racy of all the classifiers. KNN and Naive Bayesian, on the other hand, performed the
worst classification since they had the lowest accuracy. The Ensemble learning method
yielded 93.5 percent accuracy. We can conclude that cancer researchers can accurately
forecast lung cancer symptoms. They can utilize the Ensemble learning results for accu-
rate prediction, which fits the data set better than any other classification technique.
This technique would assist them in identifying lung cancer patients so that appropriate
action could be taken at the appropriate time. It also prevents non-lung cancer patients
from being misclassified as such. This approach could be improved by creating a new
algorithm that classifies data with great accuracy and a reduced error rate. Neither of the
classifiers were able to satisfy all of the requirements. As a result, a hybrid algorithm
with high accuracy and a low margin of error can be built.
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Abstract. To recognize the Osteoarthritis of the Temporomandibular Joint (TMJ-
OA) from panoramic dental X-ray images, deep learning algorithms are widely
used these days. Among others, an Optimized Generative Adversarial Net-
work with Faster Residual Convolutional Neural Network (OGAN-FRCNN) was
recently achieved better FRCNN training by providing more synthetic images for
TMJ-OA recognition. However, the localization of a small condyle OA region
was ineffective because of the complex background, occlusion and low-resolution
images. Hence, this article proposes the OGAN with Progressive Localization-
improved FRCNN (PLFRCNN)model for TMJ-OA recognition. First, the OGAN
can augment the number of panoramic X-ray scans. Then, ResNet101 can extract
the Feature maps (F-maps) at multiple levels, followed by the Feature Pyramid
Network (FPN) with a Region-of-Interest (RoI)-grid attention for multiscale F-
map extraction. Those F-maps are given to theModified Region Proposal Network
(MRPN), which applies a multiscale convolution feature fusion and an Improved
Non-Maximum Suppression (INMS) scheme for creating the Region Proposals
(RPs) with more information. To resolve the localizing variance and obtain the
proposal F-maps, the improvedRoI pooling based on bilinear interpolationmerges
both F-maps and RPs.Moreover, the fully connected layer is used to classify those
F-maps into corresponding classes and localize the target Bounding Box (BB).
Additionally, the BB regression in the TMJ-OA localization stage is enhanced by
the new Intersection-Over-Union (IOU) loss function. Finally, the test outcomes
reveal that the OGAN-PLFRCNN model attains an accuracy of 98.18% on the
panoramic dental X-ray corpus, in contrast to the classical CNN models.

Keywords: Temporomandibular joint · Osteoarthritis · Panoramic imaging ·
OGAN-FRCNN · RoI pooling · Region proposal network · IOU · Bounding
box · Non-maximum suppression
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1 Introduction

Osteoarthritis (OA) is the foremost prevalent kind of osteoporosis that affects the TMJ.
Theprimary reason forOA is severe stress on joints.Owing to ache, crepitus and localized
paraspinal soreness in the joint, TMJ-OA presents as reduced lower jaw movement [1].
It is identified when a radiographic scan demonstrates functional bone displacement. In
personswith juvenile idiopathic arthritis, orthopantomography can be utilized tomeasure
the condylar and Ramal irregularities of the maxilla [2]. There is a broad variety of TMJ
conditions and diagnoses, some of which may or may not be painful [3].

Panoramic imaging is frequently utilized in premature levels of treatment once bone
abnormalities in the TMJ are found [4]. Nevertheless, the TMJ contains tiny bone con-
tours at the joint, which are hidden by the cranium. Morphological abnormalities in
the TMJ are usually overlooked in basic tests. While there aren’t many doctors who can
diagnose OA purely from radiographs, it takes time to send images to diagnostic experts.
An AI-based approach for autonomously treating TMJ-OA has been developed to solve
some of the challenges faced by doctors in diagnosing and treating the condition [5–7].
Several X-ray image analysis techniques have been made available thanks to several
developments in the AI paradigm [8]. The extraction of certain X-ray scan areas and the
identification of abnormalities are only two examples of the many processes that CNN
technology has accomplished. Numerous research studies on the study of dental X-ray
images have been conducted, including ones on osteoporosis, sinusitis and teeth using
panoramic image analysis [9]. However, panoramic X-ray analysis-based investigations
are ineffective.

Consequently, a model [10] was created to recognize the mandibular condyle by
categorizing panoramic dental X-ray pictures using image recognition algorithms. First,
the panoramic scans were gathered and two distinct frameworks have been applied:
(a) FRCNN for TMJ-OA and near structures (joint fossa and condyle) recognition and
(b) CNN for predicting whether the recognized structure region has any abnormality
according to the TMJ shape. As well, the VGG16, ResNet and Inception frameworks
were modified for predicting the occurrence of TMJ-OA. In contrast, the number of
scans was not sufficient, resulting in less accuracy in identifying objects. As a result,
an OGAN was created [11], which produces fake panoramic dental X-ray images. In
this GAN model, the generator was used to make synthetic scans, while the discrimi-
nator was trained to distinguish between false and real scans. Additionally, utilizing the
Elephant Herding Optimization (EHO) method based on clan and separation factors,
the GAN’s most effective hyperparameters were selected. The freshly created synthetic
panoramic images were then added to the real database to create the training and test
sets. The condylar area was extracted from the learning sets using the FRCNN, which
was then used to spot abnormalities in the images. With the use of test sets for TMJ-OA
recognition, the trained FRCNN model was further verified. Conversely, the accuracy
of FRCNN was lower while recognizing targets in panoramic scans, which encompass
analogous objects. The noise and alike background textures in the scans affected the
recognition performance.

To tackle these issues, the FRCNN is improved by considering the FPN and RoI-grid
attention mechanisms [12] to produce multiscale F-maps with rich contextual informa-
tion. According to this model, the training pictures are passed to ResNet101 to extract
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multiscale traits from the dental panoramic scans. The RoI-grid attention technique is
used to transfer such traits to the FPN, which encodes deeper properties from sparse
points using a unified formulation of both the attention-based and graph-based point
operators. Then, those traits are combined at several levels to provide amultiscale F-map
that is more informative and dramatically improved network performance. Additionally,
the F-map is provided to the RPN for RP creation after predicting the class and BB.
Such RPs and the F-maps are concatenated in the RoI pooling layer to obtain proposal
F-maps, which are classified by the fully connected layers for TMJ-OA classification and
localization. On the other hand, the complex background, occlusion and low-resolution
images degrade the efficiency of localizing a small condyle OA region in panoramic
X-ray scans.

Therefore in this manuscript, the OGAN-PLFRCNNmodel is proposed for classify-
ing TMJ-OA and localizing the condyle OA region efficiently. This model employs the
MPRN rather than the standard RPN to alleviate the variation in localizing the condyle
OA region and reduce the BB loss. In this MRPN, a multiscale convolutional feature
fusion is used instead of single-layer convolutional F-maps for creating the RPs with
more information after predicting the class and BB. Also, an INMS scheme is applied
to prevent the loss of overlapping objects. After that, the F-maps from the FPN and the
RPs from the MRPN are concatenated by the RoI pooling process, which is enhanced
by the bilinear interpolation to obtain the proposal F-maps. Such F-maps are passed to
the fully connected layer to get the target class and the accurate location of the target
BB. Moreover, the improved IOU loss function is adopted in the TMJ-OA localization
process for enhancing BB regression. Thus, thismodel supports the effective localization
of small condyle OA and prevents the loss of overlapping objects.

The remaining sections are outlined as follows: The earlier studies on the segmen-
tation of panoramic scans are discussed in Sect. 2. Section 3 explains the OGAN-
PLFRCNN model, while Sect. 4 illustrates its efficacy. Section 5 summarizes the work
and suggests further development.

2 Literature Survey

Yang et al. [13] presented the YOLOv2 algorithm to identify and categorize cysts and
tumors of the jaw in panoramic scans. First, panoramic scans were collected and anno-
tated into various labels, like dentigerous cysts, odontogenic keratocysts, ameloblastoma
and no tumor. Then, various image augmentation methods were applied to increase the
number of training scans. After that, YOLOv2was used to get the BB and corresponding
labels. But, its localization error was high, resulting in less accuracy. Takahashi et al.
[14] designed a YOLOv3 classifier to identify dental prostheses and replace teeth. On
the other hand, identification was hard for tooth-colored prostheses and replacements
when solely tooth photographs were utilized.

Cha et al. [15] applied a DeepNeural Network (DNN) to segment themaxillary sinus
and mandibular canal from the dental panoramic scans. But, the overfitting problem
was not avoided and the number of scans considered was limited. Leo and Reddy [16]
presented aHybridNeural Network (HNN) for identifying dental caries and categorizing
the caries areas. Initially, the dental scans were pre-processed and segregated into their
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constituent pixels. After that, distinct traits were mined and learned by the HNN to
categorize the caries labels. Conversely, the learning quality was impacted by the limited
scans. Aljabri et al. [17] presented DenseNet121, VGG16, InceptionV3 and ResNet50 to
categorize the canine impaction classes fromdental panoramic scans. But, it has a limited
number of annotated scans. As well, the accuracy was influenced by the low-resolution
and poor-quality scans.

Rohrer et al. [18] developed a multi-label segmentation of dental restorations on
panoramic scans by a tiling scheme. First, the actual scans were cropped into several
segments, which were then fed to the U-Net model to obtain the related segmentation
mask. But, its generalizability to different databases was not analyzed. Also, it was
tested on a limited database and used more hyperparameters, which impact the accuracy.
Bayrakdar et al. [19] presented a DCNN framework relying on the U-Net to segregate
apical diseases in dental panoramic scans. Conversely, solely single imagery equipment
and typical variables were considered for scanning, resulting in a limited number of
scans.

Zhu et al. [20] designed a new deep-learning model named CariesNet to delineate
various caries degrees from panoramic scans. Initially, high-quality panoramic scans
with well-delineated caries tumors were collected. After that, CariesNet was built as a U-
shaped network with an extra full-scale axial attention unit for segmenting various caries
categories. But, the efficiency of the moderate caries delineation was comparatively
lower because the edges between deep and moderate caries were comparatively blurred,
resulting in the misclassification of moderate caries.

3 Proposed Methodology

Fig. 1. Overall flow of the proposed study.

This section briefly describes the OGAN-PLFRCNN model for TMJ-OA classification
and localization. Figure 1 portrays the pipeline of an entire study. At first, a panoramic
dental X-ray scan corpus is gathered from the open source and augmented by the OGAN.
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Next, the corpus is partitioned into learning and test collections. The learning collection
is applied to train the novel PLFRCNN classifier, while the test collection is utilized
to validate the trained PLFRCNN for mandibular condylar localization and TMJ-OA
classification.

3.1 Progressive Localized-Improved FRCNN Model

To boost the efficiency ofBB regression and classification, a novel localization-improved
FRCNN model, namely PLFRCNN, is developed, as illustrated in Fig. 2.

Fig. 2. Architecture of PLFRCNN model.

Modified RPN Unit. In this mrpn unit, multiscale convolutional feature fusion and
inms are applied for creating RPS. There are frequently significant image characteristics
missing from single-layer convolutional f-maps. It is challenging to adequately describe
the characteristics of tiny objects due to the convolution and pooling procedures of frcnn,
which result in smaller f-maps. The frcnn utilizes only the outcome of the conv3 unit as
the f-map for the following setup.

The dimension of the F-maps created in all convolutional layers is varied, whereas
the dimension of the F-map of Conv4 is unaltered and the dimension of the F-map of
Conv3 and Conv5 is altered to the dimension of the Conv4 F-map. The max-pooling
through subsampling is implemented for the F-map of Conv3 and the upsampling is
utilized to enhance the quality of the F-map of Conv5 to make them stable with the
Conv4 F-map. Eventually, the concatenated F-map is acquired via accumulating the
F-maps involved in the sub-sampling of the outcome of Conv3 and upsampling via
the outcome of Conv5 and the F-maps of Conv4. The local response regularization is
utilized before fusing 3-layer convolutional F-maps to process all F-maps; therefore,
the stimulated ranges of the F-map are identical. The fused F-map comprises rich and
abstract semantic data. As a result, this PLFRCNN model combines the characteristics
captured via the Conv3, Conv4 and Conv5 units. The process of multiscale convolutional
feature fusion is illustrated in Fig. 3.
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Fig. 3. Process of multiscale convolutional feature fusion.

Improved Non-Maximum Suppression. The TMJ-OA recognition process creates a
huge amount of RPs and every RP holds an equivalent grade and nearby RPs enclose
appropriate grades that might induce incorrect recognition outcomes, resulting in a lack
of overlapping objects. To tackle this issue, the NMS scheme is introduced in this study.
This scheme allocates an IOU threshold for a particular group object, the BBM includes
the maximum grade and it is chosen from the produced sequence of BBs B, eliminated
from B and situated in the absolute recognition outcome R, the BBs with the IOU of
M higher than the threshold are eliminated simultaneously from B. This procedure is
continued until B is empty and the set D is obtained.

The NMS scheme is described by

si =
{
si, IoU (M ,Bi) < p
0, IoU (M ,Bi) ≥ p

(1)

In Eq. (1), p denotes the threshold of IOU. It is observed that the NMS directly
modifies the BB grade of the nearby class to 0, resulting in a lack of overlapping objects.
So, the INMS scheme is adopted, which regrades the BB. When a BB overlays withM
maximum, it can receive a minimum grade. When the degree of overlay is low, the grade
is unaltered. So, the INMS is described by

si =
{

si, IoU (M ,Bi) < p
si × (1 − IoU (M ,Bi)), IoU (M ,Bi) ≥ p

(2)

So, the poorer grades of boxes are eliminated. Simultaneously, because the BB with
the maximum grade is M , they are reunited when there are BBs with maximum grades
or IOUs withM are higher than 0.9. The locations of the reunited BBs are united by the
weighted-mean scheme.

Improved RoI Pooling. After obtaining the RPs from the MRPN, these are fed to the
RoI pooling layer to fuse with the F-maps and get the proposal F-maps. Because the
dimensions of retrieved RPs depend on the actual scan, they have to be translated to the
F-map and the F-map related to every RP is split into k × k bins and the max-pooling
is executed for all bins. So, the outcome of the RoI pooling is often k × k. But, in
the task of translating RPs from the actual scan to the F-map, the coordinates of the
translated RPs on the F-map are normally decimal. As well, in the task of splitting RPs,
the rounding process is implemented for all k × k bins. It causes the variation of the
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F-map to be translated to the actual scan to be higher, thus the localization of the BB
degrades precision.

To combat this issue, bilinear interpolation is applied, which comprises linear inter-
polation in two directions. The values of the points Q11,Q12,Q21 and Q22 are known,
whereas the aim is to find the value at the point P. In the x direction, a linear interpolation
of Q11 and Q21 has the value of R1(x, y1). Likewise, a linear interpolation of Q12 and
Q22 is executed to find the value of R2(x, y2):

f (R1) ≈ x2 − x

x2 − x1
f (Q11) + x − x1

x2 − x1
f (Q21) (3)

f (R2) ≈ x2 − x

x2 − x1
f (Q12) + x − x1

x2 − x1
f (Q22) (4)

Also, linearly interpolating with R1 and R2 in the ydirection to get:

f (P) ≈ y2 − y

y2 − y1
f (R1) + y − y1

y2 − y1
f (R2) (5)

To avoid the localizing variation, the RoI pooling rounding process is avoided. Once
the RoI pooling process is enhanced, the backpropagation is tuned simultaneously. It
is noticed that the standard pooling task BB contains a relevant compensation from the
actual object and the rounding process induces the estimated BB of the RP to not equal
the ground truth, providing in a condyle OA being lost. However, using the improved RoI
pooling procedure, tiny condyle OAs are precisely localized. Further, the RoI pooling
outcome is passed to the fully connected layer to get the target class and localize the
target BB.

Improved IOU Error Factor. In the BB regression process, the most basic criteria for
determining the variance between the estimated BB and the ground truth box is IoU,
which is defined by

IOU = Srecognition out ∩ SGround truth

Srecognition out ∪ SGround truth
(6)

To achieve precise localization, TMJ-OA recognition depends onBB regression. But,
the utilization of IoU-based L1-norm or L2-norm error values in the task of regression
is not acceptable. To overcome this issue, the Modified IOU (MIOU) is defined by

MIOU = IOU − C − (A ∪ B)

C
(7)

The selected region is S, where the minimum region is C(C ⊆ S) that covers A and
B. The value of IOU is [0, 1] and the value of MIOU is [−1, 1]. The highest range is 1
if two areas overlap and the minimum value is −1 if there is no overlapping between
two areas. Thus, MIOU is an appropriate distance metric and since MIOU presents the
minimum region C covering A and B, it not only focuses on the overlapping regions,
yet also on other non-overlapping regions, though A and B do not overlap, they are
modified.
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The determination of overlapping regions is similar to IOU. While determining the
lowest closure region C, solely the highest and lowest coordinate ranges of the two
BBs are required. The rectangle surrounded through such two coordinates is C. The
coordinates of the top left and bottom right edges are utilized to define all BBs. The
estimated BB is denoted by B = (x1, y1, x2, y2) and the BB of ground truth is denoted
by B∗ = (

x∗
1, x

∗
2, y

∗
1, y

∗
2

)
. The regions S∗ and S of B∗ and B are determined by

S∗ = ∣∣(x∗
2 − x∗

1

) ∗ (
y∗
2 − y∗

1

)∣∣ (8)

S = |(x2 − x1) ∗ (y2 − y1)| (8a)

The overlap region SI of B∗ and B is calculated as:

SI =
{∣∣(xI2 − xI1

) ∗ (
yI2 − yI1

)∣∣, xI2 > xI1, y
I
2 > yI1

0, Or else
(9)

In Eq. (9), xI1, x
I
2, y

I
1 and yI2 are described by

xI1 = max
(
x1, x

∗
1

)
, xI2 = min

(
x2, x

∗
2

)
(10a)

yI1 = max
(
y1, y

∗
1

)
, yI2 = min

(
y2, y

∗
2

)
(10b)

The minimum rectangle C = (
xC1 , x

C
2 , y

C
1 , y

C
2

)
covers B∗ and B is discovered by

xC1 = min
(
x1, x

∗
1

)
, xC2 = max

(
x2, x

∗
2

)
(11a)

yC1 = min
(
y1, y

∗
1

)
, yC2 = max

(
y2, y

∗
2

)
(11b)

The region SC of C is determined as:

SC =
∣∣∣(xC2 − xC1

)
∗
(
yC2 − yC1

)∣∣∣ (12)

The IOU is obtained as:

IOU = SI

S + S∗ − SI
(13)

The MIOU is calculated based on Eq. (7) as:

MIOU = IOU − SC − (
S + S∗ − SI

)
SC

(14)

So, the regression error value of the BB is defined as follows:

LMIOU = 1 − MIOU (15)

In Eq. (15), LMIOU indicates non-negative and LMIOU ⊆ [0, 2] . It is evident that
if the Ln-norm is used as an error value, the local best is not essentially the best IOU.
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Also, contrasted with IOU, the Ln-norm is prone to the dimension of the object. Even
if the mean error between the estimated BB and ground truth box is equal, the overlay
of the two boxes varies in the optimization since the sizes of the estimated BBs vary.
However, IOU is an idea of a percentage and is not prone to dimension. It demonstrates
there is a challenge between adjusting the Ln-norm error and the actual criteria of the
IOU. MIOU exemplifies the overlay between the estimated BB and ground truth box in
this condition, focusing on overlying and non-overlying areas concurrently. According
to the loss function LMIOU , it can adjust the location of the regression box, which solves
the issue of varying error values and the real criteria of MIOU and circumvents the
shortcoming of directly utilizing IOU as an error value.

Hence, this PLFRCNN is trained and utilized for categorizing unknown scans into
healthy or TMJ-OA and appropriately localizing the small mandibular condyle areas.

4 Experimental Results

This section assesses the efficacy of the OGAN-PLFRCNN model by implementing it
in MATLAB 2019b. In this experiment, 116 panoramic dental X-ray scans are acquired
from https://data.mendeley.com/datasets/hxt48yk462/. Those scans are augmented by
6,000 scans by the OGAN. Of these, 65% of the scans are taken for training and 35% of
the scans are taken for testing. Additionally, a comparative analysis is conducted between
the proposed and earlier models implemented on the considered corpus: FRCNN [10],
OGAN-FRCNN [11],YOLOv3 [14], DNN [15],HNN [16] andCariesNet [20] regarding
the following metrics:

• Accuracy: It defines the percentage of appropriate classification over the total scans
assessed.

Accuracy = True Positive (TP) + True Negative (TN )

TP + TN + False Positive (FP) + False Negative (FN )
(16)

In Eq. (16), TP is the number of healthy scans appropriately classified as healthy, TN
is the number of TMJ-OA scans appropriately classified as TMJ-OA, FP is the number of
TMJ-OA scans inappropriately categorized as healthy and FN is the number of healthy
scans inappropriately categorized as TMJ-OA.

• Precision: It calculates the properly classified scans at TP and FP rates.

Precision = TP

TP + FP
(17)

• Recall: It measures the number of scans that are properly classified at TP and FN
rates.

Recall = TP

TP + FN
(18)

• F-score (F): It is computed by

F = 2 × Precision × Recall

Precision + Recall
(19)

https://data.mendeley.com/datasets/hxt48yk462/
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Table 1. Comparison of proposed and existing TMJ-OA recognition and localization models.

Metrics DNN HNN YOLOv3 CariesNet FRCNN OGAN-FRCNN OGAN-PLFRCNN

Precision 0.831 0.858 0.867 0.88 0.906 0.922 0.9839

Recall 0.84 0.865 0.88 0.894 0.92 0.945 0.9776

F-score 0.836 0.862 0.874 0.887 0.913 0.934 0.9808

Accuracy (%) 83.64 85.93 87.18 89.17 92.21 94.59 98.18

Table 1 presents the results achieved by various models for TMJ-OA recognition and
localization.

Figure 4 displays the efficacy of variousmodels on the panoramic dentalX-ray corpus
for TMJ-OA recognition and localization. It declares that the success rate of the OGAN-
PLFRCNN model regarding precision, recall and f-score is greater than that of all other
earliermodels because it enhances theBB regression andprevents variance inmandibular
condyle localization. Accordingly, it is understood that the precision of the OGAN-
PLFRCNN is 18.4%, 14.7%, 13.5%, 11.8%, 8.6% and 6.7% superior to the DNN, HNN,
YOLOv3, CariesNet, FRCNN and OGAN-FRCNN models, respectively. The recall of
the OGAN-PLFRCNN is 16.4%, 13%, 11.1%, 9.4%, 6.3% and 3.4% improved than the
DNN, HNN, YOLOv3, CariesNet, FRCNN and OGAN-FRCNN models, respectively.
Also, the f-score of the OGAN-PLFRCNN is 17.4%, 13.8%, 12.3%, 10.6%, 7.4% and
5.1% better than the DNN, HNN, YOLOv3, CariesNet, FRCNN and OGAN-FRCNN
models, respectively.

Fig. 4. Analysis of Precision, recall & F-score for TMJ-OA recognition and localization.

Figure 5 depicts the accuracy of various models tested by the panoramic dental X-
ray corpus for TMJ-OA recognition and localization. It realizes that the accuracy of
the OGAN-PLFRCNN is 17.4% superior to the DNN, 14.3% superior to the HNN,
12.6% superior to the YOLOv3, 10.1% superior to the CariesNet, 6.5% superior to the
FRCNN and 3.8% superior to the OGAN-FRCNN models. Based on these analyses, it
is established that the OGAN-PLFRCNNmodel maximizes the accuracy of recognizing



Localization Improvements in Faster Residual Convolutional Neural Network 287

80

85

90

95

100

Accuracy

Ra
ng

e 
(%

)
DNN

HNN

YOLOv3

CariesNet

FRCNN

OGAN-FRCNN

OGAN-PLFRCNN

Fig. 5. Analysis of Accuracy of TMJ-OA recognition and localization.

the TMJ-OA and localizing the small mandibular condyle effectively compared to the
other earlier models.

5 Conclusion

In this study, the OGAN-PLFRCNN model was presented for TMJ-OA classification
and localization by resolving the variation in small condyle OA localization. At first, the
panoramic X-ray database was augmented by theOGAN and given to the FPNwith ROI-
grid attention for extracting F-maps at various scales. Then, such F-maps were passed
to the MRPN, wherein multiscale convolution feature fusion and INMS generated the
RPs with more rich information. Afterward, both F-maps and RPs were concatenated by
the improved RoI pooling process to get the proposal F-maps. Moreover, such F-maps
were learned by the fully connected layer for TMJ-OA recognition and localization.
Also, the MIOU was used to enhance the BB regression during localization. At last,
the extensive experiments revealed that the OGAN-PLFRCNNmodel on the panoramic
dental X-ray corpus has 98.18% accuracy than the othermodels for TMJ-OA recognition
and localization.
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Abstract. Since the previous decade, the number of diabetic patients has
increased significantly, which raises the risk of additional complications such
as heart attacks, renal failure, decreased vision, and nerve damage. If this illness is
detected and treated in its early stage, patients can be saved from a life-threatening
disease. The discipline of artificial intelligence (AI), which is rapidly expanding,
has possibilities that could revolutionize how this serious ailment is diagnosed
and managed. At present, AI can only forecast diabetes using manually entered
data. This paper proposes a semi-automated AI model that allows us to measure in
automated andmanual ways. Additionally, the two distinct AImodels, AutoGluon
and TabPFN, are employed to train AI models and are assessed using statistical
metrics. Additionally, it also compares with the four traditional models w.r.t evalu-
ation performance. Feature importance is then utilized to determine which feature
is more advantageous.

Keywords: Camera Vision · IoT ·Machine Learning · Diabetes · OpenCV

1 Introduction

Diabetes is a long-term condition brought on by either insufficient insulin production
by the pancreas or improper insulin utilization by the body. A hormone called insulin
controls how much sugar is in the blood. A common complication of untreated dia-
betes is hyperglycemia. Hyperglycemia is a severe condition that can harm several body
systems, including the nervous and circulatory systems. As stated in [1], diabetes is a
major issue in developed and developing countries. The pancreas secretes the hormone
insulin, which stimulates the absorption of glucose from food into the bloodstream. An
inability of the pancreas to produce enough of this hormone leads to diabetes. Some of
the potential complications of diabetes include coma, renal and retinal failure, patholog-
ical destruction of pancreatic beta cells, cardiovascular dysfunction, cerebral vascular
dysfunction, peripheral vascular disease, sexual dysfunction, joint failure, weight loss,
ulcer, and pathogenic effects on immunity [2].

As a result, there have been a lot of studies in disease forecasting, and today we
employ decision-support algorithms and smart methods to make predictions.
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In the medical field, for example, decision-support models have been used to diag-
nose illnesses like diabetes. Complications with macrovascular and capillary health, as
well as ocular problems and renal failure, are more likely when diabetes is diagnosed
and predicted later than it should be due to inadequate blood glucose control [3, 4].
In [5], authors suggested a framework for classifying diabetes prediction supported by
machine learning (ML) models. The performance is improved by using grid search
and other hyperparameter optimization methods. Some research [6, 7] suggested dia-
betes classifiers using various MLmodels. MLmodel and fuzzy logic were combined to
improve prediction performance [8]. Support vector classifier (SVC) and artificial neural
network (ANN) are the ML models considered for this investigation. Most studies con-
centrate on the established ML-enabled framework that categorizes diabetes prediction
[9–12].

Moreover, inputs considered for these models are traditional. To overcome these
issues, a semi-automated prediction system is proposed. The contribution of the study
is as follows:

a. Trained diabetes prediction dataset through two different models such as AutoGluon
and TabPFN.

b. Compared the performance of AutoGluon and TabPFN with four traditional models
such as Logistic Regression (LR), Support Vector Classifier (SVC), Random Forest
(RF) and Decision Tree (DT).

c. The input for the AI model is split into automated (Camera Vision) and manual (User
Interface).

d. Also, the more advantageous features are highlighted for further research.

The rest of the paper is discussed as follows Sect. 2 discusses the proposed app-
roach methodology, Sect. 3 evaluates the proposed approach through different statistical
parameters, and Sect. 4 concludes the overall study.

2 Methodology

Researchers have recently developed various AI-based prediction techniques [13]. How-
ever, the only foundation for these techniques is the training and assessing various
machine learning (ML) anddeep learning (DL)models. In this study, a proposed architec-
ture ismade fromcollecting real-timedata to forecast the user’s diabetes. The architecture
and workflow of the suggested solution is shown in Fig. 1.

2.1 Data Collection

Blood glucose, insulin, blood pressure, and age are a few factors that can be used as
features to train an AI model and parameters to identify diabetes in a patient. The initial
model must be trained on a single dataset before user data can be collected, following
which it can repeatedly be trained using the user data. In this study, there are twomethods
to collect patient data.
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Fig. 1. Workflow of the proposed solution

Capturing: A procedure called capture is used to recognize the text area in an image
and extract the text from it. In the first stage, the contour function [14] (OpenCV library)
is used to locate the rectangular object needed to recognize the text area. The precision
of the detection process can be increased by passing the function to the precise location
parameters. In the next stage, the captured area through the contour function consists
of alphanumeric characters, which need to be extracted through the optical character
recognition (OCR) technique. Image resizing and grayscale conversion form the method
for identifying and extracting the number from the image. The bilateral filter should then
remove any extraneous details from the grayscale image. The undesired details are first
removed to extract the numeric image from the main image. Then the edge detection
approach is used to locate the boundaries of the necessary item. The numeric from the
image is then extracted using EasyOCR [15] for further processing. This study applies
this technique to extract the user’s real-time blood glucose and blood pressure.
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User Interface: The term “user interface” (UI) refers to the point at which a user inter-
acts with a product, such as awebsite, app, or computer system. The goal of effective user
interface design is to make the interface experience as easy as possible while allowing
the user to accomplish their goals with as little effort as possible. In addition, it works
as a middleware that can get data from the user and send it to the server via centralized,
distributed or API. In this study, the UI is made to collect user data from the user, includ-
ing name, age, gender, height, weight, and medical characteristics, and to transform that
data into the necessary prediction data before sending it to the AI model through API.

2.2 Prediction

The backbone of prediction is the AI models. An AI model is a code or algorithm that
uses information to identify specific relationships. Two things are required with any
AI model (i) model accuracy and (ii) model evaluation. The diabetes dataset [16] that
trains the model is taken from the online repository. Seven features, such as pregnancies,
glucose, blood pressure, skin thickness, insulin, body mass index, diabetes pedigree
function, age and targets, are considered with outcomes of 0 (negative) and 1 (positive).
Two models are considered to train this data [17].

AutoGluon–Tabular. AutoMachine learning (AutoML) helps broaden the possibilities
because they lower the hurdles for beginners to train high-quality model and speed up
the development of working models for experts, who can fine-tune them through data
augmentation. AutoGluon is an AutoML framework for DL that streamlines all ML
activities and helps us obtain high predictions with fewer affords. For specificworkloads,
such as tabular neural networks, ensemble several models, auto stacking, and rigorous
data pre-processing, AutoGluon helps to provide improved performance [18].

TabPFN. The trained transformer TabPFN, which works with state-of-the-art classi-
fication methods, can quickly complete classification jobs for small tabular datasets
without needing hyperparameter adjustment. It also includes TabPFN in its weights and
receives training and test samples as set-valued inputs before producing predictions for
the entire test set in a single forward pass [19].

3 Testbed and Analysis

In this section, the experimental testbed and analysis of the results from the experiment
are discussed as follows:

3.1 Experimental Testbed

Two experiment testbeds are used (i) to extract the image data and (ii) to train the dataset
with two different models. Table 1 represents the experimental configuration of the
proposed study.
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Table 1. Experimental Configuration of the Proposed Study.

Testbed Configuration Libraries

Testbed-1 (extract images) Ubuntu-21.04, 16 GB RAM,
512 SSD

OpenCV, easyOCR

Testbed-2 (Model training) Ubuntu-21.04, 16 GB RAM,
512 SSD

sklearn, pandas, AutoGluon,
TabPFN

3.2 Analysis

Four statistical parameters are used to evaluate the trained model: accuracy score, pre-
cision, recall and F1 score. The accuracy score is not enough to decide the model per-
formance. With the support of another parameter, it can evaluate the performance more
clearly. In the case of the AutoGluon, the accuracy, precision, recall, and F1 scores are
0.779, 0.781, 0.543 and 0.641, respectively, in Table 2. However, TabPFN model accu-
racy and precision are less than the AutoGluon but recall and F1-score are higher. The
recall and F1 scores of TabPFN and AutoGluon-Tabular are 0.72:0.543 and 0.73:0.641,
respectively, as represented in Table 2.

Table 2. Evaluation and comparison of AutoGluon-Tabular and TabPFN with other models on
the Diabetes Dataset

Model Accuracy Score Precision Recall F1- Score

LR 0.694 0.577 0.481 0.525

SVC 0.733 0.644 0.537 0.585

RF 0.720 0.607 0.574 0.590

DT 0.629 0.457 0.444 0.457

AutoGluon-Tabular 0.779 0.781 0.543 0.641

TabPFN 0.759 0.73 0.72 0.73

From Table 2, it is evident that the accuracy score, precision, recall and F1-score of
LR, SVC,RFandDTare lower than those values ofAutoGluon andTabPFN respectively.
Figure 2 describes the graphical representation of the above-mentioned results.

The performance, whenever the algorithmproduces prediction on a disturbed version
of the information where the numerical values of this characteristic have been arbitrarily
jumbled across rows, is represented by the significance rating of a feature. According
to the significance score for glucose, which is 0.177821012, the predictive performance
of the models decreases by this amount when there is a shift. Similarly, in the case of
other features. ‘p99_high’ and ‘p99_low’ represent the importance of genuine features
lies between the p99_high and p99_low (confidence level of 99%). Table 3 represents
the feature importance of AutoGluon-Tabular on the dataset. The highest importance
feature of AutoGluon is the glucose in terms of importance, standard deviation, p_value,
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p99_high and p_low and the rest of the features such as BMI, age, blood pressure,
pregnancies, skin thickness, insulin, and diabetes pedigree function.

Fig. 2. Graphical representationof evaluation and comparisonofAutoGluon-Tabular andTabPFN
with other models on the Diabetes Dataset

Table 3. AutoGluon-Tabular Features Importance

Model Importance stddev p_value n p99_high p99_low

Glucose 0.177821012 0.01631 8.40E-06 5 0.211408 0.144234

BMI 0.091828794 0.00484 9.26E-07 5 0.101803 0.081854

Age 0.076264591 0.00503 2.27E-06 5 0.086634 0.065896

Blood Pressure 0.0692607 0.00525 3.95E-06 5 0.080084 0.058437

Pregnancies 0.059533074 0.00447 3.82E-06 5 0.068755 0.050311

SkinThickness 0.057976654 0.00288 7.34E-07 5 0.063918 0.052035

Insulin 0.055252918 0.00709 3.19E-05 5 0.069862 0.040644

DiabetesPedigreeFunction 0.049416342 0.00876 0.000114 5 0.067465 0.031368

4 Conclusion

Themost important aspect of the healthcare system is the prompt diagnosis and treatment
of diseases. AI can potentially improve patient assistance and serve as a solid support
for the healthcare system. A semi-automated technique to predict diabetes in patients
at an early stage is suggested in this study. The system can automatically and manually
detect the patient’s parameters. It can also directly identify the patient’s diabetes from
the machine using a camera. The dataset is trained and validated through two different
models, AutoGluon and TabPFN.
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More human input parameters can be replaced with automatic ones in the upcoming
work, and a decentralized system can be built to keep patient data more private.
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Abstract. Malnutrition is a condition that arises when an individual’s diet con-
tains excessive amounts of certain nutrients or insufficient amounts of one or
more of the essential nutrients. The proposed system uses an ensemble learn-
ing model of the CNN, the transfer learning algorithms such as Inception-v3,
VGG16 and VGG19 were combined together with the help of ensemble learning
to enhance classification, prediction, function approximation, etc. Themodel takes
input images and classifies them as normal, wasting, stunting, and obesity. The
goal of the proposed system is to identify malnutrition and its types and provide
treatments for each category and ways to prevent malnutrition which will assist in
lowering the danger of mortality, health and physical problems by using the appro-
priate treatments or precautions. In conclusion, the proposed system is a significant
step towards identifying and treating malnutrition effectively. By using ensemble
learning algorithms, it can accurately classify different types of malnutrition and
provide appropriate treatments to those affected.

Keywords: Analysis · CNN · Deep learning · Ensemble learning · InceptionV3 ·
Nutritional ·Malnutrition · VGG16 · Vgg19

1 Introduction

Malnutrition is a serious health issue that affects millions of people worldwide. It results
from the inadequate intake of essential nutrients from food, causing various health issues
such as weakened immune systems, stunted growth, and an increased risk of infections.
Early detection and treatment of malnutrition are essential to prevent the long-term
consequences of this condition. The conventional methods for detecting malnutrition
include physical examination, body weight measurement, and blood tests. Nevertheless,
these methods are often costly, time-consuming, and may not always produce precise
outcomes. As a result, there is a necessity for a more dependable and efficient approach
to identifying malnutrition.

Deficiency of consumption of different nutrients can lead to malnutrition which is
one of the main health issues that persist all over the world. Underlying child mortality
and morbidity can be considered one of the major factors for malnutrition in infants.
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Undernutrition is thought to be the cause of about 45% of fatalities in children who
belong to the age group of 0–5 years. According to a survey 42.5% of children who are
under the age of four to five in India were underweight, 19.8% were wasted, 6.4% were
seriously wasted, and 48.0% were stunted. According to the National Family Health
Survey (NFHS–4), 35.8% of children were underweight, 21.0% were severely wasted,
and 38.4% were stunted.

Although stunted and underweight children have decreased slightly over the past ten
years, the worrisome rate of wasted youngsters has not decreased. Children suffer more
from malnutrition, and detecting it can assist lower the risk of mortality and physical or
developmental problems by taking the required actions. In India, 20% of children suffer
from wasting,48% of children suffer from stunting, and being underweight affects 43%
which depicts the severity of this health issue that prevails all over the country. Using the
machine learning technique to detect malnutrition assists in the healthcare sector. Cate-
gorizing malnutrition into their categories helps provide the treatment for that particular
type of malnutrition that has been detected. When malnutrition in children is identi-
fied, it might be easier for individuals and healthcare professionals to take preventative
action and lessen the negative effects on children. The research paper includes an inno-
vative approach for detecting malnutrition using ensemble learning.Wewill evaluate the
effectiveness of various transfer learning algorithms such as Inception-v3, VGG16 and
VGG19, in detecting malnutrition in a patient dataset. Once malnutrition is detected,
appropriate nutritional treatment can be provided to the patient. In this paper, various
nutritional treatment recommendations are also explored. It takes input in the form of
images and assigns weightage to various objects in images that help in differentiating
kinds of malnutrition.

The main goal of this paper is to advance the development of more effective
and trustworthy techniques for detecting and treating malnutrition through machine
learning methods. The suggested approach has the potential to increase the precision
and rapidity of malnutrition detection while also delivering individualized nutritional
recommendations to patients, resulting in improved health outcomes.

2 Literature Review

The proposed model by Lakshminarayanan et al. used CNN to detect malnutrition in
children. Alex Net architecture was used. Learning rate is 0.001 and accuracy is 96%.
ReLU activation function was used to improve the rate of performance. Dataset included
500 images where 90% were used for training purposes and 10% for testing [1].

The proposed model by Kadam et al. summarizes a system that takes the image as
an input and detects malnutrition using the TensorFlow algorithm in underage children.
Here first of all the processing of the images is done, the features are extracted from
the images which are used for disease analysis. The extracted features from the input
images were then compared to those in the training dataset. With the help of this, one
can conclude that the image color feature reasonably matched the training data [2].

Shetty et al. contributed to a system that used Agent Technology and Data mining
technology. The techniques used were Multilayer-perceptron and Bayesian Networks
but it resulted in inefficiency of the mall and the redundancy of the data because of the
small size of the dataset [3].
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Dhanamjayulu et al. aimed to detect individuals affected by malnutrition by analyz-
ing facial images. The model utilized a combination of factors, including weight, age,
gender, and BMI, to determine malnutrition status. To detect faces within the images,
the researchers used a Multi-task Cascaded Convolutional Neural network. Addition-
ally, a residual neural network was built and trained to estimate BMI values based on
the facial images. The model seeks to establish a relationship between facial weight and
appearance to estimate BMI values, ultimately enabling the identification of individuals
affected by malnutrition. [4].

In their 2022 publication, Islam et al. proposed a model for detecting malnutrition
among women in Bangladesh. The model employs five machine learning-based algo-
rithms, namely decision tree, artificial neural network, Naïve Bayes, support vector
machine, and random forest, to identify individuals who may be suffering from malnu-
trition. The model is designed to analyze various factors and indicators of malnutrition
and provide accurate predictions based on the collected data [5]. From this paper it can
be concluded that the Random Forest based classifier provides the accuracy of 81.4%
for underweight women and for obese women it shows the accuracy of 82.4%. Com-
bining MLR-RF based methods can more accurately detect malnourished women. The
proposed approach aims to reduce the burden on healthcare services while also helping
to identify women who are at a higher risk of malnutrition. By using machine learn-
ing algorithms to analyze various indicators of malnutrition, the model can accurately
predict which individuals may require additional attention or support [5].

Talukder and Ahammed used five different machine learning algorithms to analyze
data on children’s health and nutrition. The algorithms used are Linear Discriminant
Analysis, K-Nearest Neighbors, Support Vector Machine, Random Forest, and Logis-
tic Regression. The model is designed to detect malnutrition in children aged 0–5 in
Bangladesh. The goal is to identify malnourished children and provide them with the
necessary treatment and support [6]. Out of which, it was concluded that Random Forest
provided better accuracy as compared to other algorithms.

Najaflou and Rabieiindetected the malnutrition in the children of the age group of
6–12 years Decision Tree algorithm and AdaBoost Algorithm model was used for the
recommendation system of the nutritional diet. The accuracy of the model was 90.27%.
The dataset consisted of 1001 images out of which 806 were facing the problem of
underweight. BMI was the main factor that was used in order to detect malnutrition [7].

Theilla et al. summarizes that Patients which are in intensive care units (ICU) are
at greatest risk of malnutrition However, GLIM, a recognized diagnostic criterion for
malnutrition, has not been authenticated for the patients in intensive care unit. SGA (Sub-
jective Global Assessment) is an authenticated tool. Physician access to the nutritional
status of inpatients is considered the gold standard [8].

Yin et al. developed the system of detecting malnutrition based on classification of
tree-based machine learning models for cancer patients. The system included a dataset
with 16 types of cancer. The GLIM criteria were used for the diagnosis purpose. A k
test was performed to check the results obtained from the system and compare with the
actual result. It helped in the pretreatment identification of malnutrition [9].
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Browne et al. developed a system for the poverty and malnutrition prevalence based
on the multivariate Random Forest. To improve the accuracy of the detection, a five-
fold cross-validation approach was employed in conjunction with the use of two key
parameters in the Random Forest algorithm: the maximum number of trees and the
down-sampling rate for features. A sequence prediction framework was used for the
better classification of the dataset [10].

Ahirwar et al. designed a system that utilizes several machine learning algorithms
to predict the occurrence of malnutrition disease. In this paper, they use the WEKA
tool to evaluate classifiers in a comparative manner in order to increase classification
accuracy. The findings of this study on the malnutrition dataset demonstrate that linear
regression processing effectiveness and prediction accuracy are superior to k-nearest
neighbor, multilayer perceptron regression decision tree, and methods [11].

Kavya et al. created a novel machine learning-based application that can forecast the
occurrence of malnutrition and anemia. This system is unique and can provide critical
insights into the likelihood of these conditions. They employ technologies like “Visual
Studio” for the front end and “SQL server” for the back end to construct the real-time
application. They are both effective tools for using the real-time application. A team of
researchers has created a system that describes various classification techniques that are
applicable for identifying malnutrition and anemia in children who are younger than five
years old [12].

Nyarko et al. developed a system usingmachine learning algorithms to predict under-
nutrition among children under five in Ethiopia. They collected data from the 2016
Ethiopian Demographic and Health Survey and used various machine learning models,
with the xgbTree algorithm achieving the highest accuracy. The proposed system can
facilitate earlier interventions and treatments to prevent undernutrition and its associated
complications [13].

Wajgi and Wajgi have developed a system that uses machine learning to detect
malnutrition in infants. They collected data on 550 infants and trained various machine
learning models, with the random forest model achieving the highest accuracy of 92.6%
in detecting malnutrition. The proposed system can facilitate earlier interventions and
treatments to prevent malnutrition and associated complications [14].

3 Existing System

On the basis of numeric data, various algorithms were used to identify malnutrition
in binary format (whether the person will have a deficiency or not). Malnutrition was
identified based on age, height, and weight criteria. BMI was also the main factor that
was used to detect malnutrition. To estimate BMI values, a residual neural network
was created and trained. The association between body weight and facial features was
predicted, as was the estimate of BMI using images of human faces [4]. With the help of
images, the conventional neural networkwas used to detect and predict whether a child is
affected by malnutrition or not. For classification purposes, Alexnet was used to identify
patterns in images, as well as for recognizing faces and objects. The classification here is
binary: whether or not a person will suffer from malnutrition or a nutritional deficiency
[2]. The existing system is unable to classify all types ofmalnutrition into a singlemodel.
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Table 1. Comparative table between existing and proposed system.

Approach Advantages Limitations

Physical Examination and
Body Weight Measurement

Non-invasive and simple to
execute

This approach has limited
capabilities to identify mild or
moderate malnutrition and
may produce inaccurate results
in the presence of edema and
dehydration. Additionally, it
requires skilled professionals
to perform the examination
accurately

Blood Tests This technique offers
detailed information on
nutrient deficiencies in the
body

This method is invasive,
costly, time-consuming,
and necessitates specialized
equipment and professionals

Machine Learning Algorithms
(Random Forests, Decision
tree and Neural Networks)

Machine learning algorithms
provide non-invasive, quick,
and precise results. They can
process large datasets and
identify multiple factors
contributing to malnutrition

To provide accurate results,
machine learning algorithms
need a lot of high-quality data.
The model may overfit the
data, and its effectiveness
depends on expertise in
machine learning techniques

Ensemble Learning
(Combining Multiple Machine
Learning Models)

Several machine learning
models can be combined
through ensemble learning to
improve the reliability and
accuracy of predictions. It
can handle missing data and
identify multiple factors
contributing to malnutrition

However, ensemble
learning can be
computationally
expensive

Proposed Approach (Ensemble
Learning for Malnutrition
Detection and Nutritional
Treatment)

The proposed approach of
using ensemble learning for
malnutrition detection and
nutritional treatment aims to
improve the accuracy and
speed of malnutrition
detection. An ensemble
learning system is developed
that takes input images and
classifies them into four
categories: normal, wasting,
stunting, and obesity. After
detecting malnutrition,
nutritional treatment is
provided

The proposed approach also
requires a large amount of
high-quality data and may be
computationally expensive. It
also requires expertise in
machine learning techniques
to be implemented effectively



Malnutrition Detection Analysis 301

No additional research is done to determine how the disease will affect the individual.
Malnutrition analysis is not provided because the treatment section is missing. Table [1]
states the comparison between the existing and proposed system.

4 Methodology/Proposed System

The methodology of this proposed system for having deficiencies (Malnutrition) in
people consists of three stages, first is the designing and training of the malnutrition
detection model and second is the Recognition of Malnutrition type and further using
the data of the personhaving that disease ofMalnutritionwill be useful for recommending
the treatment and further suggest the future impact.

A. Malnutrition Type Classification

In this system, the design and test of a model for images have been done. The dataset
includes various types of malnutrition deficiencies like Obesity, Stunting, Wasting, and
normal where users can form the required words or sentences.

In this system, the implementation of ensemble learning with the use of a CNN algo-
rithm and the use of transfer learning such as InceptionV3 and VGG16 has taken place.
To train models, technologies used are TensorFlow and Keras. For implementation of
the proposed system, it is further divided into five sub-groups that include the collection
of datasets of 4 different classes, the implementation of the model, the extraction and
training of the datasets, the interfacing model with an application for recommending
treatment and the impact of the type of malnutrition.

The first stage decides the base of the entire model and how it is to be implemented.
The system starts with passing the image, then processing the input, and then passing it
through the deep learning architecture. It is further explained in detail.

4.1 Collection and Classes of Datasets

For training the model, the dataset has been created. The dataset contains images that
belong to 4 classes. These are Obesity, Stunting, Wasting, and normal. In Table 2 it
shows the four classes with its labels. Firstly, the dataset contains images that have been
collected of different sizes.

Table 2. Types with its labels

Labels Malnutrition Type

0 Obesity

1 Normal

2 Stunting

3 Wasting
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Fig. 1. Images from Dataset.

In Fig. 1 it depicts the overview of the images that are present in the dataset.
The neural networks get inputs of the images which are of the same size, they all need

to be resized before inputting them to the CNN. Next, the dataset was split into separate
training and testing sets. For training of models, the dataset is created with the help
of data augmentation techniques using the augmenter library from the python module
for increasing the images up to 4000. The images were too collected from different
healthcare websites.

4.2 Implementation of the Model

In the implementation of the model as given in Fig. 2 firstly it takes the input in the
form of images. After preprocessing of images and resizing it to 224x224 size. It is
passed through the deep learning architecture; it detects it in 4 different classes along
with recommending a deficient person about treatment and its future impact by inputting
the values of height and weight.

The project flow diagram is given.
In this diagram, the images in Fig. 3. Are collected of 4 types and image processing is
done i.e., remove the images which are of no use. So, after loading the dataset, generation
of images is done using the python module known as augmenter, which produces about
4000 images. Prediction is doneby applyingdifferent algorithms andone can input height
and weight to know the recommendation, treatment and its impact. Convolutional neural
network (CNN) is used in image processing that is designed to process pixel data. After
the images are passed through the system, the image is processed, and the datasets are
loaded. A total of 3 convolutional, 3 Max Pooling, 1 flatten and 2 dense layers comprise
the CNN [2].
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Fig. 3. Flowchart for Detection of Types of Malnutrition

4.3 Transfer Learning

The task is first learned using the pretrained network, after which the final layers are
substituted with the new, smaller collection of pictures, allowing the classification to be
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applied to the new set of images. Transfer learning commonly expedites and simplifies
network fine-tuning as compared to starting from zero and training a network with
randomly initialized weights. Using the updated pre-trained network and the parameters,
transfer learning is done at this step. The network is then trained to recognize the photos.
In this case, the training images need to have a dimension of 224x224, thus a function
is used to scale all of the images to this size [15].

Various models have been included from transfer learning are-

VGG16Model. Asa16-layer transfer learning architecturewith onlyCNNas its founda-
tion, VGG16 is relatively comparable to earlier architectures, however the configuration
is a little different. For this architecture, the input image with a standard dimension of
224 x 224 x 3, where 3 stands for the RGB channel has been used [16].

Table 3. Summary of CNN classifier

Layer (type) Output Shape Params

conv2d_3 (conv2D) (None, 62, 62,16) 448

max_pooling2d_3 (MaxPooling2D) (None, 31, 31,16) 0

dropout_4 (Dropout) (None, 31, 31,16) 0

conv2d_4 (Conv2D) (None, 29, 29,32) 4640

max_pooling2d_4 (MaxPooling2D) (None, 14, 14,32) 0

dropout_5 (Dropout) (None, 14, 14,32) 0

conv2d_5 (Conv2D) (None, 12, 12,64) 18496

max_pooling2d_5
(MaxPooling2D)

(None, 6, 6,64) 0

dropout_6 (Dropout) (None, 6, 6,64) 0

flatten_1 (Flatten) (None, 2304) 0

dense_2 (Dense) (None, 128) 295040

dropout_7 (Dropout) (None, 128) 0

dense_3 (Dense) (None, 4) 516

Total param: 319,140
Trainable params: 319,140
Non-Trainable params: 0

In Table 3 mentioned above it shows the layers stack along with the total number of
parameters used in the CNN architecture, The given summary describes a Convolutional
NeuralNetwork (CNN) classifierwithmultiple layers. It consists of several convolutional
and pooling layers, followed by dropout layers to reduce overfitting. The network then
flattens the output and passes it through fully connected dense layers. Finally, the output
is transformed through dropout layers and a final dense layer, resulting in a classification
with 4 classes. The network architecture has a total of 516 parameters.
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InceptionV3. The Inception-v3 is a convolutional neural network that consists of 48
layers. The ImageNet database consists of pretrained network versions trained on over
thousands of images. Several animals, a keyboard, a mouse, and a pencil are among the
1000 different item categories that the pre-trained network can classify photographs
into. Therefore, the network contains extensive feature representations for various
photographs. The input image for the network is 299 by 299 pixels in size [17].

VGG19Model. Acutting-edgeobject-recognitionmodel calledVGGcan accommodate
up to 19 layers. VGG,whichwas designed as a deep CNN, performs better than baselines
on several tasks and datasets outside of ImageNet. In comparison to VGG16, VGG19
has a few more convolutional relu units in the network’s center [18].

Ensemble Learning. Ensemble learning is a method for solving specific computational
intelligence problems by strategically generating and combining a number of models,
such as classifiers or experts. The main goal of ensemble learning is to enhance classifi-
cation, prediction, function approximation, etc. In this system 4 models were ensemble
to make the accuracy of the model better [19].

4.4 Training and Testing of Model

The main step after using different models is the ensemble learning to train the model.
For training the CNN, transfer learning algorithms such as CNN, Inception-v3, VGG16
and VGG19 were combined together with the help of ensemble learning. The model is
run on 50 epochs and saves the model. After training all the models the training and
validation accuracy and their loss are given in Table 4.

5 Results and Discussions

The proposed system used images of different types of malnutrition including in a
folder such as obesity, wasting, stunting and normal. For training of models 80% of
data is used whereas 20% is for testing. Dataset images are resized to 224 x 224 x 3 for
training and testing purposes the taken images as input for classification. Following are
the comparison between different CNN architecture with ensemble learning models.

Table 4. Comparison of accuracy of different algorithms

Sr. no Algorithms Training accuracy Validation
Accuracy

1 CNN 94.3% 57.14%

2 InceptionV3 92.3% 81%

3 VGG16 55.26% 35.29%

4 VGG19 88.5% 80.25%

5 Ensemble model 93% 84%
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Table 4 compares the performance of different algorithms based on their training
and validation accuracy. The results show that VGG16 had the lowest accuracy with a
training accuracy of 55.26% and a validation accuracy of 35.29%. The CNN model had
the highest training accuracy of 94.3%, but its validation accuracy was only 57.14%.
InceptionV3 and VGG19 performed better than VGG16 with training accuracies of
92.3% and 88.5%, respectively. However, the best performing model was the Ensemble
model with a training accuracy of 93% and a validation accuracy of 84%.

Precision Recall and F1 score description-

Table 5. Comparison of Precision, Recall and F1 score of CNN algorithms

Classes Precision Recall F1 score

Normal 0.43 0.87 0.57

Obesity 0.55 0.37 0.44

Stunting 0.67 0.63 0.65

Wasting 0.71 0.15 0.25

Table 5 displays the evaluation metrics for the CNN model, which were gener-
ated for four different types of classes. These evaluation metrics are used to assess the
performance of the CNN model in classifying the different types of classes.

Table 6. Comparison of Precision, Recall and F1 score of ensemble model

Classes Precision Recall F1 score

Normal 0.56 0.88 0.60

Obesity 0.70 0.55 0.54

Stunting 0.68 0.69 0.60

Wasting 0.80 0.59 0.39

Table 6 displays the precision, recall, and F1 score for the Ensemble model across
different categories. These evaluation metrics are used to evaluate the performance of
the Ensemble model in classifying instances from each category.

Prediction of images on test data-
In Fig. 4., The model is inputted with an image and it predicts the image as a stunt.
In this Fig. 5, themodel is inputted with an image and it predicts the image as obesity.
Ensembled learningmodel gives good accuracy as comparedwith other architectures.

B. Analysis and Impact on Prediction of Malnutrition Deficiency

The analysis section included the categorization of the three types according to the
height and weight provided by the user.
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Fig. 4. Stunting Image Prediction

Fig. 5. Obesity Image Prediction

The dataset includes obesity wasting and normal categories based on the height and
weight it classifies between different categories. It includes about 300 obesity data, 75
normal, and 35 wasting. The dataset was trained using a random forest algorithm. It
includes 255 females and 245 males.

In Fig. 6. Pie chart it shows the distribution of females and males according to data
and how much of them are affected with the malnutrition type.

In Fig. 7. it shows number of trees vs accuracy. The number of trees depends on
the number of rows present in the dataset, which are further combined to form the final
decision of the model. It provides about 74% accuracy on the basis of values of height
and weight using a random forest algorithm.



308 P. Ghadekar et al.

Fig. 6. Pie chart of males, females and types of malnutrition types.

The impact section included the possibility of deficiency diseases of protein, vita-
mins, and minerals if the prediction is undernutrition and similarly for the obese it
includes the possibility of hemosiderosis or hypervitaminosis as well as hypertension.
Moreover, breathing problems can also be faced with difficulty in physical functioning.
The treatment consists of replacing meals with low-calorie shakes or meal bars and eat-
ing more plant-based foods and getting at least 150 min of physical activity to prevent
further weight gain. The impact of wasting includes feeling tired as well as weaker and
depressed. The treatment includes adding ready-to-use therapeutic food to the diet The
impact of the stunning is a frequent illness as well as recurrent undernutrition. It prevents
the children from reaching their physical and cognitive strengths.

Fig. 7. Graph of Trees in forest vs Accuracy
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The treatment includes giving vitamin A with zinc and plant-sourced foods in the
diet. Furthermore, an exact nutritional diet chart can be obtained from the doctor to seek
medical advice.

6 Conclusion

Malnutrition is incredibly prevalent and has impacted numerous nations worldwide in
one or more ways. Malnutrition detection or prediction will assist the government or
health services in implementing preventative measures. Types of malnutrition are found
using the convolutional neural network (CNN or ConvNet) technique. Normal and defi-
cient people’s pictures are the input. InceptionV3, VGG16, and VGG19 is a CNN archi-
tecture that does classification tasks and looks for patterns in photos to identify faces and
objects. The system predicts whether or not a person would suffer from which type of
malnutrition utilizing parametric settings. Ensemble learning is used to take the average
of the 3 CNN architecture algorithms used. Additionally, it does an analysis of predicted
output and provides proper treatment and impact to the person. The system can provide
the doctor assistance for the proper guidance of the medical treatment. Furthermore, it
can also add the diet tracker option which will track their daily consumption and notify
them. The lab test facility can be made available for them via which they can test and
come to know about more precision value of the different vitamins.
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Abstract. In today’s world, Machine learning and Artificial intelligence are
applied to a wide range of healthcare services. Predictive modeling is imple-
mented in this system with the basis of symptoms entered by the user, the system
will perform the disease prediction. For implementing the disease prediction, it
implements a Support vector, Extreme learning, Random Forest classifier, KNN
and Logistic Regression for analysis. The developed system predicts Malaria,
Heart, and Parkinson using Extreme Learning. The proposed system uses a KNN,
Random Forest, XG Boost, Extreme Learning for predicting disease with better
accuracy. There will be several parameters asked as input from the user related to
the disease selected by the user. With this input, the proposed system will deter-
mine whether the user has the disease. After applying our expertise, the algorithm
with the highest accuracy rate is chosen for each ailment. The extreme learning
algorithm has provided an accuracy of 93% comparedwith othermachine learning
algorithms in disease prediction. This proposed system will help a lot of people
for predicting multiple diseases at the same point.

Keywords: Support Vector machine · Extreme learning · Random Forest
classifier · KNN and Logistic Regression · Diabetes · Heart · Parkinson

1 Introduction

Records are considered an asset and in this virtual world, plenty and fast data are gener-
ated and stored as records fromvarious filed. In the healthcare industry, all patient-related
information is considered data. The proposed system is developed for forecasting peo-
ple’s illnesses in the healthcare sector. There aremanyprediction systems available online
they all perform only one disease prediction. Like one system diagnosis of diabetes, one
for cancer diagnosis, and one for skin or any other kind of diagnosis. There might not be
a single prediction system for the diagnosis of more than one disease at once. Because
of this, the proposed system is developed to diagnose people with rapid and accurate
disorder predictions based on the symptoms they enter as input. The proposed system is
utilized to anticipate a few illnesses. We’ll look into the diagnosis of diabetes, heart, and
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Parkinson’s disease analyses in this tool. As future updates, many serious diseases may
be covered. Machine learning algorithms like CNN, Random Forest, Logistic Regres-
sion, Support vector machine, and Logistic Regression for intense studying machines
for predicting multiple diseases. To preserve the version’s behaviour Python pickling is
used. This system gets various parameters to investigate the disease and make it possible
to discover the condition more effectively and correctly. The finished model is saved as
a pickle document in python.

There has been a lot of analysis of current practices in the healthcare industry, but
just one disease is predicted at a time. One system might diagnose diabetes, another one
for diabetic retinopathy and yet another might predict heart disease. Most systems focus
on a single diagnosis. The hospital organization should employ numerous systems for
looking at patient health records. The methods used in the proposed system help analyse
even the simplest, most uncommon diseases. From a single website, a user can predict
many diseases. For performing the prediction, whether or not the user is now suffering
from a specific illness, the user does not need to travel to several areas.

2 Related Work

Depending on the kind of symptoms a person is displaying, this system [1] forecasts
their sickness. In this case, the system evaluates the user’s symptoms using the Random
Forest algorithm, Decision Tree algorithm, and Naive Bayes algorithm, three different
types of supervised algorithms. The user’s symptoms can range from 1 to 5 in number.
An Excel spreadsheet is used to capture the raw data (a CSV file). A list of various
symptoms and the illnesses they may cause can be found in the CSV file. The CSV file’s
massive data is then used for additional testing and various analytical applications. The
Python module’s Numpy module will now analyse the CSV file that the Pandas module
had previously read.

Predicting liver illness is the primary objective of this paper [2]. In this study, ML
models are created by balancing the uneven data using a variety of pre-processing
approaches, then they are forecasted using the RF algorithm. The models are run in
Anaconda using Jupyter Notebook with in-built libraries. In the northeast of Andhra
Pradesh, India, there are 416 liver patients and 167 non-liver patients who make up the
data set. Numerous over- and under sampling strategies are employed to balance the
data set since it is unbalanced. Samples from minority classes are replicated in over-
sampling, whereas samples from majority classes are removed in under sampling. A
supervised machine learning (ML) model called Random Forest is applied to classifi-
cation and regression issues. It consists of numerous decision trees that are applied to
various aspects of the provided data set, and prediction is accomplished by averaging the
results from each decision tree. Performance increases as the number of trees increases.

The process of diagnosing a disease or categorising a sample according to the many
disease classes is known as disease prediction. Any medical sample would include a
number of features, and the procedure would need to assess howwell the sample features
matched those of various illness groups. This method [3] would predict diseases based
on the similarity value obtained. Simple illness prediction involves fitting or matching
each attribute to the presence of each symptom associated with a particular disease.
The difficulty with this system is that the majority of diseases have similar symptoms.
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Typhoid fever, for instance, has the unique symptoms of stomach pain and vomiting
while general fever has similar symptoms including warmth, body ache, and fatigue.
Therefore, the maximum parameter must be taken into account while calculating the
similarity between characteristics. Additionally, how well a disease prediction performs
depends on how many samples are available in the training class.

This model’s [4] objective is to estimate a person’s risk of developing heart disease,
diabetes, or a coronavirus based on their responses to a series of questions. The same
thing is done with machine learning. The first step in converting raw data into a useable
dataset is data purification. Then a data analysis to determine the importance of each
attribute. The features are located and transformed into ML-acceptable form throughout
this phase. Every model is put through the aforementioned steps in order to forecast
heart, diabetes, and cancer-related illnesses. The dataset cannot be used directly since
it has missing values and has not been cleaned. The symptoms, nation, age, region,
etc., are examples of features. The dataset with missing and null values is not used.
Height, age, and gender are some of the characteristics considered in themodel. After the
datasets were cleaned and analysed, various machine learning models were used. Using
the logistic regression model, all datasets are processed. Then, three logistic regression
models are used to make the prediction. This aids in the model’s better training.

Several machine learning algorithms, including logistic regression, decision trees,
randomforests, support vectormachines, and adaptive boosting, are used in this paper [5].
The datasets for breast cancer, diabetes, and heart disease are all included in this system.
A data dictionary of the relevant attributes is also examined together with the dataset in
the Python environment. The suggested strategy has a prediction accuracy of 87.1% for
Heart Disease using Logistic Regression, 85.71% for Diabetes using a Support Vector
Machine (linear kernel), and 98.57% for Breast Cancer using the AdaBoost classifier.
Automation of processes like data munging, feature selection, and model fitting for best
prediction accuracy is part of the project’s future scope and improvement. A further
benefit could come from the usage of pipeline structures for data pre-processing.

This study [6] is founded on the analysis of heart disease prognosis. Future potentials
can be predicted using the current data set in the prediction analysis approach. An earlier
SVM classifier is used in this study’s prediction analysis. Among all machine learning
algorithms, the SVM algorithm is regarded as one of the simplest. As no assumptions
are made regarding the underlying information distribution, a decision tree is recognised
as a non-parametric supervised learning approach. The samples in this study are cate-
gorised based on the closest patterns found in the feature space. Feature vectors are kept
along with the labels of the training photographs during the training process. During
the categorization process, the unlabelled question point is distributed according to the
labels of its k-nearest neighbours. The majority share cote is used to describe the object
in accordance with the labels of its neighbours. When k = 1, the object is essentially
categorised by the class of the object that is closest to it. When just two classes are still
extant in such a case, k is recognised as an odd integer. When performing multiclass
classification, there may be a tie if k is an odd whole number.

There are two participant groups in this study [7]. The first two groups are SVM and
Dynamic KNN. Heart Disease UCI | Kaggle uses this dataset to forecast diseases. This
dataset includes 14 important features and more than 303 rows of data about the heart.
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Using Clinical.com, the sample size is calculated with the following parameters: alpha
= 0.05, power= 0.8, and beta= 0.2. For two different groups, this system collects a total
of 20 samples from each group. The training dataset and the testing dataset are the two
halves of the dataset. This system collects 20 samples for training data and 20 samples
for testing data from both groupsA machine with a Windows operating system and a
50 GB hard drive is employed. Python is the language used, and Jupyter Notebook has
8 GB of RAM (Anaconda). An Intel i5 is the one in use. Treetops, chol, ancient peak,
exang, slope, and that are independent variables for predicting heart disease. Improved
accuracy values are dependent variables. The study was conducted using IBM SPSS
version 26. For accuracy and loss, the Independent Sample test and Independent Sample
Effect sizes are computed. The examination of the Dynamic KNN and Support Vector
Machine shows that the Dynamic KNN appears to perform and have greater accuracy
than the Support Vector Machine. Due to various issues with the feature extraction of
text-based data in physical examination data, there are some issues with hypertension
and hyperlipidaemia prediction studies.

This study’s [8] suggestion is to extract features using a convolutional neural network
(CNN), and then build the prediction model using the gradient lifting tree approach.
Between the predicted and actual results, there is a 0.0277 variance. The bias in collective
prediction is 0.0394. Consequently, using a CNN for feature extraction in the prediction
of hypertension and hyperlipidaemia can lessen the bias in the prediction and enhance
the predictive power. Text mining frequently uses the feature vectoring technique Term
Frequency-Inverse Document Frequency (TF-IDF) to reflect the significance of terms in
the corpus. The fundamental tenet of TF-IDF is that a word or phrase is regarded to have
good class distinguishing power and is suitable for use in classifying if it frequently (TF)
appears in one article and infrequently (IDF) appears in other articles. A CNN-based
feature extraction technique is suggested. The physical examination canter provides
the examination data for feature processing, and the prediction step is performed by
the gradient lifting tree algorithm. CNNbased feature extraction has a positive impact
on disease prediction, according to experiments. However, the CNN-based strategy for
predicting hypertension and hyperlipidaemia index is still not ideal in illness.

This heart disease prediction system [9] uses machine learning to determine how a
condition will develop. The initial step is to gather data on heart illness; in this paper,
Kaggle’s data collection is employed. It is necessary to get ready for machine learning
after gathering the dataset and visualizing the data. This process of downscaling, stan-
dardizing, and normalizing data is known as data pre-processing. Scikit-Leam libraries
are used in order to accomplish this. Next, the features are chosen. Performance can be
adversely affected by irrelevant features. The following characteristics were taken from
a big collection of heart disease characteristics. In this study, the authors assessed and
contrasted seven different kinds of machine learning algorithms. Logistic regression,
linear discriminate analysis, KNN and CART decision trees, Gaussian Naive Bayes,
support vector machines, and random forest classifiers are some examples of machine
learning techniques. Calculating the mean, mean absolute error, FAR, FRR, accuracy,
precision, and other metrics will show how well an algorithm performs. Regression
model performance is assessed using Mean Absolute Error (MEA).
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Gaussian Naive Bayes has the lowest mean error in comparison to Decision Tree
Classifier, which has a large (poor) mean error (ignoring the negative sign owing to
absolute value). Among all of them, it also has the lowest standard deviation from
the mean error. The implementation of an ontology-based disease prediction system for
illnesses and symptoms is recommended in this study [10]. Tomake the material simpler
to interpret, a domain ontology that is completely dedicated to human diseases must be
developed. In this study, Protege is utilized to create ontologies, and SPARQLqueries are
used to access the ontology through the Apache Jena fuseki server. The dataset may be
readily uploaded into the server under this setup, and Apache Jena Fuseki Server is used
to conduct queries. To suit our purposes, the ontology file can be readily transformed
into a different format. The benefits of the Jena Fuseki Server, how to install Apache Jena
Fuseki, how to upload datasets to a server, and how to create and use SPARQL queries
are all covered in this paper, which will be helpful to ontology developers. Ontology and
SPARQL integration can increase the precision of disease prediction.

This article [11] reviews various machine learning techniques for diagnosing liver
disease in humans. Using Naive Bayes, KNN, and Logistic Regression are the three ML
methods. All of the models were used to implement the system, and their performance
was assessed. This investigation includes a reduction in fatalities and improvement in
diagnosis increased comfort when preparing for a liver illness. More precise diagnoses
of liver illness by experts. In response to the classification of liver disorders and the need
to reduce the burden on experts, an improvised algorithm or medical tool was developed
for quick diagnosis of liver infections in the early stages of machine learning tactics.
These various algorithms’ accuracy has been evaluated against a variety of performance
indicators. Comparing the accuracy of the logistic regression model to those of the other
methods, it achieved a maximum accuracy of 75%.

This system [12] is primarily designed to investigate how many people have histori-
cally utilised artificial intelligence to forecast or identify cardiac disease. It is unfortunate
that the data from multiple studies do not provide a detailed source in the part on ANNs
of this paper, where the developer gathered five articles employing ANNs to forecast
heart disease. The BRBES results show a sensitivity of 79% and a specificity of 63%.
This paper only proposes the flow of its system architecture; it does not propose the
parameters used in the neural network part of its system and algorithm. However, it
mentions how to adjust the weights they use, and the constrained optimization function
is the fmincon function in Matlab. The study employs the three methods of logistic
regression, classification, regression tree, and multi-layer perceptron to predict coronary
artery disease (MLP). MLP is the most pertinent to ANNs. A supervised network, MLP
is a common backpropagation technique for neural networks taught using feed-forward
neural networks. A sensitivity of 93% and a specificity of 46% are the outcomes ofMLP.

3 Proposed Model

In Fig. 1, three diseases that are unrelated to one another—heart, diabetes, and Parkin-
son’s—are considered. Anymachine learning difficulty must be prepared for as its initial
step. Data for heart disease, diabetes, and Parkinson’s disease were therefore extracted
from the UCI dataset, PIMA dataset, and Kaggle, respectively. Each of these datasets
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is regarded as an input dataset for the suggested system. Each input data should be
displayed following the import of the dataset as input. After the input data has been
visualised, it must be pre-processed in order to look for missing values, outliers, and
to separate the data into training and testing data. On the training dataset, the system
applies a Support vector, Extreme learning, RandomForest classifier, CNN, and Logistic
Regression for analysis.

Fig. 1. Architecture Design

The Extreme Learning machine is chosen for highest accuracy rate for each ailment.
Python item structures are serialised and deserialized using Pickle, often known as
marshalling or knocking down or flattening. Serialization is the process of converting a
memory-based item into a byte transfer that can be saved on disc or sent over a network.
For each illness, a pickle document is created, which we then incorporated with the
Django framework to produce the version for the website.

4 Methodology

Different machine learning algorithms are used in this disease prediction system. The
methodology used is the KNN algorithm, Random Forest classifier, XGBoost algo-
rithm, and Extreme learning algorithm. The best accuracy-yielding algorithm is used for
reciting the selected disease.
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4.1 KNN Algorithm

The K-NN algorithm performs as follows:

Step 1: Begin by choosing the K value, for instance, k = 5.
Step 2: Next, calculate the Euclidean distance among the points. Calculations are made
as follows:

EuclideanDistance =
√

(X 2− X 1)2 + (Y2− Y1)2

Step 3: Determine the nearest neighbor’s Euclidean distance.
Step 4: Count how many data points are there in each category.
For instance, two values for category B and three values for category Awere discovered.
Step 5: Give the new point to the category with the most neighbours. Since Category A,
for instance, has the most neighbours, assign the new data point to Category A.
Step 6: KNN model is now complete.

4.2 Random Forest Classifier Algorithm

N decision trees can be combined to create a random forest, which can then be used to
provide predictions for each tree that was created in the first phase.

As for how the random forest works

Step 1: From the training set, select K data points randomly.
Step 2: Make decision trees that are connected to the selected k data points after making
the choice (Subsets).
Step 3: Choose the N-th node for the decision trees you want to create after that.
Step 4: Repetition of steps 1 and 2
Step 5: Locate the predictions made by each decision tree, then assign the new data
points to the category that h as the highest support.

4.3 XGBoost Algorithm

The XGBoost algorithm operates as follows:

Step 1: Create a single leaf tree.
Step 2: Calculate the residuals using the provided loss function after the target variable’s
average has been computed as the first tree’s forecast. The forecast from the first tree is
then used to determine the residuals for subsequent trees.
Step 3: Determine the similarity score using the algorithm

Similarity Score = Gradient
Gradient2

Hessian+ λ

where the squared sum of the residuals (Gradient2) is a regularisation hyperparameter
and the number of residuals equals the Hessian.

Step 4: Using the similarity score, choose the correct node. More homogeneity is seen
when the similarity score is higher.
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Step 5: Apply the similarity score to the information gain. Information gained reveals
how much homogeneity is obtained by splitting the node at a specific place and helps to
distinguish between old and new similarities. The formula used to compute it is:

InformationGain = Left Similarity + Right Similarity − Similarity for Roots

Step 6: Making the desired-length tree using the aforementioned technique Playing with
the regularisation hyperparameter allows for trimming and regularisation.
Step 7: Using the Decision Tree created, forecast the residual values.
Step 8: The new set of residuals is calculated as follows

New Residuals = Old Residulas+ ρ
∑

Predicted Residuals

where ρ the learning rate represents.

Step 9: Go back to step 1 and carry out step 1 again for each tree.

4.4 Extreme Learning

Extreme Learning Machines (ELMs) are single-hidden layer feedforward neural net-
works (SLFNs) that can train faster than gradient-based learning techniques. It is similar
to a conventional hidden layer neural network but does not include learning. Because
it does not engage in repetitive tuning, this sort of neural network is quicker and per-
forms better in terms of generalisation than networks trained using the backpropagation
method (Fig. 2).

Fig. 2. Extreme learning algorithm

Considering:

• Training set H(w,b,x)
• Hidden node output function H;
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• L (xi„ti)|xi e Rd, ti e Rm, i = 1,…,N = number of hidden nodes

Implementation of ELM is done by these three steps:

1. Specify the hidden nodes’ parameters at random (w, b)
2. Computation of hidden layer to generate output matrix H.
3. Figure out the output weights.

5 Results and Discussion

Figure 3, 4 and 5 shows how, the user can select which type of forecasting is required.
There are three different diseases predicted in this system. According to the user’s need
the user can toggle and select between Diabetics, Heart, and Parkinson’s disease predic-
tion. This system gets various parameters to investigate the disease and make it possible
to discover the condition more effectively and correctly. For every single disease, med-
ical parameters that are required to conclude that disease is extracted as the input from
the users.

Fig. 3. Diabetes Disease Input page

Fig. 4. Parkinson’s Disease Input page
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Fig. 5. Heart Disease Input page

If heart disease prediction is selected, the user should enter various medical param-
eters related to that specific disease, and as they are used to investigate and make it
possible to discover the condition more effectively and correctly. Depending on the
settings entered by the user, the outcome will be as shown in Figs. 6 and 7.

Fig. 6. Heart Disease Output case 1

This disease prediction model makes use of the KNN algorithm, Random Forest,
XGBoost algorithm, and Extreme learning to achieve the highest level of accuracy. The
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Fig. 7. Heart Disease Output case 2

disease-specific parameter that the patient contributes will reveal whether or not the
patient has the condition in issue. If the value is outside of the range, is invalid, or is
empty, a warningmessage will show, urging the user to provide an appropriate value. For
instance, age, sex, chest pain types. Resting blood pressure, serum cholesterol in mg/dl,
maximum heart rate achieved, exercise induced angina, ST depression by exercises and
other three are the medical parameters required to deduct heart disease mention in Fig. 7.
The parameters will reflect the required value range. After applying our expertise, we
will choose the algorithm with the highest accuracy rate for each ailment. Then, for the
output of the model to be shown on a website, we created a pickle file for each ailment
and combined it with the Django framework. Each algorithm’s level of accuracy with
the average of all the three diseases is shown in Fig. 8.

Fig. 8. Comparison graph of KNN, Radom Forest, XGBoost and Extreme Learning algorithms
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The comparison graph in Fig. 8 shows that different algorithms like KNN, Random
Forest, XGBoost, and Extreme Learning provide accuracy of 89%, 88.5%, 91%, and
93%, respectively. While comparing all algorithms, the Extreme Learning algorithm
was able to predict all diseases accurately (93% compared with the others).

6 Conclusion

The main objective for the project creation is to predict more than one disease with
the best accuracy. Because of this project the user doesn’t need to traverse different
websites which saves time as well. Predicting the diseases earlier can increase the life
expectancy and save financial troubles as well. To attain the highest level of accuracy,
machine learning techniques have employed, including Random Forest, XGBoost, K
closest neighbour (KNN), and Extreme Learning. When compared with algorithms, the
Extreme Learning have trained each input date with random fixedweight through hidden
layers to produce multi-dimensional output.

In several studies, data from private hospitals were used. De-identification of individ-
ual patient data may be done to obtain larger datasets. The classifiers produced would be
more accurate if more data were provided. This is because having more data also means
having more diversity. The generalization error decreases as the model grows more gen-
eral and is trained onmore samples. Finding reliable medical information is challenging.
Therefore, if the databases were made available to the general public, researchers would
have access to more data. The list of diseases can be expanded in the future by the cur-
rent API. Make the system as user-friendly as possible and offer a chatbot for common
questions.
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Abstract. Healthcare is one of the most important concerns for living beings.
Prediction of the toxicity of a drug is a great challenge over the years. It is quite an
expensive and complex process. Traditional approaches are laborious as well as
time-consuming. The era of computational intelligence has started and gives new
insights into drug toxicity prediction. The quantitative structure-activity relation-
ship has accomplished significant advancements in the field of toxicity prediction.
Nine machine learning algorithms are considered such as Gaussian Process, Lin-
ear Regression, Artificial Neural Network, SMO, Kstar, Bagging, Decision Tree,
Random Forest, and RandomTree to predict the toxicity of a drug. In the study, we
developed an optimized regression model (Optimized KRF) by ensembling Kstar
and Random Forest algorithm. For the mentioned machine learning models, eval-
uation parameters are assessed. The 10-fold cross-validation is applied to validate
the model. The optimized model gave a coefficient of correlation, coefficient of
determination, mean absolute error, root mean squared error, and accuracy of 0.9,
0.81, 0.23, 0.3, and 77% respectively. Further, the Saw score is calculated in two
aspects as W-Saw score and the L-Saw score. The W-Saw score for the optimized
ensembled model is 0.83 which is the maximum and L-Saw score is 0.27 which
is the lowest in comparison to other classifiers. Saw score provides the strength
to an ensemble model. These parameters indicate that the optimized ensembled
model is more reliable and made predictions that were more accurate than earlier
models. As a result, this model could be efficiently utilized to forecast toxicity.

Keywords: Machine learning · Regression · Accuracy · Saw score · Toxicity
prediction · Optimization

1 Introduction and Background

Toxicity means the extent to which a drug compound is toxic to living beings. Prediction
of toxicity is a great challenge [1]. Toxicity can cause death, allergies, or adverse effects
on a living organism, and it is associatedwith the number of chemical substances inhaled,
applied, or injected [2]. There is a narrow gap between the effective quality of a drug and
the toxic quality of the drug. A drug is required to help in illness, diagnosis of a disease,
or prevention of disease [3]. The development of a new drug or chemical compound is
quite an expensive and complex process.
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A subset of artificial intelligence is machine learning [4]. It is a study of com-
puter algorithm that is automatically improved through experience. Machine learning
algorithm creates models based on training data to make predictions without explicit
programming [5]. It can learn and enhance the ability to decision-making when intro-
duced to new data. So with the help of these algorithms, models can gain knowledge
from experience and enhance their capacity for acting, planning, and thinking [6]. The
field of health care has made substantial use of machine learning techniques [7].

Feature selection is a method for choosing pertinent features from a dataset and
removing irrelevant features [8]. Feature selection is employed to demonstrate the rank-
ing of each feature with the variances. The input variables used in machine learning
models are called features. Essential and non-essential features are part of the input
variables [9]. The irrelevant and non-essential features can make the optimal model
weaker and slower. Two main feature selection techniques are supervised and unsuper-
vised. Algorithms are essential to anticipate toxicity in the age of artificial intelligence
[10]. These techniques make it easier for models to infer intended outcomes from his-
torical data and incidents. Every machine learning technique must ensure an optimal
model that will predict the desired outcome best [11].

The ensemble method is a technique that combines multiple base classifiers to gen-
erate the best prediction model [12]. The ensembling technique focuses on considering
a number of the base model into account and optimizing/averaging these models to
provide one final model instead of constructing an individual model and expecting it to
predict the paramount outcome [13].

2 Literature Review

In this section, the related work based on various techniques used in machine learning
models is deliberated. Ai utilized SVM and the Recursive Feature Elimination (RFE)
approach, he created a regression model [14]. Hooda et al. introduced a better feature
selection ensemble framework for classifying hazardous compounds, using imbalanced
and complex pharmacological data of high dimensions to create an improved model
[15]. The Real Coded Genetic Algorithm was used by Pathak et al. to assess the sig-
nificance of each feature, and k cross-validation was employed to assess the resilience
of the best prediction model [16]. Collado et al. worked on a class balancing prob-
lem and provided an effective solution for class imbalance datasets to predict toxicity
[17]. Cai et al. discussed the challenge in the analysis of high dimensional data in ML
and provided effective feature selection methods to improve the learning model [18].
Austin et al. assessed the impact of missing members on the accuracy of the forecast
and looked at the impacts missing members had on a voting-based ensemble and a
stacking-based ensemble [19]. Invasive ductal carcinoma (IDC) stage identification is
very time-consuming and difficult for doctors, as Roy et al. explained, thus they created
a computer-assisted breast cancer detection model employing ensembling [20]. Takci
et al. discussed the problem of the prediction of heart attack is necessary, especially
in low-income countries, and determined the ML model to predict heart attacks [21].
Gambella et al. presented mathematical optimized models for advanced learning. The
strengths and weaknesses of the models are discussed and a few open obstacles are
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highlighted [22]. Tharwat et al. proposed a new version of Grey Wolf optimization to
adopt prominent features and to reduce the computational time for the process. These
encouraging findings mark a significant step forward in the development of a completely
automated toxicity test using photos of zebrafish embryos employing machine learning
techniques and the next iteration of GWO [23].

The rest of the paper is organized as Sect. 3 explains the research methodology and
the results with discussions are explained in Sect. 4. Finally, the last Sect. 5 concludes
the work performed.

3 Proposed Methodology

Computer-aidedmodels are examined in this research.Ninemachine learning algorithms
are considered such as Gaussian Process, Linear Regression, Artificial Neural Network,
SMO,Kstar, Bagging, Decision Tree, RandomForest, and RandomTree to predict toxic-
ity.We developed an optimized regressionmodel (OptimizedKRF) by ensemblingKstar
and Random Forest algorithm. For the mentioned machine learning models, evaluation
parameters are assessed. The results in terms of accuracy are compared and assessed. Ten
folds of cross-validation are used to create a robust model. The proposed methodology’s
workflow procedure is depicted in Fig. 1.

Fig. 1. Proposed Work Flow Process

Figure 2 represents the methodology for an ensembled model. Classifier -1 and
classifier- 2 are applying a lazy and eager algorithm for prediction. Further ensembling
is performed using different algorithms.



Optimized Ensembled Predictive Model for Drug Toxicity 327

Fig. 2. Ensembled Model

4 Results and Discussion

In this paper, the toxicity dataset is acquired from UCI machine learning datasets “UCI
MachineLearningRepository:QSARaquatic toxicityDataSet” and is used to assess how
well learning models perform. The dataset consists of 546 occurrences and 9 attributes
(one class attribute and eight predictive attributes). Table 1 lists the specifics of the
ranking-related attributes. The ranking of important features is done using the correlation
attribute evaluator method.

Table 1. Ranking of the features

Feature Selected Feature Description Ranking

TPSA(Tot) Topological polar surface area 3

SAacc Surface area acceptors 6

H-050 Number of hydrogen atoms 7

MLOGP Moriguchi LOGP values 1

RDCHI Represents topological index 2

GATS1p Represents molecular polarisability 8

nN Number of nitrogen atoms 5

C-040 Number of carbon atoms 4

The coefficient of correlation in Table 2 is calculated with the help of Eq. (1) and
mentioned as:

ρPQ = n�PQ − �P�Q√[
n�P2 − (�P)2

][
n�Q2 − (�Q)2

] (1)
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where ρPQ is correlation coefficients, n represents the size, P, and Q are selected features
and � is the summation symbol.

Table 2. Coefficient of correlation among features

TPSA SAacc H-050 MLOGP RDCHI GATS1p nN C-040

TPSA 1 0.86 0.66 −0.46 0.52 0.17 0.61 0.41

SAacc 0.86 1 0.77 −0.4 0.57 0.21 0.5 0.45

H-050 0.66 0.77 1 −0.49 0.28 0.06 0.47 0.15

MLOGP −0.46 −0.4 −0.49 1 0.33 −0.38 −0.29 −0.1

RDCHI 0.52 0.57 0.28 0.33 1 0.05 0.34 0.41

GATS1p 0.17 0.21 0.06 −0.38 0.05 1 0.07 0.14

nN 0.61 0.5 0.47 −0.29 0.34 0.07 1 0.29

C-040 0.41 0.45 0.15 −0.1 0.41 0.14 0.29 1

We have considered 9machine learning algorithms such as Gaussian Process, Linear
Regression, Artificial Neural Network, SMO, Kstar, Bagging, Decision Tree, Random
Forest, and Random Tree to predict toxicity. Parameters are evaluated for the mentioned
machine learning models. We calculated and compared how accurate each model is to
select the best predictivemodel. Themodel is validated using the tenfold cross-validation
method.

In the study, we developed an optimized regression model (Optimized KRF) by
ensembling Kstar and Random Forest algorithm. Further Saw score is calculated in two
aspects as W-Saw score and the L-Saw score. Gaussian Process, Linear Regression,
Artificial neural Network, SMO, Kstar, Bagging, Decision Tree, Random Forest, and
Random Tree achieved 53%, 58%, 50%, 57%, 64%, 60%, 54%, 63%, 60% accuracy
respectively. The optimized model gave a coefficient of correlation, coefficient of deter-
mination, mean absolute error, root mean square error, and accuracy of 0.9, 0.81, 0.23,
0.3, and 77% respectively.

TheW-Saw score for the optimized ensembled model is 0.83 which is the maximum
and the L-Saw score is 0.27 which is the lowest in comparison to other classifiers.
Saw score provides the strength to an ensemble model. Table 3 shows the state of
art parameters evaluated and Fig. 3 represents the Comparison of the coefficient of
correlation and determination graphically.
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Table 3. Comparison of different models for state of art parameters

Classifier Coefficient of
Correlation (R)

Coefficient of
Determination
(R2)

Mean Absolute
Error

Root Mean
Squared Error

Gaussian Process 0.54 0.29 0.47 0.5

Linear Regression 0.59 0.35 0.42 0.5

Artificial Neural
Network

0.44 0.19 0.5 0.6

SMO 0.59 0.35 0.43 0.5

Kstar 0.58 0.34 0.36 0.5

Bagging 0.61 0.37 0.4 0.5

Decision Tree 0.37 0.14 0.46 0.6

Random Forest 0.63 0.4 0.37 0.5

Random Tree 0.46 0.21 0.4 0.6

Optimized
Ensembled KRF

0.9 0.81 0.23 0.3

Fig. 3. Comparison of coefficient of correlation and determination for several models
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Algorithm: Prediction and Ensembling 

1. Read Dataset => {D}                                               # Intrusion data 

2. {D} train => {D} [0: y] 

3. {D} test => {D} [y+1: n] 

4. SET PD1, PD2                                                                # Define prediction 

PD1, PD2

5. Define Prediction {D}, type = {LAZY} {EAGER} as predictions 

6. Return Classifier {type}. predict ({D}); 

7. Define Voting Classifier (calculations = calculate, type = {hard}, {soft}, 

{PD1}, {PD2})

8. Voting Classifier. Fit ({PD1}, {PD2})

9. Return Voting Classifier. {type}. predict ({D}); 

10. Ensemble = Voting Classifier (calculate, type, predictions); 

11. End Procedure 

The prediction and ensembling algorithm is presented above in terms of lazy and
eager classifiers. Table 4 represents the accuracy of several models.

Table 4. Accuracy comparison for models

Classifier Accuracy

Gaussian Process 53%

Linear Regression 58%

Artificial Neural Network 50%

SMO 57%

Kstar 64%

Bagging 60%

Decision Tree 54%

Random Forest 63%

Random Tree 60%

Optimized Ensembled KRF 77%

Figure 4 depicts a comparison of accuracy for several models graphically. The saw
score is a multi-attribute score based on the concept of weighted summation. This will
seek weighted averages of rating the performance of each alternative. W-Saw score in
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Fig. 4. Accuracy comparison for models

Table 5 will be the highest score among all alternatives and is recommended as shown
in Eq. (2). Figure 5 represents W-Saw scores for different models.

Highest Score Recommender

W − Saw =
∑n

i=1 ri
n

(2)

Table 5. W-Saw score comparison for models

Classifier W-Saw Score

Gaussian Process 0.45

Linear Regression 0.51

Artificial Neural Network 0.38

SMO 0.50

Kstar 0.52

Bagging 0.53

Decision Tree 0.35

Random Forest 0.55

Random Tree 0.42

Optimized Ensembled KRF 0.83
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Fig. 5. W-Saw score comparison for models

L-Saw Score in Table 6 is the score evaluated among alternatives and the lowest
score is recommended as shown in Eq. (3). Figure 6 represents L-Saw scores for different
models.

Lowest Score Recommender.

L − Saw =
∑n

j=1 rj

n
(3)

Table 6. L-Saw score comparison for models

Classifier L-Saw Score

Gaussian Process 0.49

Linear Regression 0.46

Artificial Neural Network 0.55

SMO 0.47

Kstar 0.43

Bagging 0.45

Decision Tree 0.53

Random Forest 0.44

Random Tree 0.50

Optimized Ensembled KRF 0.27
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Fig. 6. L-Saw score comparison for models

5 Concluding Remarks and Scope

To reduce the period and complexity of toxicity prediction, we have to develop intelligent
systems for living beings so that they can reveal the possibilities of toxicity. Machine
learning has significance in toxicity prediction. In this study, ninemachine learning algo-
rithms were taken into account such as Gaussian Process, Linear Regression, Artificial
neural Network, SMO, Kstar, Bagging, Decision Tree, Random Forest, and Random
Tree to predict the toxicity of a drug. In the study, we developed an optimized regression
model (Optimized KRF) by ensembling Kstar and Random Forest algorithm. Parame-
ters are evaluated for the mentioned machine learning models. The technique of tenfold
cross-validation is used to validate the model. The optimized ensembled model gave
a correlation coefficient, coefficient of determination, mean absolute error, root mean
square error, and accuracy of 0.9, 0.81, 0.23, 0.3, and 77% respectively. Further Saw
score is calculated in two aspects as W-Saw score and the L-Saw score. The W-Saw
value in the ensembled model is 0.83 which is the maximum and the L-Saw value for
the ensembled model is 0.27 which is the lowest in comparison to other classifiers. Saw
score provides the strength to an ensemble model. These parameters indicate that the
optimized ensembled model is more reliable and made predictions more accurately than
earlier methods. The study can be extended to the ensembling of other classifiers to get
higher accuracy and fewer errors. Other techniques can be applied for feature selection,
class balancing, and optimization.
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Abstract. Electroencephalography (EEG) is a non-invasive technique that is used
to record the electrical activity of the brain. EEG signals are widely used in the
diagnosis of various neurological and psychiatric disorders. EEG signals are com-
plex and noisy, and thus, it is difficult to classify them accurately. In this paper,
we have evaluated the performance of two popular machine learning algorithms,
namely, Random Forest (RF) and Support Vector Machine (SVM), for classify-
ing EEG signals. The performance of the algorithms was evaluated on a publicly
available dataset of EEG signals. The analysis has been done on Bonn University
EEG database; the analysis of methodologies signifies that the proposed improved
random forest method performs superior to that of conventional random forest as
well as support vector machine-based approach.

Keywords: Machine Learning · EEG · Epilepsy · Ictal · Epileptic Seizures ·
Support Vector Machine · Random forest

1 Introduction

This section discusses two thing first EEG (electroencephalography) which measures
the electrical activity in the brain and second Epilepsy diseases.

1.1 EEG and Epilepsy

Earlier detection and diagnosis of diseases on time saves human life. In the modern
world, computer aided technologies are used by radiologists or physicians to detect
diseases in an earlier manner. From the past decades, Electroencephalography (EEG)
signals have been used to detect and analyze the behavior of human beings and to detect
diseases which are related to the human brain. Epilepsy is a neurological disorder that
affects the brain’s electrical activity and can result in seizures, which can have a signifi-
cant impact on a patient’s life. One of the most common methods for detecting epilepsy
is through electroencephalography (EEG), which measures the electrical activity in the
brain. However, analyzing EEG signals to detect epilepsy can be challenging, as the
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signals are often complex and contain a lot of noise. In this paper, we propose a method-
ology for detecting epilepsy from EEG signals using shearlet transform-based feature
extraction and SVM and Random Forest classifier, with and without GA based feature
optimizer.

Fig. 1. The brain surface anatomy in the left cerebral hemisphere [1]

The nervous system ismade up of the Central Nervous System (CNS) and the Periph-
eral Nervous System (PNS) [2, 3]. Figure 1 represents the cross-sectional view of the
brain. The CNS, which is the main concern of this study, comprises the brain and the
nerves which are the control center of the body. Nerve cells respond to information by
altering the flow of electrical currents across their membranes, which results in the cre-
ation of electric and magnetic fields that may be detected on the scalp.‘ Small electrodes
are applied to the scalp in order to measure the electric fields. Electroencephalograms
(EEGs) are used to capture the potentials between electrodes (EEG). Electrical activity
is recorded using EEG; tiny magnetic fields generated by the neurons of the brain are
measured usingMagneto encephalography (MEG). TheWorld Health Organization, the
World Bank, and the Harvard School of Public Health collaborated on the Global Burden
ofDisease research; there are around 600 known kinds of neurological infections starting
from headaches to epilepsy [2–4]. It is assessed by the World Health Organization that
these issues have their impact onmore than 1 billion individuals around theworld (World
Health Organization, 2006). It is assessed that there are around 5.5 million individuals
with Epilepsy in India. As indicated by the epilepsy establishment, the population with
epilepsy in the USA is in excess of 2 million and around 65 million individuals are
burdened around the world [4].

Random Forest is an ensemble learning technique that builds several decision trees
and averages their predictions to arrive at a single final result. A different collection
of characteristics and data from the training set are used to build each decision tree.
The median of all the decision trees’ forecasts is what the random forest algorithm
returns. Random Forest is widely used for classification problems due to its simplicity
and robustness across a variety of datasets. [5, 6].
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The popular machine learning technique Support Vector Machine (SVM) may be
applied to both classification and regression problems. SVM creates a hyperplane that
divides the information into two groups. Each class’s nearest data points are used to
determine how far apart from the hyperplane to place the hyperplane. Since SVM is
robust against both high-dimensional data and noisy data, it has found extensive usage
in the classification of EEG signals. [7].

In this study, we compare the accuracy of the Random Forest and Support Vector
Machine classification techniques using EEG data. The algorithms were tested using a
publicly available database of EEG readings. The collection includes epilepsy patient and
healthy subject EEG signals. Bandpass filtering, artifact reduction, and feature extraction
were some of the common preprocessing steps used to the raw EEG data.

1.2 Recording EEG

Making Before the EEG recording, the patient is instructed to avoid caffeine, alcohol,
and drugs that can affect the brain’s electrical activity. The patient is also asked to wash
their hair to remove any oils or dirt that can interfere with the electrode contact.

Electrode placement is an essential component of the EEG recording process. Elec-
trodes are attached to the scalp using a conductive gel to improve electrode contact and
reduce electrical impedance. The number and placement of electrodes depend on the
clinical indication for the EEG recording [7, 8].

Fig. 2. Electrode’s placement in side view [1]

Standard EEG recording uses a 10–20 electrode placement system. This system
divides the scalp into specific regions and assigns electrode positions based on their dis-
tance from these regions. For example, the Fp1 electrode is placed 10% of the distance
between the Fpz and T3 electrodes. EEG signals are recorded using an amplifier con-
nected to the electrodes on the scalp. The amplifier amplifies the small electrical signals
generated by the brain and filters out any noise or interference. During the recording, the
patient is typically instructed to sit or lie down in a relaxed state with their eyes closed or
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open. The recording typically lasts 20–40 min and includes a variety of stimuli, includ-
ing flashing lights or hyperventilation, to trigger specific brain activity. The recorded
EEG data is analyzed to identify any abnormalities or patterns of electrical activity that
may indicate a neurological condition. EEG data can be analyzed in the time domain or
frequency domain. The EEG recording process involves several steps, including prepa-
ration, electrode placement, signal acquisition, and data analysis. Electrode placement is
an essential component of the EEG recording process, and the number and placement of
electrodes depend on the clinical indication for the EEG recording. The recorded EEG
data is analyzed to identify any abnormalities or patterns of electrical activity that may
indicate a neurological condition. EEG is a safe and non-invasive technique that has
revolutionized the diagnosis and monitoring of neurological disorders (Fig. 2).

1.3 Applications of EEG

TheElectroencephalography (EEG) is a non-invasivemethodused to record the electrical
activity of the brain. EEG signals are characterized by their frequency content, which
can provide valuable information about brain activity. In this paper, we will discuss the
frequency distribution and applications of EEG signals (Fig. 3).

Fig. 3. Single–sided amplitude spectrum of different frequency band of a signal [1]

EEG signals are composed of different frequency components, which are tradition-
ally categorized into five frequency bands: delta, theta, alpha, beta, and gamma. The
frequency bands are defined based on the frequency range of the EEG signal. The fre-
quency distribution of EEG signals varies depending on the brain activity being recorded.
For example, during deep sleep, the EEG signals are dominated by the delta band, while
during wakefulness, the alpha and beta bands are more prominent. The frequency distri-
bution of EEG signals is also affected by age, with children having higher amplitudes in
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the delta and theta bands, and adults having higher amplitudes in the alpha and beta bands.
EEG signals have a wide range of applications in clinical and research settings. EEG
signals can provide valuable information about brain activity and are used to diagnose
and monitor a variety of neurological conditions, including epilepsy, sleep disorders,
and brain injury. EEG signals are also used in neuroscience research to investigate brain
function and cognitive processes.

Some of the main applications of EEG signals are discussed below:

1. Epilepsy Diagnosis and Monitoring: EEG signals are widely used to diagnose and
monitor epilepsy. During an epileptic seizure, the EEG signals show characteristic
patterns of abnormal activity, such as spikes and sharp waves. EEG signals can also
be used to determine the type and location of the seizure activity, which can help in
the selection of appropriate treatment options.

2. Sleep Studies: EEG signals are used to study sleep patterns and diagnose sleep disor-
ders, such as sleep apnea and insomnia. EEG signals are used to identify the different
stages of sleep, including NREM (non-rapid eye movement) and REM (rapid eye
movement) sleep. During NREM sleep, the EEG signals are dominated by the delta
band,while duringREMsleep, theEEGsignals are characterized by a desynchronized
pattern.

3. Brain-Computer Interface (BCI): EEG signals are used to develop BCIs, which are
systems that allow individuals to control devices using their brain signals. BCIs
are being developed for a variety of applications, including assistive technology for
individuals with disabilities and gaming and entertainment.

4. Cognitive Neuroscience: EEG signals are used to investigate cognitive processes,
such as attention, memory, and perception. EEG signals are used to measure changes
in brain activity in response to stimuli or tasks, which can provide insight into the
underlying neural mechanisms.

5. Neurofeedback: EEG signals are used in neurofeedback, which is a technique used to
train individuals to control their brain activity. Neurofeedback has been used to treat
a variety of conditions, including ADHD, anxiety, and depression.

EEG signals provide valuable information about brain activity and are widely used
in clinical and research settings. EEG signals are characterized by their frequency distri-
bution, which varies depending on the brain activity being recorded. EEG signals have
a wide range of applications, including epilepsy diagnosis and monitoring, sleep stud-
ies, BCI development, cognitive neuroscience, and neurofeedback. Understanding the
frequency distribution and applications of EEG signals is essential for interpreting EEG
recordings and developing new applications for EEG technology.

2 Related Works

This section deals with current state of art techniques to study EEG and Epilepsy through
EEG.

2.1 EEG and Epilepsy

Recent diagnostic strategies for epilepsy have centered on creating machine/deep learn-
ing model (ML/DL)-based electroencephalogram (EEG) techniques since epilepsy is
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one of the most chronic neurological illnesses. However, conventional ML/DL mod-
els struggle to produce a consistent and satisfying diagnostic outcome for EEG due
to its low amplitude and nonstationary properties. This work conducts a comprehen-
sive systematic evaluation of the latest breakthroughs in EEG-based ML/DL systems
for epileptic seizure identification in an effort to fill this knowledge gap. [7] The latest
advances in epileptic seizure diagnosis are discussed, as well as the many statistical
feature extraction methods, ML/DL models, their respective performances, limitations,
and core challenges, and the correct criteria for choosing effective and efficient feature
extraction techniques and ML/DL models. The results of this investigation will help
scientists select the best machine learning and deep learning models, as well as the most
effective feature extraction strategies, to enhance the effectiveness of EEG-based seizure
detection [8]. Electroencephalogram (EEG) signals aid neurologists and doctors in the
diagnosis of epilepsy, a common neurological condition. Given the time and expertise
requirements of human EEG analysis for this purpose, an automatic seizure detection
approach is warranted. To detect generalized seizures in the Temple University Hospital
(TUH) corpus, this investigation utilizes time and frequency domain features extracted
from the EEG signals using machine learning algorithms such as Logistic Regression,
Decision Tree, Support Vector Machines, etc. The TUH data collection is described
in depth. In this study, author compile and compare the performance characteristics of
each trained algorithm. With the proposed method, SVM achieved 92.7% accuracy in
binary classification [9, 10]. This research offers a technique for classifier training that
utilizes Natural Language Processing from individual patients’ clinical reports to pick
EEG frequency bands (sub-bands) and montages (sub-zones).

The proposed method strives to provide customized care and simulates the way an
expert neurologistmay thinkwhile interpreting anEEG for signs of a seizure. Experiment
data come from the EEG seizure corpus collected at Temple University Hospital, and
are separated into subsets of individuals that experienced the same sort of seizure and
had access to the same recording electrode references. The findings of the categorization
show that respectable outcomes may be attained using only a subset of EEG data [11–
13]. Generalized Seizures (GNSZ) sub-zone selection across all three electrodes can
minimize data by roughly 50% while maintaining the same performance metrics as
using the full frequency and zones. For GNSZ with Linked Ears reference, choosing
by sub-zones and sub-bands combined reduces the data range to 0.3% of full range,
and the performance deviates by less than 3% from the findings with whole range. In
this study, we investigate how well stimulus-free EEG can detect diseased brain activity
patterns. It investigates a variety ofmachine-learning techniques to prove that PSD at rest
can identify FEP patients from controls. PSD may be employed as an efficient feature
extraction approach for assessing and categorizing resting-state EEG signals of mental
diseases, as evidenced by the GPC model’s superior performance (specificity of 95.78
percent. This study evaluated and contrasted common classification algorithms with
deep learning techniques and proposed a new method of classification called Focal-
Generalized classification. Two categories investigated were Complex Partial Seizure
(CPSZ) and Case (II) CPSZ-ABSZ [14, 15].

Data from scalp EEGs was normalized, feature extraction was performed using the
discrete wavelet method, feature selection was performed using the Correlation-based
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Feature Selection (CFS) method, and data was classified using classifier algorithms (K-
Nearest Neighbors (Knn), Support Vector Machine (SVM), Random Forest (RF), and
Long Short-Term Memory (LSTM). The LSTM deep learning architecture obtained
a classification success rate of 95.92% for case (I) and 98.08% for case (II). Forty-
eight episodes were analyzed using data from the CHB-MIT scalp EEG dataset. Using
TQWT and temporal measurements, we were able to separate the EEG signal into its
component frequencies. SVM and RF classifiers were used to the dataset for epilepsy
classification The RF classifier outperformed its competitors in terms of sensitivity and
accuracy,]making it the superior choice for the reliable diagnosis of epilepsy in clinical
settings [16, 17].

3 Database

The BONN data base is one of the most cited data bases in epilepsy detection research
works. The BONN database contains 5 sets of EEG data (i.e., set_Z, set_O, set_N,
set_F & set_S). The segments were recorded using multi-channel recording system and
the segments were selected from that recording after visual inspection of EMG artefacts
and ocular artefacts. Set Z and O were recorded from five-healthy volunteers using
standard 10_20 recording system. Set Z and O recorded from volunteers when they
were in relaxed-state with eye open and with eye closed respectively. The sets N, F were
recorded using invasive electrodes. 5 epilepsy patients’ EEG signals were recorded. The
set N consist of recording from the hippocampal formation of the opposite hemisphere
of the brain. The set F was recorded from epileptogenic region of the brain. Sets N
and F contained activity recorded during inter ictal seizure free intervals. The set S was
recorded during Seizure event. Surface electrodewas used to record seizure EEG signals.
These EEG signals were recorded using 128 channel amplifier recorders with common
average reference and sampled at 173.61 Hz. The time duration of each segment was
23.6 s. These EEG signals were band limited to 0.5–85 Hz. Five EEG data sets were
available in BONN database. Each set consisted of 100 files of 4096 data points. Total
of 39.33 min with 5 sets.

4 Proposed Methodology

In order to record the brain’s electrical activity, electroencephalography (EEG) is
employed. Epilepsy, Alzheimer’s disease, Parkinson’s disease, and depression are only
few of the neurological and psychiatric conditions for which EEG signals are commonly
employed in the diagnostic process. It is challenging to appropriately categorize EEG
data since they are complicated and noisy. Classification of EEG data using machine
learning methods is commonplace. In this research, we compare and contrast two well-
known machine learning algorithms, Random Forest (RF) and Support Vector Machine
(SVM), and their ability to categorize electroencephalogram (EEG) data.

Random Forest is an ensemble learning technique that builds several decision trees
and averages their predictions to arrive at a single final result. A different collection
of characteristics and data from the training set are used to build each decision tree.
The median of all the decision trees’ forecasts is what the random forest algorithm
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returns. Random Forest is widely used for classification problems due to its simplicity
and robustness across a variety of datasets. The popular machine learning technique
Support Vector Machine (SVM) may be applied to both classification and regression
problems. SVM creates a hyperplane that divides the information into two groups. Each
class’s nearest data points are used to determine how far apart from the hyperplane to
place the hyperplane. Because of its versatility in dealing with both high-dimensional
data and noisy data, SVM has found widespread use in the classification of EEG signals.

In this study, we compare the accuracy of the Random Forest and Support Vector
Machine classification techniques using EEG data. The algorithms were tested using a
publicly available database of EEG readings. The collection includes epilepsy patient and
healthy subject EEG signals. Bandpass filtering, artifact reduction, and feature extraction
were some of the common preprocessing steps used to the EEG data. This study’s
approach may be broken down into the following stages:

• Data Preprocessing:
The dataset used in this study consists of EEG signals recorded from patients with

epilepsy and healthy subjects. The EEG signals were preprocessed using standard
techniques, such as bandpass filtering, artifact removal, and feature extraction. The
preprocessed signals were then divided into training and testing sets.

• Feature Extraction:
In this step, we extracted features from the preprocessed EEG signals. We used

two types of features, namely, time-domain features and frequency-domain features.
Time-domain features include mean, standard deviation, skewness, kurtosis, and root
mean square. Frequency-domain features include power spectral density, spectral
entropy, and peak frequency. We extracted a total of 20 features from each EEG
signal.

• Model Training:
In this step, we trained Random Forest and SVM models using the training set.

We used the scikit-learn library in Python to implement the models. We used the
default hyperparameters for both the algorithms.

• Model Evaluation:
In this step, we evaluated the performance of the RandomForest and SVMmodels

on the testing set. We used three performance metrics, namely, accuracy, precision,
and recall, to evaluate the models,

4.1 Pre-Processing

For automated classification of data for epilepsy disease prediction, the Shearlet Trans-
form with Random Forest (STRF) classification technique is employed. On the source
test EEG signals, the shearlet transform is applied, and coefficients of the transform are
used to derive the features and optimized by Genetic Algorithm (GA), while trained and
classed features are achieved using the RF classification technique. Figure 4 (a) shows
signal in which from set F the variations between two consecutive points are not in dense
manner and Fig. 4 (b) shows the EEG signa from set Z, where the variations between
two consecutive points are dense (Fig. 5).
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Fig. 4. EEG signals (a) Non-focal signal (b) Focal signal [18]
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Fig. 5. Proposed EEG signals classification using Machine Learning Classification Approach

4.2 Feature Extraction

The EEG signals can be differentiated by the feature parameters which are obtained from
the decomposed sub bands of shearlet transform. The following features are computed
from the decomposed coefficientmatrixwhich is obtained through the shearlet transform.
TheGrey Level Co-occurrenceMatrix (GLCM) is constructed from the decomposed sub
bands of shearlet transform in linear order by width and height of the matrix is M and N,
respectively). The following factors are generated using the GLCMmatrix to categorize
the focal from nonfocal EEG data, as given [19].

Angular Second Moment(ASM ) =
∑M−1

i=0

∑N−1

j=0
G(i, j)2 (1)
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where, G is the shearlet transformed coefficient matrix, ‘i’ and ‘j’ are the spatial
coordinates of the matrix G.

Inverse Different Moment(IDM ) =
∑M−1

i=0
∑N−1

j=0 G(i, j)2

1+ (i − j)2
(2)

Entropy =
∑M−1

i=0

∑N−1

j=0
−g(i, j)*logG(i, j) (3)

Correlation =
∑M−1

i=0
∑N−1

j=0 G(i, j)2

σx · σy (4)

where, x and y are the standard deviation of the matrix G with respect to spatial
coordinates.

The statistical features which are defined in the Equations illustrate the difference
between every coefficient value with its adjacent coefficient value in shearlet transform
coefficient matrix.

Mean(μ) =
∑N−1

i=0
ip(i) (5)

The coefficient of matrix G is p (i) and the total number of coefficients in matrix G
is N.

Variance
(
σ 2

)
=

∑N−1

i=0
(i − μ)2p(i) (6)

skewness (μ3) = σ−3 ∑N−1
i=0 (i − μ)3p(i)

(7)

where σ is standard deviation and it is computed using the Eq. (8)

σ =
√∑

(x − μ)2

N
(8)

Kurtosis (μ4) = σ−4 ∑N−1
i=0 (i − μ)4[p(i) − 3] (9)

where,
x1: X-component of the matrix G; x2: Y-component of the matrix G; μ1 : x -

Component mean;
μ2 : y - Component mean;

Moment(mk) = E(x − μ)k (10)
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4.3 Design of Classifier

Random forest is chosen because it is based on the bagging algorithm (Bagging, also
known as bootstrap aggregation, is an ensemble learning approach that is often used to
minimize variance within a noisy dataset). RF is used since it decreases the over fitting
problem in decision trees as well as variance, enhancing detection accuracy.

SVM can estimate any permutation data, and can better summarize a given data set.
The versatility of subdivision affects the implementation of new data sets. SVM supports
parameters for controlling the multifaceted nature, or even more, SVM does not reveal
how to set these parameters, we should be able to select these parameters on a given data
set through cross-validation. The chart given below gives the main description (Fig. 6).

DATASET

PREDICTION PREDICTION

FINAL PREDICTION 
ON MAJORITY 

Final Output 

Decision Tree

Random Forest Classifier 
System

Fig. 6. Proposed EEG signals classification using Machine Learning Classification Approach

SVM is an important strategy for data order. Despite the fact that it’s seen as that
Neural Networks are more straightforward to use than this, regardless, here and their
unsatisfactory results are procured. An order task, generally, incorporates getting ready
and testing data which involves certain data models. Every model in the planning set
contains one objective regards and a couple of characteristics. The goal of SVM is to
create a model that can predict objective estimates of data events in a test set that only
give features. The order in SVM is an example of supervised learning. Recognized
branding helps determine whether the structure is functioning in the correct way. This
information revolves around a perfect response, confirming the correctness of the system,
or used to enhance the vitality of the structure to reasonably understand appropriate
behavior. This is called merge decision or feature extraction. Although the conjecture of
the darkening model is not indispensable, functional guarantees are used together with
SVM characterization (Fig. 7).
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Fig. 7. SVM Classification Approach [20]

4.4 Step by Step Process of Proposed Methodology

Preprocessing:
EEG signals are first preprocessed to remove noise and artifacts. This can be done

using various techniques such as bandpass filtering, notch filtering, and baseline correc-
tion. Let x(t) be the preprocessed EEG signal. Input: EEG signal s(t) Output: Prepro-
cessed signal s_p(t) Apply a bandpass filter to remove unwanted frequencies. Remove
baseline drift using detrending methods [21].

Shearlet Transform:
The shearlet transform is used to extract features from the preprocessed EEG signal.

The 2D shearlet transform can be expressed as:

S(u, v) =
∑ ∑

x(m, n)ψ[(m− u)/2j, (n− v)/2j] (11)

where j is the scale parameter, ψ is the shearlet kernel, and u,v are the translation
parameters. The shearlet coefficients S(u,v) are complex-valued and represent the local
frequency and orientation information of the EEG signal.

Feature Extraction:
The shearlet coefficients are used as features for classification. The features can be

represented as a matrix C(i,j,k) where i,j are the shearlet coefficient indices and k is the
sample index. The features can be normalized using z-score normalization:

C(i, j, k) = (S(i, j, k) − μ(i, j)) / σ(i, j) (12)

where μ(i,j) and σ(i,j) are the mean and standard deviation of the shearlet coefficients
across all samples.

Classification:
The features are classified using SVM and RF classifiers. The SVM classifier can be

expressed as:

y_svm = sign
(∑

αi yi K(xi, x) + b
)

(13)
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where αi are the SVM coefficients, yi are the class labels, K(xi,x) is the kernel function,
and b is the bias term.

The RF classifier can be expressed as:

y_rf = RF(c(i, j, k)) (14)

where RF is the random forest classifier and c(i,j,k) is the feature matrix.
Feature Selection:
GA is used to select the most relevant features that maximize the classification

accuracy. The GA algorithm can be expressed as:

1. Initialize the population of feature subsets
2. Evaluate the fitness of each subset using the classification accuracy
3. Select the fittest subsets for reproduction
4. Generate new subsets through crossover and mutation
5. Evaluate the fitness of the new subsets
6. Repeat steps 3–5 until convergence

The selected features c’(i,j,k) are then used for classification using SVM and RF.

5 Results and Discussion

Bonn dataset are used to evaluate the proposed shearlet transform based EEG signal clas-
sifying system. The system’s performance is evaluated in terms of accuracy, sensitivity
and specificity. True Positive and Negative represent the number of correctly recognized
EEG signals, whereas False Positive and Negative represent the number of incorrectly
detected EEG signals. Shearlet transform is the type of multi resolution transform which
converts the signals from spatial domain to multi oriented EEG signals. This creates
the impacts on the EEG classification results. Table 1 shows the Shearlet transform
performance analysis of the proposed classification systems. The directional properties
of shearlet transform improve performance of the method for classifying EEG signals.
Hence, it is necessary to analyze the impact of the shearlet transform on the EEG signal
classification system (Table 2).

Table 1. Analysis of Accuracy and Performance Parameters without Feature Optimization

Classifier Accuracy (%) Sensitivity (%) Specificity (%)

SVM 90.3 91.5 89.1

RF 91.2 91.3 89.0

From the above results, we can see that the proposed methodology achieves high
classification accuracy for both SVMandRF classifiers. The use of theGA-based feature
optimizer further improves the classification accuracy, as expected. The SVM classifier
achieves a slightly lower accuracy compared to the RF classifier, but has a higher sen-
sitivity and specificity for both with and without the GA-based feature optimizer. This
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Table 2. Analysis of Accuracy and Performance Parameters with GA-based feature optimizer

Classifier Accuracy (%) Sensitivity (%) Specificity (%)

SVM 92.7 93.8 91.6

RF 93.5 93.2 91.1

Fig. 8. Analysis of Classifier Performance

indicates that SVM classifier is better at correctly classifying the positive (epileptic)
cases (Fig. 8).

The RF classifier achieves a slightly higher accuracy compared to the SVMclassifier,
but has a slightly lower sensitivity and specificity for both with and without the GA-
based feature optimizer. This indicates that RF classifier is better at correctly classifying
the negative (non-epileptic) cases.

In general, both classifiers achieve high accuracy, sensitivity, and specificity, which
are important metrics for detecting epilepsy from EEG signals. The use of the GA-
based feature optimizer further improves the classification performance, suggesting that
selecting the most relevant features can significantly improve the classification accuracy
(Fig. 9).

Overall, the proposedmethodology using shearlet transform based feature extraction
and SVMandRF classifiers, with andwithoutGA-based feature optimizer, is an effective
approach for detecting epilepsy from EEG signals. The high classification accuracy,
sensitivity, and specificity achieved by the classifiers suggest that this methodology has
potential for clinical applications in diagnosing epilepsy.
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Fig. 9. Comparative Analysis of Performance Parameters

To evaluate the performance of the proposed methodology for epilepsy detection
from EEG signals, we compare the classification accuracy of the SVM and RF clas-
sifiers with and without GA-based feature optimization. The classification accuracy is
calculated using the following metrics: True Positive Rate (TPR), False Positive Rate
(FPR), Precision, Recall, F1-score, and Accuracy (Table 3).

Table 3. Analysis of Performance Parameters

Classifier TPR FPR Precision Recall F1-Score

RF 0.90 0.08 0.89 0.90 0.90

SVM 0.85 0.13 0.84 0.85 0.85

RF + GA 0.92 0.06 0.91 0.92 0.92

SVM + GA 0.88 0.11 0.87 0.88 0.88

The feature selection process helps to reduce the dimensionality of the feature matrix
and select themost informative features for classification. This can significantly improve
the classification accuracy, as demonstrated by the results. Without feature selection, the
classification accuracyof theSVMandRFclassifierswas 90.3%and91.2%, respectively.
However, with feature selection, the accuracy improved to 92.7% and 93.5% for SVM
and RF, respectively.

The selected features were also analyzed to determine their relevance in detecting
epilepsy. The selected features corresponded to specific frequency bands and orienta-
tions, which are known to be relevant in detecting epileptic activity. This suggests that
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the GA-based feature optimizer was able to identify the most informative features for
classification, which led to improved accuracy.

6 Conclusion

In this paper, we proposed a methodology for detecting epilepsy from EEG signals using
shearlet transform-based feature extraction and SVM and Random Forest classifier, with
and without GA based feature optimizer. The proposed methodology involves prepro-
cessing the EEG signals, extracting features using shearlet transform, and classifying
the features using SVM and RF classifiers with and without GA-based feature optimiza-
tion. The results showed that the GA-based feature optimization technique improved the
classification accuracy of both the SVM and RF classifiers.

The proposedmethodology could be useful for clinical applications in epilepsy diag-
nosis and monitoring. Bonn dataset are used to evaluate the proposed shearlet transform
based EEG signal classifying system. To further discuss the results, it is important to ana-
lyze the feature selection process and the performance of the classifiers with the selected
features. In this methodology, the GA-based feature optimizer was used to select the
most relevant features from the shearlet coefficients matrix, with the objective of max-
imizing the classification accuracy. The GA-based feature optimizer searches for the
optimal feature subset by evaluating the fitness of each subset based on the classification
accuracy.

The fittest subsets are selected for reproduction, and new subsets are generated
through crossover and mutation. This process is repeated until convergence, and the
selected features are then used for classification. The selected featureswere also analyzed
to determine their relevance in detecting epilepsy. The selected features corresponded to
specific frequency bands and orientations, which are known to be relevant in detecting
epileptic activity. This suggests that the GA-based feature optimizer was able to identify
the most informative features for classification, which led to improved accuracy.

Classifiers’ efficacywas evaluatedwith respect to both sensitivity and specificity. The
capacity of a classifier to properly identify positive (epileptic) instances is referred to as its
sensitivity, while the ability to correctly identify negative (non-epileptic) cases is referred
to as its specificity. In terms of successfully categorizing positive and negative examples,
the SVM classifier demonstrated higher sensitivity and specificity than the RF classifier.
Both classifiers performed well, with just a minor performance gap between them; this
suggests that they are equally good at spotting cases of epilepsy. The assumption that
the raw EEG data have been preprocessed to reduce noise and artifacts is a significant
shortcoming of this approach. It is possible that classifier performance will suffer if
the preprocessing stage is not carried out correctly. Therefore, the EEG data must be
meticulously preprocessed before the suggested approach can be used.

This study concludes that the suggested methodology for identifying epilepsy from
EEG data utilizing shearlet transform based feature extraction and SVM and RF classi-
fiers, with and without GA-based feature optimizer, is an efficient way for diagnosing
epilepsy. Clinical uses of this technology are hinted at by the classifiers’ high levels
of accuracy, sensitivity, and specificity. Using a GA-based feature optimizer enhances
classification accuracy by selecting the most useful features for classification.
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Abstract. The application of machine learning (ML) is widespread throughout
the economy. ML models have long been used in several technological sectors
to specify and rank adverse threat characteristics. Forecasting problems are com-
monly addressed using a variety of prediction approaches. This research examined
a blood sample database to find significant predictive indicators of disease mor-
tality to aid preventive planning and decision-making in healthcare systems. This
makes several clinical and demographic assumptions to solve the problem of fore-
casting the mortality result (death) of COVID-19 patients. A sizable cohort of
COVID-19 patients with labeled mortality outcomes makes up the dataset used in
this investigation. The dataset is preprocessed into training and testing sets, han-
dling missing values and normalizing features. Three, seven, and nine biomarkers
are highly effective at predicting patient death ML and soft computing technolo-
gies were used to choose the best candidates for this more than 98.35% of the
time. The COVID-19 virus, viewed as a severe threat to humans, can be pre-
dicted using ML and soft computing models, as this research illustrates. In this
research, two machine learning (ML) standard models— Support Vector Machine
(SVM), Neural Network Auto Regression technique (NNETAR), and Decision
Tree (DT)—are employed, along with one soft computing model. Based on the
results, the NNETAR model performs well compared to other models in use.

Keywords: NNETAR · SVM · DT ·ML

1 Introduction

By winter’s arrival in the northern hemisphere, several countries already had a sizable
increase in COVID-19 cases [1]. Although numerous nations have launched substantial
vaccination campaigns to halt COVID-19 transmissions, the unprecedented rise in illness
poses new challenges for concerned government authorities. Professionals with keen
awareness have already issued dire warnings about COVID-19 epidemics as the situation
goes worst and the number of its variants rises to previously unknown-of levels. Mass-
level tracing and testing procedures are also necessary to stop the continuing transmission
loop. To prevent the virus from spreading, governments have implemented interim steps
such as self-isolation, quarantine, social isolation, and halting non-essential operations
[2]. A significant patient influx brought on by rising healthcare demand has caused a
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scarcity of hospital beds and traffic congestion. This epidemic had a detrimental effect
on the community’s prosperity and health. The dynamic propagation of the virus is what
has caused COVID-19 to behave as it does [3]. When this happens, many measures
from various approaches are employed to detect and assess these viral illnesses. Each
epidemic that has impacted a state or a nation has done so throughout time and in varying
sizes, especially in connection to weather changes and the transmission of viruses. To
highlight the abruptness of infectious diseases and to record these striking non-linear
shifts, researchers have focused on and built such nonlinear systems. Mathematical
models such as NNETAR and SVM have been created to better understand epidemics.

ML models help statistical approaches perform better by enabling early prediction
from real-time application data [4]. After learning the behavior of the data using training
data, a general model is created [5]. The test results were compared to the reference data.
It is possible to get decent results using ML time series utilizing nonlinear data. For
helping policymakers, higher authorities, and psychiatric experts to make predictions
and act quickly by taking into account public opinion, ML was used. This research
employed two ML models—DT and SVM—to investigate the mortality of Covid-19
positive humans.

One way to solve that don’t need computers is provided by soft computing [6]. With
the humanmind as its model, soft computing tolerates partial truths, uncertainty, approx-
imation, and imprecision. Because of the tolerance of soft computing, researchers can
now solve several problems that classical computing couldn’t manage. Soft computing
has existed since the 1990s. Its motivation came from the human mind’s ability to get
close to real-world solutions to problems [7]. Soft computing contrasts with possibility,
a tactic used when there is inadequate data to handle a problem. Soft computing is uti-
lized where traditional arithmetic and computer methods cannot be employed because
the problem needs to be expressed better. The NNETAR is a statistical model utilized
in ML problems. The NNETAR model employed in this work illustrates a parametric
nonlinear model and a neural network for problem prediction. The problem statement
is thoroughly explained in Sect. 2. The literature for the previously completed task is
displayed in Sect. 3. A detailed description of the dataset is discussed in Sect. 4. The
associated work is shown in Sect. 5. The proposed technique and model’s operation are
discussed in Sect. 6, and the results of this research are summarized in Sect. 7. Finally,
Sect. 8 provides an overview of the work done as conclusion.

2 Problem Statement

Various biomarkers are used, and a data-driven decision-making assistance system uti-
lizing data analysis techniques is created. This research aims to determine how accuracy
may increase and which traits are essential for predicting patients’ deaths by COVID-19.
The two research questions below were created to achieve this. Which additional indi-
cations are essential for forecasting patient mortality? What other factors are essential
for determining patient mortality? The mortality prediction of COVID-19 patient can
be considered as a binary classification problem. A patient’s outcome is stated as either
being released or passing away. To achieve these research goals, a range of models,
such as NNETAR, SVM, and DT will be used for predicting the COVID-19 cases. The
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current research gap in mortality prediction in COVID-19 is due to a need for more
studies on the potential impact of the virus on susceptible populations. Despite several
studies examining the effects of demographic parameters like age, race, and gender on
mortality, there hasn’t been much research on how underlying diseases, environmental
conditions, and behavior can raise the risk of death. Furthermore, little research has been
done on how different interventions, including social exclusion or vaccinations, affect
death rates. Further research is required for understanding the effects of these elements
and developing effective methods of reducing mortality. The research’s primary contri-
bution is deciding the additional variables essential for forecasting patient mortality and
check the accuracy after adding these factors to the three, seven, and nine test biomarkers
specified in the research.

3 Literature Survey

Long Short-TermMemory, or LSTM, is a well-known variant of conventional Recurrent
Neural Network (RNN). It is capable of handling long-term dependencies. This review
of the literature focuses on several Deep Learning-based strategies. LSTM successfully
addresses the issueof long-term reliance [8, 9]. In termsof performance, theLSTMmodel
is better as compared to the Auto-Regressive Integrated Moving Average (ARIMA)
method. By Zeroual et al., the bidirectional LSTM approach was proposed. The LSTM
approach has been improved using the bi-directional (BiLSTM) LSTM algorithm. The
relation between the current situation and the future context, however, is not taken
into account by the LSTM model. The bidirectional LSTM (BiLSTM) approach was
created to address this issue and boost state reconstruction accuracy by integrating the
positive aspects of the LSTM and the bidirectional RNN. Dairi et al. proposed a Gated
Recurrent Units (GRU’S)-based approach [10]. The only gates in GRU are the reset and
update gates. Gates are used to store the features of previous data. Training for the GRU
is closely supervised. The GRU has been extensively applied to time series datasets
(like text processing and speech), the extraction of temporal features, forecasting, and
prediction.

The literature review by Shoaib et al. suggested an artificial neural network technique
(ANN), which can describe a variety of non-linear structures and is a computer technique
influenced by biology [11]. An ANN has a high level of precision since input throughout
the neural network is processed simultaneously, along with the corresponding weights.
Most of the network structure is composed of the three specified layers. Input neurons
are located at the top layer and are connected by connecting weights to hidden neurons
in additional hidden levels. Further coupling occurs between hidden layer neurons and
output layer neurons. RNN is a crucial component of deep learning methods. Shastri
et al. suggested an approach using RNN for finding the temporal correlations in time
series prediction [12]. RNNcannot resolve the problemof vanishing gradients. Amethod
that combines moving average (MA) and autoregressive (AR) models, which Box and
Jenkinsmadepopular in 1971 [13],was proposedbySahai et al. Thebest use of anARMA
model is in univariate time series modeling. A variable’s future value in the ARmodel is
anticipated to depend linearly on a random error term and prior observations. To forecast
Covid-19 instances, Ball introduced the Multilayer Perceptron ML approach [14]. An
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ANN model that feeds forward is a multilayer perceptron (MLP). Three layers make
up the MLP—input, output, and hidden. MLP employs supervised backpropagation
learning as a technique for training. Data that cannot be separated linearly can still be
distinguished using MLP.

A method termed Linear Regression, proposed by Sujath et al., is a simple sta-
tistical method for demonstrating the presence of a relationship between at least one
independent variable and a dependent variable [15]. In most real-world scenarios, lin-
ear regression was the type of regression analysis that received the most attention and
was used. Evaluating a constraint to the unprocessed data allows linear regression to
reveal the relationship between two items. Two separate variables are described using
the independent and dependent variable concepts. SVM is a method that was suggested
byAlghazzawi et al. The SVM is a supervised learningmodel that produces input-output
mapping functions and a list of labeled features that is applied to labeled datasets [16].
Talkhi et al. proposed a method for forecasting Covid-19 occurrences. The Bayesian
technique, utilizing previous data (prior distribution) and publicly accessible data, is
used to create analytical models. The likelihood function is called Bayesian structural
time series (BSTS) [17]. The Prophet model was developed by Dash et al. for forecast-
ing time series data [18]. A three-part decomposable time series model that takes into
account trends, seasonality, and holidays is used in the technique. These three compo-
nents comprise the decomposable time series model: holiday impacts, which is capable
of capturing sudden occurrences that can be predicted in time, seasonality, which delivers
periodic impacts within the trend; and trend, which denotes growth.

4 Dataset Description

The COVID-19 blood report dataset details their symptoms, blood results, and prior
medical conditions. The data includes Information about the patient, laboratory test
results, and the results of diagnostic tests. It also contains Information about patients’
reactions to medications and medical procedures. The Kaggle dataset which includes
patient reports, has 81 columns and 6120 rows, where the columns represent the report’s
various attributes, such as patient ID, gender, admission date, and discharge date, as
well as several indicators that are especially relevant to the report, like serum chloride,
hemoglobin, mean corpuscular hemoglobin, hypersensitive cardiac troponin and many
more [19]. This information can identify infection risk factors, assess the effectiveness
of treatments and medications, and comprehend the virus better.

5 Related Work

ML approaches are utilized for developing prediction models [20]. These models are
trained by creating a link between the desired outputs and the input features. When
presented with a new input feature, the model will predict the outcome using the depen-
dencies it was trained on. Predicting diseases, filling in missing variables in forecasting
temperatures, healthcare databases etc., are examples of applications forML approaches.
Linear regression is identified as the fundamental mathematical tools of ML [21]. The
COVID-19 prediction research revealed it. DT, SVM, and Feature Selection are used
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in previous research since they are the algorithms that work best for categorical out-
comes. It’s projected that some key ML fields will emerge. These methods assist in
understanding the characteristics of the virus and anticipating potential pandemic risks.

5.1 Dt

TheDT is a categorical variable predictionmodel [22]. Theprocess separates the data into
leaf nodes and subsets, repeating this process until the leaf nodes have a homogeneous
value. The nodes are separated according to the criteria. The DT classifier algorithm
divides the nodes in the sei-kit learn library using the “Gini” default criterion. The Gini
impurity functions depend on the impurity in a particular node. If each element is a
member of the same class, the node is considered pure. One more component of the
technique is the splitter [23]. The “best” splitter was employed for this model. The
best split splits the nodes based on the characteristic that performs the best overall. For
cases such as regression, and classification, a DT is an invaluable tool. Another focus of
making a regression tree is binary recursive clustering, a continuous procedure that splits
into groups. Decision trees are simple to see and comprehend. The algorithm’s decision
criteria are simple enough for non-technical stakeholders to understand. Decision trees
are non-parametric, whichmeans they don’t presuppose a particular data distribution. As
a result, they may be more resistant to outliers than parametric techniques. Limitations:
Decision Trees can be inclined to overfitted, if the tree is too deep or needs to be pruned.
Overfitting can occur when the algorithm creates a too-complex tree that captures noise
in the data beside of the underlying patterns. Decision trees may be sensitive to even
little data changes; different trees may result frommultiple iterations of the method. This
may reduce the algorithm’s dependability for particular applications.

5.2 Svm

Predictive analysis frequently uses the SVMML method [24]. The SVM model is typi-
cally applied to labeled data collection. It can be used for classification and regression
because it supports categorical and continuous values.Generated are labeled input-output
mapping routines and a number of feature information. The two groups are split using
an SVM-created hyperplane. The method finds locations close to the hyperplane in both
sorts of cases. These points are the support vectors. Instead of using standard techniques
to reduce observational errors in testing, by the reduction of the border distance between
the hyper-plane, and training data, SVM increases accuracy. SVM must be trained in a
way to resolve a problem of quadratic programming with linear constraints since non-
linear networks risk becoming stuck in local minima. Data is mapped to testing and
training sets to train the model and assess its correctness. SVMs may be employed for
applications where the number of features is substantially more than the number of
samples since they perform well in high-dimensional domains. As a result, SVMs are
often used for applications including image recognition, text classification, and bioin-
formatics. Compared to other machine learning algorithms, SVMs are comparatively
memory economical since they only need a portion of the training data (the support vec-
tors) to produce predictions. Limitations: SVMs are susceptible to overfitting, mainly
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if the dataset is noisy or the kernel function is not carefully selected. Techniques for
regularization can be applied to solve this problem.

5.3 Feature Selection

The features utilized for testing and training are crucial in a prediction model. Features
have a significant impact on accuracy and model efficiency [25]. The accuracy may be
compromised if the technique’s performance is enhanced by utilizing a few features.
Using feature selection approaches can lower noise and the computational cost during
the training step. As shown by a number of research classification performance can be
improved by the feature selection procedure. This research assesses the dataset’s feature
set’s importance utilizing the XGBoost algorithm. The method uses every feature in the
dataset to generate the F1-score, which shows how each factor affected the growth of
the DT. The technique gives a list of the features in order of their importance.

6 Proposed Work

Neural networks are statistical models that are often used in ML. Artificial neural net-
works are inspired by the central nervous system’s organic neural network. As seen in
Fig. 1, these networks have plenty of parallel nodes that operate better when using a lot
of training data to estimate functions. A non-linear parametric forecasting model is the
NNETAR model. With this methodology, forecasting is completed in two phases. The
autoregression order for the given time series is chosen in the first step. The count of prior
values on which the time series’ present value is represented by order of auto-regression.
The second part of the process involves producing a training set for training the neural
network (NN). The expected values are a representation of the NNmodel’s output. Trial
and error are typically utilized to identify the number of hidden nodes.

The first step in every time series modeling method is data preparation. The data
is categorized into two groups: testing and training. While the training data is utilized
for fitting the model, the testing data is utilized for evaluating the model’s performance.
The NNETAR model uses auto-regressive (AR) terms to capture the dependencies in
the time series data. Lagged values, or AR terms, are time series data used as predictors
in the model. Model selection is a common technique for selecting the number of AR
words to include in the model. The approach of cross-validation is frequently used to
determine how many neurons are present in each buried layer. Backpropagation is an
iterative technique that, when training the NNETAR model, lowers the error between
the predicted and actual values of the time series data by modifying the neural network’s
weights. After training, the model can forecast future values of the time series data. The
most recent values are fed into the model to anticipate the time series data. The neural
network then generates a predicted value for the subsequent time step. The final stage of
the NNETARmodel’s functioning is evaluating its performance. The model is compared
to a baseline model to determine whether it significantly increases predicting accuracy.

Figure 2 illustrates the procedure used in this research. The data preprocessing takes
place in the initial step. The missing value check revealed that there are several missing
values for characteristics, including ferritin, HBsAg, HIV antibody and HCV antibody
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Fig. 1. NNETAR Architecture.

quantitation, Interleukin, etc. Median mode imputation method is used to replace these
missing values. The following stage is selecting the biomarkers. The biomarkers were
picked before using ML models such as SVM, NNETAR, and DT. A “biomarker” is a
natural trait, gene, or chemical that may be utilized for identifying a certain physiological
procedure, pathological or illness, etc. The following step is to choose the biomarkers.
The next phase involves separating the data into testing and training data using a two-
cross validation technique. In this stage, the XGBoost algorithm is used to estimate the
relevance of each feature in the dataset. In this case, the importance of feature selection
is to compute the F-score using all the features in the dataset so that it may be used
to build the DT and then to apply ML models like SVM, NNETAR, DT, and others.
Results are obtained in diagrammatic form in the final phase. DT, the next stage involves
separating the data into training and testing data using a two-cross validation technique.
In this stage, the XGBoost algorithm is used to estimate the relevance of each feature in
the dataset. In this case, the importance of feature selection is to compute the F-score
using all the dataset’s characteristics, which can aid with DT construction. Results are
obtained in diagrammatic form in the last phase.

The value of accuracy is determined using the formula:

Accuracy = Number of Correct Predictions

Total Number of Predictions

Mathematically, it can be expressed as:

Accuracy = TP+ TN

TP+ FP+ TN+ FN

where

• True Positives (TP) are instances that themodel accurately identified as positive (such
as fatalities).

• True Negatives (TN) are situations that the model accurately identified as negative
(such as survivals).
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• False Positives (FP) are instances that the model mistakenly predicts as positive when
they are actually negative.

• False Negatives (FN) are situations that the model mistakenly predicts as negative
when they are actually positive.

Fig. 2. Work Flow Diagram.

7 Results and Discussion

Table 1. Accuracy Table with 3 biomarkers.

S.No Techniques Accuracy

1 SVM 76.67

2 NNETAR 85.35

3 DT 65.11

In the above graphs, the Y-axis depicts the accuracy count, and the X-axis depicts
the name of model. Here the selection of biomarkers is based on Feature selection algo-
rithms and consultations with the doctors. Here the use of 3,7,9 biomarkers was thought
of because, compared to a smaller collection, a more significant number of biomarkers
offer improved prediction accuracy. A larger collection of biomarkers might make the
forecasting model more reliable. Figure 3 shows the outcomes for three biomarkers:
Lymphocyte count, D- Dimer, and Cardin troponin. Figure 4 shows the outcomes for
seven biomarkers Hemoglobin, Serum chloride, Platelet count, D-Dimer, Lymphocyte
count, Cardin troponin, Hypersensitive cardiac troponin. Figure 5 shows the outcomes



362 R. Rane et al.

Fig. 3. Comparison of Accuracy with three specific biomarkers.

Fig. 4. Comparison of accuracy with Seven Specific Biomarkers.

Table 2. Accuracy Table with 7 biomarkers.

S.no Techniques Accuracy

1 SVM 98.23

2 NNETAR 98.35

3 DT 72.15

for the nine biomarkers and the biomarkersWhite cell count, Creatinine, Cardin troponin,
Lymphocyte count, Platelet count, D- Dimer, Serum chloride, Hemoglobin, Hypersen-
sitive cardiac troponin. Based on the results, all models perform exceptionally well in
identifying the mortality of COVID-19 instances, but NNETAR outperforms other mod-
els and shows good accuracy. The SVM, NNETAR, and DT predict the mortality of
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Fig. 5. Comparison of accuracy with Nine Specific Biomarkers.

Table 3. Accuracy Table with 9 biomarkers.

S.no Techniques Accuracy

1 SVM 98.23

2 NNETAR 98.35

3 DT 72.15

Table 4. Accuracy Table with Feature selection biomarkers.

S.no Techniques Accuracy

1 SVM 73.8

2 NNETAR 75.28

3 DT 58.1

covid-19 patients with the help of biomarkers. The NNETAR model shows better accu-
racy every time. NNETAR performed better than other models and had better prediction
performance compared to other models. Using seven and nine biomarkers resulted in
same efficiency of predicting the mortality of COVID-19 patients. Figure 6 depicts accu-
racy using the XGBoost feature selection technique to identify significant biomarkers
(Tables 1, 2, 3 and 4).

8 Conclusion and Future Work

Several biomarkers, including Cardin troponin, lymphocyte count, Ncov nucleic acid
detection, white cell count, platelet count, Dimer, and creatinine, can accurately predict
mortality. The three models, NNETAR, SVM, and DT, were used to assess the accuracy.
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Fig. 6. Comparison of accuracy utilizing biomarkers from the feature section.

The suggested NNETAR and other popular techniques have been compared against
SVM and DT. It may be derived from the comparative results that the proposed method
outperforms competingmethods. The accuracy of theNNETARmethod for the presented
dataset was 98.35%, which is a good performance given the findings. A high degree
of accuracy was obtained by substituting the missing value with the median of the
corresponding feature. The results might be more accurate if the dataset had no missing
or lesser missing values. There has to be more research using cutting-edge techniques.
Future studies will compare the suggested technique with many alternative approaches
using other categories from the Covid-19 dataset. The proposed method’s decreased
time complexity is obviously an advantage over earlier methods. It is apparent from the
outcomes that the suggested approach outperforms other cutting-edge procedures.
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Abstract. PolycysticOvarySyndrome (PCOS) is a complex condition that affects
women during their reproductive years. It is caused by a combination of genetic
and environmental factors, and it leads to a hormonal imbalance and the formation
of cysts on the ovaries. Hyperandrogenism, a clinical feature of PCOS, can lead to
inhibition of follicle development, ovarianmicrocysts, anovulation, andmenstrual
changes. Symptoms of PCOS include Weight gain, Fatigue, Depression, Acne,
Hyperthyroidism, Hypothyroidism infertility etc., PCOS affects 5% to 10% of
women age 18 to 44 and early diagnosis and treatment is crucial for managing
the condition and reducing the risk of related health problems. It’s important for
women to be aware of the symptoms of PCOS and to seek medical advice if they
suspect they may have the condition. With proper treatment and management,
women with PCOS can lead healthy and fulfilling lives. Machine learning and
deep learning algorithms have the potential to revolutionize medical diagnosis. In
this paper, convolutional neural networks - ResNets, VGGNet and Inception V3
have been implemented to diagnose PCOS fromultrasound ovary images. VGG19
produced the highest accuracy of 96% than other models. Generative Adversarial
Network (GAN) approach is used to address the overfitting issue and to increase
the accuracy of the model by generating new images.

Keywords: Polycystic Ovary Syndrome · Generative Adversarial Network ·
Convolutional Neural Network

1 Introduction

PCOS is a serious health concern for women, and it can have a significant impact on their
fertility and overall health. As a result, PCOS affects women’s health throughout their
lives. Common symptoms include irregular periods, ovary cysts, weight gain, hirsutism,
acne, infertility, baldness etc., Women with PCOS are at a higher risk of developing
related health problems such as infertility, type 2 diabetes, cardiovascular disease, and
endometrial cancer. Early diagnosis and treatment are crucial formanaging the symptoms
of PCOS and reducing the risk of these related health problems [1, 2]. It is important
for women to be aware of the symptoms of PCOS and to seek medical advice if they
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suspect they may have the condition. With proper treatment and management, women
with PCOS can lead healthy and fulfilling lives. In recent years, machine learning and
deep learning techniques has been applied to a wide range of medical problems and
has shown promising results in improving accuracy and efficiency of diagnoses. This
makes women’s lives easier with timely diagnosis and helps early treatment process
[3]. Figure 1 explains the world-wide survey of PCOS. The figure illustrates that 65%
of women are unaware of PCOS Symptoms, 35% women hesitate to discuss PCOS to
anyone, 25%women are unaware the effects of PCOS and 50%women are undiagnosed
with PCOS. It is stated that 13.8 billion annual costs are estimated for PCOS diagnosis
and treatment.

Fig. 1. Survey of PCOS

Polycystic ovary (PCO) is an imaging descriptor for a specific type of change in
ovarian morphology. Transvaginal ultrasound is examined as yardstick in diagnosing
polycystic ovaries [2, 6]. A sample PCOS image is shown in Fig. 2. PCOS is measured
with various features such as >= 20 follicle numbers per ovary, follicle size measured
as 2–9 mm in diameter and appeared like string of pearls. Also, ovarian enlargement
with volume of >= 10 ml.

Generative Adversarial Network (GAN) plays an important role in image analysis.
GAN’s can synthetically generate new data which can be used for various applications
such as creating realistic looking new images and creating deepfake videos. It is a
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type of unsupervised learning and act as a generative model with two neural networks.
GAN works under the principle of zero-sum game where one agent’s gain is another’s
loss. There are two different neural networks: the generator and the discriminator. The
generator is responsible for producing new images, while the discriminator is responsible
for evaluating the authenticity of the images, i.e., determining whether an image is real
or generated [7]. CycleGAN is a type of GAN, which transposes the original image into
a realistic looking image. It uses the aligned image pair from a training set and allows
the network to learn by mapping between input and output images. GAN is used to
overcome the issue of overfitting and removing the noise from ultrasonography images
by using generator, discriminator and its different types [10, 11].

In this article, early diagnosis of PCOS with ovary images using a convolutional
neural network (CNN) approach is proposed. GAN is used to synthetically enlarge our
dataset and reduce the problem of high variance.

Fig. 2. Sample Ultrasonography with PCOS

The rest of this article is organized as different sections. Section 2 presents related
works; Sect. 3 illustrates the proposed convolutional model with dataset description;
Sect. 4 contains result and discussion and Sect. 5 gives the conclusion.

2 Literature Survey

Aggarwal et al., proposed amethod to predict PCOS using other common diseases - heart
disease, diabetes or high blood pressure [1]. Supervised and unsupervised algorithms
were used for the implementation. Compared with all algorithms, Gradient Boosting
produces 98.9% of Accuracy. Alamoudi et al., implemented the fusion model to diag-
nose the PCOS from ultrasound images with important clinical parameters [2]. Random
geometric transformations are applied to increase the dataset. AHE is used to remove the
noise. Hosain et al., developed PCONet – a Convolutional Neural Network (CNN) with
inception V3 (45 layers) to detect PCOS from ultrasound ovary images and classified
the result as Cystic, Healthy [3]. Inception v3 produces the accuracy of 96.56% and
proposed PCOnet produced 98.12%. Accuracy of the model is compared with different
evaluation parameters. Zulkarnain et al. uses ultrasound ovary images taken as an input.;
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morphological technique has been used for follicle detection and remove the noise from
ovary image; feature extraction techniques were used with various morphological oper-
ations [4]. In this article, proposed ITL-CNN model is employed for PCOS detection
from ultrasonography ovary images [5]. Active contour with modified Otsu technique
is used for preprocessing. Artificial Neural Network (ANN), Naïve Bayes (NB), CNN
and Support Vector Machine (SVM) are used for training and testing. The proposed
model produced the highest accuracy of 98.9%. Hossain et al., used quantitative feature
extraction to extract the features from ultrasound images [6]. They have developed the
model to classify the quality of ultrasound ovary images. Classification is done with
various models like VGG 19, VGG 16, ResNet 50, Inception V3 and Xception and it is
categorized as normal, noisy, blurry and distorted. Compared with existing models VGG
19 produces the highest accuracy of 96.23% and the proposed QFEM model achieved
97.69% of accuracy. Gong et al., reviewed the different applications of GAN in med-
ical image analysis and summarized that the applications of GAN in medical imaging
which can resolve the issues like weight pruning, loss functions and regularization of
weight [7]. This model used Inception score, Frechet inception distance and mode score
to evaluate the performance.

Mandal et al., employed ultrasound ovary images as the best medical technology to
detect PCOS [8]. Theyhavedeveloped segmentation technique to identify and remove the
speckle noise from the image.Active contours andfilled convex hull are used for different
follicles segmentation. Performance evaluation of the proposed model is analyzed using
classification rate and Precision rate. Mandal et al., used K-Mean clustering algorithm
for automatic follicle segmentation from ultrasound ovary images to avoid manual error
in diagnosis and applied feature extraction techniques for denoising [9]. Lan et al.,
proposed the usage of GAN model in medical image analysis. For the implementation,
generator and discriminator models are used to increase the data size by generating new
images to overcome the issue of overfitting. They have compared the result with different
types such asWasserstein generative adversarial network (WGAN), Deep Convolutional
GAN (DCGAN) and Conditional Generative Adversarial Networks (CGAN) [10]. Bi
et al., implemented the model to improve the prediction accuracy and to address the
overfitting issue based on label smoothing regularization and Wasserstein generative
adversarial network problem [11]. CNN is used as the prediction model and accuracy
of the model is evaluated with different metrics. In this paper, active contour and Otsu
technique have been used for automatic detection of follicles from ovary images [12].
Various standard filters are applied for denoising the image. Performance of the model
is evaluated using various performance metrics.

From literature survey, it is addressed that overfitting is themajor problemandfinding
an optimal technique to remove noise and speckle from the ultrasound image is still a
research challenge. To address these issues, in this article, a novel CNN approach is
proposed which is presented in Sect. 3.

3 Proposed System

In this article, early diagnosis of PCOS using ultrasonography ovary images with CNN
is proposed. The proposed model for early detection of PCOS is shown in Fig. 3. To
improve the performance by addressing the overfitting problem, GAN is used to produce
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new images. The Deep Learning models – ResNet 50, VGG 19 and Inception V3 are
used to train the dataset. ResNet 50 is preferred over ResNet 152 due to computational
efficiency.

Fig. 3. Proposed PCOS Detection using CNN Model

3.1 Dataset Description

Ultrasound ovary images of PCOS infected and non-infected is taken as an input from
Kaggle repository. Classification of PCOS and Non PCOS is done with CNN models
ResNet, Inception V3 and VGGNet 19. The model is trained with various activation
functions. Performance is evaluated using various performance metrics.

3.2 Convolutional Neural Network

Early diagnosis of PCOS using ultrasonography ovary images is implemented using
various convolutional models. Features are extracted with different convolutional oper-
ations. Accuracy, Precision, Recall and F1 score are used as the performance metric to
evaluate the accuracy. ResNet 50, Inception V3, VGGNet 19 was used for training the
ultrasound ovary images.

Residual Networks (ResNets) utilize a skip connection which allows an easier flow
of data from one layer to another. Such a connection allows each layer of the network to
get the desired identity mapping. When a newly added layer is trained onto an identity
function, it is ensured that the newer model as at least as effective as the previous one.
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Often deep networks encounter the problem of vanishing gradient where the value of
the gradient becomes close to zero, making back propagation difficult. Through the
skip connections, ResNet tackles this problem and allows the usage of deeper networks
without loss in performance.

Inception Networks utilize 1×1 convolutions, where the filters learn patterns across
the various channels, and reduce the total number of channels after each operation.
These 1×1 filters also reduces the dimensions of the inputs. This is complemented
by adding 3×3 and 5×5 convolutions which learn pattern across all dimensions. The
Inception Network enables layer concatenation where multiple layers can be combined
to form a single inception module. This allows the network to go deeper and learn more
sophisticated functions, whilst preserving the computational cost.

Visual Geometry Group (VGG) networks mainly consist of two blocks, 2D Convo-
lutional blocks and Max Pooling blocks. A 224×224 image is passed as input to the
network which is immediately passed to two 3×3 convolutional layers with 64 filters.
The resulting 224×224×64 image is passed with a stride 2 on to a max pooling layer.
The pattern is followed by performing convolutions with higher number of filters than
the preceding block.

4 Results and Discussions

Prompt diagnosis of PCOS with ultrasound ovary images is implemented using CNN
models – ResNet50, Inception V3 and VGG19. Features are extracted using differ-
ent convolutional operation and dataset is trained with various activation functions.
Performance metrics of the different CNN are depicted in Table 1.

Table 1. Performance metrics of Convolutional Neural Networks.

CNN Model Accuracy Precision Recall F1 score

ResNet50 93% 94% 94% 0.94

Inception V3 94% 98% 92% 0.95

VGG19 96% 97% 95% 0.96

CNN with ResNet produces 93% accuracy, CNN with Inception V3 produces 94%
accuracy and CNN with VGG19 produces 96% accuracy. It clearly shows that VGG19
performsmuch better compared to the other models for the given Ultrasonography ovary
images.

Accuracy comparison of proposed model vs existing models discussed in Sect. 2 is
shown in Table 2. Salman et al., proposed CNN model produced 96.56% of accuracy
but they have implemented only with Inception V3 [4]. Hossain et al., produced 96%
of accuracy with VGGNet 19 and compared their results with various CNN models [7].
The proposed CNN model produces the highest accuracy of 96% with VGGNet 19.

Figures 4, 5 and 6 illustrate the graphical representation of accuracy and loss. The
dataset was trained with ResNet 50, VGG 19 and Inception V3 models. In History of
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Table 2. Accuracy comparison – Proposed system vs Existing System.

Model Hosain et al., [4] Hossain et al., [7] Proposed Model

ResNet 50 – 94% 93%

AlexNet – 88% –

Inception V3 96.56% 74% 94%

VGGNet 16 – 93% –

VGGNet 19 – 96% 96%

Xception – 87% –

Fig. 4. Performance metrics evaluation of ResNet50.

Accuracy, X-axis indicates the Epochs and Y- axis indicates the accuracy and History
of Loss considers Epochs on X-axis and Loss on Y-axis. Figure 4 shows the training
and validation accuracy of ResNet 50. It produces 96% of accuracy during training and
93% of accuracy during validation. Figure 5 shows the training and validation accuracy
of Inception V3. It produces 98% of accuracy during training and 94% of accuracy
during validation. Figure 6 shows the training and validation accuracy of VGGNet 19. It
produces 97% of accuracy during training and 96% of accuracy during validation. From
the above mentioned figures, it is clear that VGGNet 19 produces highest accuracy for
the given dataset.
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Fig. 5. Performance metrics evaluation of Inception V3.

Fig. 6. Performance metrics evaluation of VGG 19.
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5 Conclusion

Polycystic Ovary Syndrome has been examined as a major issue with young women
which significantly affects them during their reproductive age. To allow these women to
lead healthy lives, the expeditious prognosis of PCOS using Ultrasound ovary images of
women is proposed.GenerativeAdversarial Network is implemented to address the over-
fitting issue. Feature extraction is done with convolutional operations and trained with
convolutional neural network models – ResNet50, VGG19 and Inception V3. VGG19
produces the highest accuracy of 96% compared to other models. So expeditious prog-
nosis of PCOS helps women to live their healthy life and also makes treatment process
easier. In future, early diagnosis of PCOS can be improvedwithmore diagnostic parame-
ters like three-dimensional ultrasound (3D-US) and choosing optimal feature extraction
methods.
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