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Advances in Science, Technology & Innovation (ASTI) is a series of peer-reviewed books
based on important emerging research that redefines the current disciplinary boundaries in
science, technology and innovation (STI) in order to develop integrated concepts for
sustainable development. It not only discusses the progress made towards securing more
resources, allocating smarter solutions, and rebalancing the relationship between nature and
people, but also provides in-depth insights from comprehensive research that addresses the
17 sustainable development goals (SDGs) as set out by the UN for 2030.

The series draws on the best research papers from various IEREK and other international
conferences to promote the creation and development of viable solutions for a sustainable
future and a positive societal transformation with the help of integrated and innovative
science-based approaches. Including interdisciplinary contributions, it presents innovative
approaches and highlights how they can best support both economic and sustainable
development, through better use of data, more effective institutions, and global, local and
individual action, for the welfare of all societies.

The series particularly features conceptual and empirical contributions from various
interrelated fields of science, technology and innovation, with an emphasis on digital
transformation, that focus on providing practical solutions to ensure food, water and energy
security to achieve the SDGs. It also presents new case studies offering concrete examples of
how to resolve sustainable urbanization and environmental issues in different regions of the
world.

The series is intended for professionals in research and teaching, consultancies and industry,
and government and international organizations. Published in collaboration with IEREK, the
Springer ASTI series will acquaint readers with essential new studies in STI for sustainable
development.

ASTI series has now been accepted for Scopus (September 2020). All content published
in this series will start appearing on the Scopus site in early 2021.
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About the Conference

About MedGU

Steps Toward the Creation of a Mediterranean Geosciences Union (MedGU)
Mediterranean Geosciences Union (MedGU) aims to create a unique federation that brings

together and represents the Mediterranean geoscience community specializing in the areas of
Earth, planetary, and space sciences.

MedGU will be structured along the lines of American Geophysical Union (AGU) and
European Geosciences Union (EGU).

The plan is to establish a large organization for the Mediterranean region that is more
influential than any one local geoscience society with the objective of fostering fundamental
geoscience research, as well as applied research that addresses key societal and environmental
challenges.

MedGU’s overarching vision is to contribute to the realization of a sustainable future for
humanity and for the planet.

The creation of this union will give the Earth sciences more influence in policy-making and
in the implementation of solutions to preserve the natural environment and to create more
sustainable societies for the people living in the Mediterranean region. It is hoped that the
union will also provide opportunities to Mediterranean geoscientists to undertake interdisci-
plinary collaborative research. MedGU plans to recognize the work of the most active geo-
scientists with a number of awards and medals.

Although MedGU has not yet been officially inaugurated, its first annual meeting was
organized in November 2021 in Istanbul (MedGU-21). This has provided a forum to achieve a
consensus for the formation of this non-profit international union of geoscientists. Membership
will be open to individuals who have a professional engagement with the Earth, planetary, and
space sciences and related studies, including students and retired seniors.

Nabil Khélifi (MedGU Founder, Germany) and Attila Çiner (MedGU Interim President,
Turkey) in collaboration with Abdelaziz Mridekh (MedGU-22 Local Chair, Morocco) have
taken an ambitious approach to the launch of the second MedGU Annual Meeting 2022 and
hope to develop it in the near future into the largest international geoscience event in the
Mediterranean and the broader MENA region. Its mission is to support geoscientists based in
this region by establishing a Global Geoscience Congress.

It is expected that hundreds of participants from all over the world will attend this second
MedGU Annual Meeting 2022, making it one of the largest and most prominent geosciences
events in the region. So far, over 1300 abstracts have been submitted from 95 countries. The
meeting’s sessions will cover a wide range of topics with more details available on the
conference tracks.
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This second 2022 Annual Meeting will have a “hybrid” format, with both in-person and
virtual participation. Springer, its official partner, will publish the proceedings in a book series
(indexed in Scopus) as well as a number of special issues in diverse scientific journals (for
more details, see Publications). The official journal of MedGU is Mediterranean Geoscience
Reviews (Springer).

Conference Tracks

The scientific committee of the MedGU invites research papers on all cross-cutting themes of
Earth sciences, with a main focus on the following 18 conference tracks:

• Track 1. Atmospheric Sciences, Meteorology, Climatology, Oceanography
• Track 2. Biogeochemistry, Geobiology, Geoecology, Geoagronomy
• Track 3. Earthquake Seismology and Geodesy
• Track 4. Environmental Earth Sciences
• Track 5. Applied and Theoretical Geophysics
• Track 6. Geo-Informatics and Remote Sensing
• Track 7. Geochemistry, Mineralogy, Petrology, Volcanology
• Track 8. Geological Engineering, Geotechnical Engineering
• Track 9. Geomorphology, Geography, Soil Science, Glaciology, Geoarchaeology,

Geoheritage
• Track 10. Hydrology, Hydrogeology, Hydrochemistry
• Track 11. Marine Geosciences, Historical Geology, Paleoceanography, Paleoclimatology
• Track 12. Numerical and Analytical Methods in Mining Sciences and Geomechanics
• Track 13. Petroleum and Energy Sciences and Engineering
• Track 14. Sedimentology, Stratigraphy, Paleontology, Geochronology
• Track 15. Structural Geology, Tectonics and Geodynamics, Petroleum Geology
• Track 16. Special Session on Astrogeology, Impact Craters and Meteorites
• Track 17. Special Session on climate and sea-level change during the Cenomanian-

Turonian Anoxic Event: Synthesis of sedimentological, micropaleontological and geo-
chemical records

• Track 18. Special Session on hydrogeological and climatic risks, their management and the
effect of climate change on groundwater quality.
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Preface

The proceedings of the 2nd Mediterranean Geosciences Union (MedGU-2) held in Marrakesh
onsite and online in November 2022 consisted of four volumes titled:

Proceedings Volume 1: Recent Advancements from Aquifers to Skies in Hydrogeology,
Geoecology, and Atmospheric Sciences.
Proceedings Volume 2: Recent Research on Sedimentology, Stratigraphy, Paleontology,
Geochemistry, Volcanology, Tectonics, and Petroleum Geology.
Proceedings Volume 3: Recent Research on Geotechnical Engineering, Remote Sensing,
Geophysics, and Earthquake Seismology.
Proceedings Volume 4: Recent Research on Environmental Earth Sciences, Geomor-
phology, Soil Science, and Paleoenvironments.

These volumes are based on the accepted conference papers for either oral/poster presen-
tations or selected for online publication during the MedGU-2.

This 3rd volume contains 68 papers that discuss the latest advances in (1) geological and
geotechnical engineering, (2) geomechanical studies based on numerical and analytical
methods, and (3) geoinformatics and remote sensing. Remote sensing with high-resolution
satellite imagery, seismology, geochemistry, theoretical geophysics and related profiles with
tomographic images, earthquake geology with times series, radar interferometry and related
geodetic-GPS campaigns, and well-logging contribute to scrutinizing the earth's tectonic
architecture. Fundamental questions that address the genesis and evolution of our planet are
built upon data collection and experimental investigations under physical constitutive laws,
which are the conditions for successful scientific research.
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The content of these research studies would provide new scientific knowledge to further
understand geotechnical engineering-related topics. The proceedings of the MedGU-2 are of
interest to all researchers, practitioners, and students in all fields of geosciences.
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Geo-engineering Education in Civil
Engineering Courses: Successful Strategies
in ISEP (Porto, Portugal)

José Filinto Trigo, José Cândido Freitas, Agostinho Mendonça,
Maria de Fátima Silva, and Tiago Abreu

Abstract

This article intends to present the advantages of including
activities of a practical nature, in curricular units of Soil
Mechanics and Rock Mechanics, both in undergraduate
and master’s degrees in Civil Engineering, or in the
development of master’s theses. The creation of a reduced
scale physical model of a reinforced soil structure with
tires is presented. The didactic aspects of the development
of a work within the service carried by ISEP’s Construc-
tion Studies Center (NEC) are also described. In addition,
a coastal geotechnical study, developed by an undergrad-
uate Civil Engineering student in ERASMUS mobility, is
reported. The examples described involved several
students and the results achieved, evidenced by the
permanent interest they showed throughout the develop-
ment of their studies and the excellent marks they
obtained in their final evaluations, attest to the effective-
ness of this teaching strategy with a strong practical
component.

Keywords

Small-scale physical model � Finite element numerical
modeling � Coastal geotechnics

1 Introduction

The field of theoretical concepts of the fundamental disci-
plines of geotechnics is of paramount importance for mon-
itoring the subsequent issues of this knowledge area. This

expertise, transferred in curricular units of Soil Mechanics
and Rock Mechanics, is a task that can be simplified if it is
complemented by activities of a practical nature.

On the other hand, conventional university education
cannot give the student sufficient experience that has to be
gained in practice (Rybak et al., 2017).

This study intends to present the advantages, concerning
educational purposes, of including activities of a practical
nature, facilitating the transmission of knowledge in this
scientific area and, simultaneously, the acquisition of skills
that will facilitate the integration and professional develop-
ment of students. Three initiatives, with distinct character-
istics, developed at the ‘Instituto Superior de Engenharia do
Porto’ (ISEP), are presented: (i) creation of a small-scale
physical model of a reinforced soil structure with tires,
(ii) the development of a work within the service carried by
ISEP’s Construction Studies Center (NEC), concerning a
building that suffered a serious set of damages, associated
with instability processes of geotechnical character, (iii) and
a coastal geotechnical study, developed by a Civil Engi-
neering student in ERASMUS mobility.

2 Practical Application Cases

2.1 Physical and Numerical Models
of a Tire-Reinforced Earth Retaining
Structure

End-of-life tires, in some regions of the world, are still a
serious problem. Earth retaining structures built with
end-of-life tires filled with soil are used in some countries,
especially as gravity-type structures. Its application to earth
support structures is a known technique, referenced in many
practical and academic works (Long, 1993; Medeiros et al.,
2000).
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Fig. 1 a Load setup of the physical model. b Numerical modeling

This research aimed to promote student participation in
assessing the feasibility of using end-of-life tires in rein-
forced soil structures. The students started by being involved
in the definition of the model geometry and in the laboratory
characterization of the landfill soil, which was adopted with
granular characteristics and a reduced moisture content to
facilitate its analysis in terms of stresses and the monitoring
of its behavior in terms of settlements. The laboratory
experience included some expedient tests for the character-
ization of the tire-soil assembly. To predict the behavior of
the model, which is more difficult due to its small scale and
the need to respect similarity relations, an automatic finite
element computer calculation tool was used (Phase2, from
Rocscience). The students also had the opportunity to col-
laborate in the definition of the physical model observation
and monitoring plan, which integrated the installation of load
cells with a set of Linear Variable Differential Transformer
(LVDT) sensors (to control the evolution of the wall dis-
placements). The loading was applied to the landfill surface
with tanks that were successively filled with water (see
Fig. 1). The students were responsible for controlling this
load, collecting and processing a large source of instru-
mentation data, both concerning ground pressures and dis-
placements at different wall heights.

The entire constructive sequence was numerically mod-
eled by the students (see Fig. 1b) who had the opportunity
to compare the two sets of results and to seek numerical
model calibration to bring their results closer to the exper-
imental results.

2.2 Structure Inspection and Diagnosis

ISEP’s Construction Studies Center conducted a study of a
building that experienced high displacements, causing sev-
ere structural damages.

A master’s student in Civil Engineering followed the
entire process of identifying the causes of this accident and
the safety level of the building. A geological-geotechnical
prospecting campaign of the foundation mass was initially
conducted. The student witnessed the accomplishment of
this set of tests, of which he only knew the respective the-
oretical description, collaborating in its interpretation.
Inspections were also carried out on the foundations of some
pillars, with the manual drilling of wells. The student
observed all this inspection work and crossed the informa-
tion collected with the previously performed in situ tests.
The structure of the building was also inspected. Then, the
compatibility of the anomaly pattern observed in the struc-
ture was verified with the characteristics identified with the
geological-geotechnical prospecting carried out and with the
displacements experienced by some of the structure
foundations.

The student consolidated a set of knowledge transmitted
in both Civil Engineering study cycles and acquired new
knowledge and skills. This was also the first opportunity to
participate in a work of a professional nature, witnessing all
the stages involved and contacting the different
stakeholders.

2.3 ERASMUS Project

A study was developed for La Garrofera beach for an
ERASMUS project. This is a semi-urban sandy beach
located in Valencia (Spain) with a vulnerable coastal stretch
facing coastal erosion, known by the student who inhabits
this region.

This project offered to the student the unique opportunity
to deal with a real case, putting the teachings into practice,
providing the characterization of the beach as well as the
morphology, nature and soil particle sizes, bathymetry,
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coastal dynamics and maritime climate. Moreover, this was a
chance to learn and to handle the SMC program (Coastal
Modeling System), which integrates a series of numerical
models and allows to model the study site evaluating the
beach evolution.

A study on the existent cross-shore profile was also
performed, using three different models to evaluate its
equilibrium state (Bernabeu-Tello et al., 2002; Dean, 1991;
Yu & Slinn, 2003). The hypothesis behind the equilibrium
beach profile is that beaches respond to wave forcing by
adjusting their form to an equilibrium or constant shape
attributable to a given type of incident wave or sediment
characteristic. The importance of this study is directly con-
nected with the management and nourishment of beaches.

The bathymetry of the beach was processed by the stu-
dent through AutoCAD Software and the convergence to a
cross-shore profile was made automatically using
Microsoft EXCEL tools. Figure 2 shows an interesting
adjustment to the Dean’s equilibrium profile (Dean, 1991),
considering a median grain size of d50 = 0.27 mm. It is
noteworthy to mention that the obtained data coming from a
cartographic study of the Valencia and Alicante regions,
made by the Spanish Environmental Ministry, registers a
relevant diameter of the area equal to
d50 = 0.27 ± 0.4 mm. Therefore, it can be said that this
beach reveals a very good fit to Dean’s equilibrium profile.
Such adjustment is probably reflected in the beach stability
observed in the past decade. This kind of projects provide
opportunities for students to work with different tools and to
develop their analytical and critical thinking skills that, most
likely, will be applied throughout their professional life.

3 Conclusions

Curricular units of Soil Mechanics and Rock Mechanics
involve complex knowledge that must be transferred with
special care, in a methodical and organized way.

The experience of ISEP demonstrates that this transmis-
sion of knowledge is simplified if supported by practical
activities, that students find most interesting.

The adoption of physical models with undeniable didactic
qualities, associated with the use of software that allows their
numerical reproduction, is a teaching strategy with good
results proven at ISEP.

The integration of students to collaborate in work
requested from ISEP, by public institutions or private com-
panies, is also particularly appreciated by students, as it
prepares them for the professional life that lies ahead. These
collaborations may also be included in master dissertations
or in undergraduate academic papers.

For students in mobility, the development of case studies
involving their country and region of origin can also con-
tribute to their increased enthusiasm. The development of
these case studies may continue after the return to their
school of origin, maintaining contact with ISEP and opening
the possibility of fertile research partnerships between that
school and ISEP.

The high grades obtained by students in these practical
works, as a result of their dedication, are the best parameter
to validate the success of this teaching strategy that has been
applied at ISEP.

Fig. 2 a Localization of La Garrofera beach. b Comparison between the measured and estimated values of the cross-shore profile according to
Dean model (d50 = 0.27 mm)
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Time-Dependent Settlements’ Analysis
of a Spoil Heap

George A. Papatheodorou, Alexandros I. Theocharis,
Nikolaos C. Koukouzas, Christos Roumpos, and Ioannis E. Zevgolis

Abstract

Surface coal mining involves excavating the overburden
material, typically dumped in massive spoil heaps;
appropriately managing and reclaiming these areas is a
global priority. Time-dependent settlements are a crucial
challenge to any efficient reclamation, such as renewable
energy systems or civil infrastructure. Several studies
examined the geotechnical stability of spoil heaps, but
very few include characterization of the spoil material,
and none a time-dependent settlements’ analysis. This
work simulated time-dependent settlements as self-load
1D consolidation settlements to model the spoil response
and predict their completion time and magnitude. The
Finite Element Method was used for the consolidation
analysis implementing the Hardening Soil model for the
spoil. The calibration of the model parameters was based
on a multipoint settlement gauge with two-year measure-
ments from a massive spoil heap of 136 m in Northern
Greece. Validation of results has been primarily based on
secondary in situ measurements of surface markers
spanning a larger period and on in situ and laboratory
geotechnical testing. The numerical simulation fitted the
multipoint settlement gauge measurements well, while the
parameters were within the range of the geotechnical
testing results. The simulation results agreed well with
the validation measurements, further supporting the
model’s parameters. The settlement completion time

was calculated at 22 years, denoting the heap’s massive
nature and the material’s fine-grained nature. Overall, the
consolidation analysis of the spoil heap’s time-dependent
settlements, serving as a paradigm for similar cases,
provides valid lessons and results according to the
available measurements and can serve as a design basis,
at least on a preliminary evaluation.

Keywords

Waste dumps � Spoil piles � Colliery spoil dumps �
Geotechnical engineering � Consolidation

1 Introduction

Extracting coal and lignite (brown coal) near the surface
(opencast, open-pit, or other types of surface mining)
involves excavating the overburden material. This spoil
material is usually transported and dumped in nearby areas
forming massive spoil heaps. These vast areas should now be
adapted to the post-lignite era within this concept. However,
these waste materials pose significant challenges, mainly due
to the highly heterogeneous spoil nature. Finding the
appropriate ways to manage them efficiently is a global pri-
ority challenging engineers, researchers, and communities.

This work investigates the issue of time-dependent set-
tlements, which is a crucial challenge to any efficient
reclamation, such as renewable energy systems or civil
infrastructure. Several studies examined the geotechnical
stability of spoil heaps, but very few include characterization
of the spoil material, and none a time-dependent settlements’
analysis. This work simulates time-dependent settlements as
self-load 1D consolidation settlements to model the spoil
response and predict their completion time and magnitude.
The Finite Element Method was used for the consolidation
analysis implementing the Hardening Soil model for the
spoil. The calibration of the model parameters was based on
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a multipoint settlement gauge with two-year measurements
from a massive spoil heap of 136 m in Northern Greece
(Zevgolis et al., 2021). Validation of results has been pri-
marily based on secondary in situ measurements of surface
markers spanning a larger period and on in situ and labo-
ratory geotechnical testing.

2 Materials and Methods

Figure 1a illustrates the heap’s construction stages (in red)
and the implemented stratigraphy (in black). The soil was
divided into four layers according to the settlements’ profile.
A typical and straightforward way to simulate soil’s
time-dependent settlements relates to soil consolidation. This
process describes the soil volume change during the dissi-
pation of the pore pressures developed during construction,
in the present case, during the dumping of the spoils. In that
vein, this case’s settlements that evolve with time are sim-
ulated as self-weight 1D consolidation settlements using the
Finite Element Method as implemented in the PLAXIS2D
software (version 20.04).

Numerous constitutive models have been developed over
the past forty years for modeling the stress–strain behavior
of soils. This work employs the Hardening Soil model for all
materials, an advanced, commercial standard model. It
incorporates advanced elements, including nonlinear
response to deviatoric loading, stress-dependent stiffness,
independent oedometric response, and different response to
primary loading and unloading–reloading conditions. Dry
unit weight is equal to 17 kN/m3 from the experimental
results (Zevgolis et al., 2021), and saturated unit weight was

considered equal to 20 kN/m3 for all layers; the friction
angle was 25° and the cohesion 18 kPa.

The methodology of calibration and validation of the
model and the subsequent analysis was as follows:

Step 1: Estimating the order of magnitude of the significant
soil parameters elastic modulus E50 and water permeability
coefficient. Simplified analysis for the 136 m deep soil for-
mation and calculation of the distribution and temporal
evolution of the settlements.
Step 2: Fine-tuning and calibrating the parameters to obtain a
settlement profile similar to the measurements from 2015 to
2017.

3 Results

The permeability was calibrated between 3 � 10−6 and
5 � 10−6 cm/s, and the E50 was 3.5–6.5 MPa for the upper
and the bottom layers and 30 MPa for the third layer.
Overall an excellent agreement is declared; however, a dis-
crepancy is observed related to the curvature of the settle-
ments in the upper layer, probably related to the
inhomogeneous nature of the spoil not being accurately
simulated. Based on the calibrated results, the self-weight
consolidation settlements were compared with an indepen-
dent marker measurement. The marker measures the settle-
ments independently from the multipoint gauge and has been
used for further validation; Fig. 2a illustrates this compari-
son. The difference between the two is mainly attributed to a
small spoil heap layer of 4 m not being simulated as the

Fig. 1 a Soil layers and
construction stages; b simulation
results and settlement profile of
multipoint gauge
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multipoint gauge did not reach that depth. Nevertheless, the
overall trend and the order of settlement it similar for the two
cases.

Figure 2b illustrates the general evolution for the whole
period from the heap construction until the end of the con-
solidation. The self-weigh 1D consolidation analysis fin-
ished practically in 2022; considering the heap’s creation
started in 2000, the total settlement procedure needed
22 years.

4 Conclusions

This work simulated time-dependent settlements as self-load
1D consolidation settlements using the Finite Element
Method and based on a multipoint settlement gauge from a
massive spoil heap in Northern Greece. Validation of results
has been based on an independent surface marker’s mea-
surements spanning a larger period and on in situ and lab-
oratory geotechnical testing. The numerical simulation fitted
the multipoint settlement gauge measurements well, while
the parameters were within or at the limits of the

geotechnical testing results. Additionally, the simulation
results agreed well with the validation measurements, further
supporting the model’s parameters. The consolidation time
of the whole spoil heap was calculated at 22 years, denoting
the heap’s massive nature and the material’s fine-grained
nature. Overall, the analysis of the spoil heap’s time-
dependent settlements, serving as a paradigm for similar
cases, provides valid lessons and results according to the
available measurements and can serve as a design basis, at
least on a preliminary evaluation.
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A Time-Domain Deconvolution Procedure
for Soil Deposits with Nonlinear Properties

Luis A. Pinzón, Miguel A. Mánica, Diego A. Hidalgo-Leiva,
and Luis G. Pujades

Abstract

In this study, a procedure to perform a time-domain
deconvolution in nonlinear elastoplastic materials has
been proposed. The aim is to develop accelerograms at
the base of a finite element model (FEM) from surface
records to perform soil-structure interaction analyses.
This procedure is based on finding a relationship between
the surface response and the surface target spectrum,
modifying the input signal at the base through a spectral
matching technique until obtaining a surface response
compatible with the target spectrum. To this end, a FEM
of a soil deposit, considering its nonlinear properties and
ground motion records from the L’Aquila earthquake, was
used to validate the methodology; a Eurocode 8 design
spectrum was used as the target. It was found that the
procedure produces input signals at the base that generate
surface spectra similar to the target spectrum, with errors
lower than 10% for all considered periods. Results
obtained demonstrate the usefulness of the proposed
methodology.

Keywords

Deconvolution � Dynamic analysis � Finite element �
Ground motion � Seismic hazard � Site response �
Soil-structure interaction

1 Introduction

A common practice to quantify soil effects on propagated
strong motions is to perform one-dimensional site
response analyses. This type of analysis can be performed
in the frequency-domain and in the time-domain. In both
cases, for more realistic results, it is necessary to include
the nonlinear properties of materials. In time-domain, the
availability of accelerograms fulfilling specific require-
ments is an issue of broad interest for soil-structure
interaction analyses, especially when nonlinear properties
are considered (Pinzón et al., 2019, 2020). When numer-
ical dynamic analyses are performed, e.g., using the finite
element method, the input signal is required at the base of
the model. Nevertheless, acceleration records are usually
obtained at the surface and, therefore, it is necessary to
perform a deconvolution process to generate the associated
motion at the base of the soil deposit. Defining an
accelerogram at the base of a model to match a given
target motion at the surface is an inverse process in
nonlinear analyses that can be solved, approximately,
through conventional deconvolution procedures (e.g.,
equivalent linear method). Nevertheless, results are not
always as accurate as expected. In addition, if complex
material models are used to characterize the soil in
dynamic soil-structure interaction analyses (e.g., using
FEM), the input motion derived with an equivalent linear
method will not be compatible with the assumed soil
behavior. In this study, a simple iterative procedure for
time-domain deconvolution in nonlinear elastoplastic
materials has been developed. A finite element model in
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PLAXIS 2D (Bentley Systems, 2020) and ground motion
records from the 2009 L’Aquila earthquake were used to
validate the proposed methodology.

2 Proposed Algorithm

The procedure is based on finding a relationship between the
free-field surface response obtained from FEM analyses and
the target spectrum at the surface by adjusting iteratively the
input signal at the base through a spectral matching tech-
nique, until obtaining a surface response compatible with the
target motion. The proposed iterative deconvolution proce-
dure is described in Fig. 1.

3 Validation

3.1 Finite Element Model

Since only free-field conditions are considered, the FEM
corresponds to a slender column of soil (unit width) with
special lateral boundary conditions to account for the
semi-infinite lateral extent of the deposit (Zienkiewicz et al.,
1988). The soil deposit is characterized as a 30 m deep
medium to dense sandy layer, overlying a bedrock. The
input motion was applied at the base of the model through a
compliant base (Joyner & Chen, 1975) that minimizes
reflection of the downward propagating waves. An elasto-
plastic constitutive model (Brinkgreve et al., 2007) was

Fig. 1 Algorithm of the
proposed approach
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adopted to account for the nonlinear response of the soil.
The model includes features like small-strain stiffness
degradation, a hyperbolic hardening law, and a Mohr–
Coulomb type limit surface. This finite element model has
been created and analyzed using the PLAXIS 2D software
(Bentley Systems, 2020).

3.2 Target Spectrum and Input Motions

To assess the proposed algorithm, an Eurocode 8 (CEN,
2004) design spectrum has been used as a target for the
dynamic analyses. The selected design spectrum represents
sites with high seismicity (Mw � 5.5, Type 1) and with
dense soil deposits (subsoil class C, 180 < Vs30 � 360
m/s). A design acceleration of 0.40 g was assumed, which
corresponds to a Seismic Zone 1 in Italy (> 0.25 g).
A ground motion pair, derived from the horizontal
as-recorded components of the L’Aquila (2009) earthquake,
was selected as the input motion at the base of the FEM. The
records were taken from the PEER Ground Motion Database
(Ancheta et al., 2013), considering the site conditions, the
target spectrum, and their capacity to significantly excite the
soil-structure system. For cases in which the specific site is
known, site-specific ground motions should be used
according to the seismic hazard of the area.

4 Results

The procedure described in Sect. 2 was applied to the
selected accelerograms. Figure 2 shows the response spectra
obtained on the surface of the model after performing 30
iterations. The red line indicates the best iteration, showing
the smallest mean square error. In both cases, signals that
produce surface spectra similar to the target were obtained,
with differences of ± 10% in all considered periods.

In general, the results show progressive improvement and
stability with the number of iterations (see Fig. 3). The
signals obtained at the iteration with the smallest error pre-
serve a great similarity to the initial records, despite the fact
that its response spectrum was modified considerably.

5 Conclusions

Obtained results show the effectiveness of the proposed
iterative deconvolution procedure. This methodology can be
easily applied to obtain accelerograms on the base of a FEM,
from surface records, to match a given surface target spec-
trum considering the nonlinearity of the ground. This is
particularly relevant for application in soil-structure inter-
action analyses, where complex elastoplastic models are
used to characterize the behavior of the soil.

Fig. 2 Surface response spectra resulting from the iterative procedure

Fig. 3 Evolution of the mean squared error between target spectrum
and response spectra resulting from the iterative procedure
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Geological, Physico-Chemical
Characterization and Estimation of Clay
Reserves Exploited in Pottery
in Draa-Tafilalet Region (Morocco)

Toufik Remmal, Halima Jounaid, Fouad Amraoui, Soukaina Bedda,
and Assia Laroussi

Abstract

Investigations carried out on pottery in the Draa-Tafilalet
(DT) region have shown that this activity is subject to
many constraints linked particularly to the depletion of
natural resources, lack of workforce, and the quality of
the final products. This study contributes to the recogni-
tion, characterization, and valuation of clay materials in
the DT region in order to control a sustainable supply for
local potters. To do this, various analyses are carried out,
particularly at the lithological, mineralogical, chemical,
and technological characteristics of the clays exploited in
pottery, as well as data relating to the estimated reserves
in the supply zones. The clays are harvested in different
geological contexts from four provinces covering differ-
ent Saharan structural domains. The analyses generally
show a loamy to sandy-loamy composition with a clay
fraction not exceeding 14%. Most materials have a plastic
character (15 < PI < 40). The identified minerals are
dominated by quartz, total clay, goethite, calcite and
feldspars. The clay fraction is composed of illite, chlorite,
kaolinite, smectite, and palygorskite. The collected data
are processed in chemical, mineralogical and granulo-
metric diagrams to test the suitability of these materials
for use in ceramics. Medium-quality samples were
balanced in formulations to improve their pottery making
ability. It shows that, despite qualitative fluctuations, DT
clays can be used in pottery, subject to adjustments
relating to manufacturing processes and firing conditions.
The amount of clay consumed annually by potters
remains very modest (* 3000 tons/year) compared to
potential clay reserves estimated at 30 million tons.

Keywords

Clay � Ceramics � Valorization � Reserves � Saharan
domains � Morocco

1 Introduction

Clays and clay minerals have been widely used for a very
long time as main components of raw materials for the
manufacturing of various ceramic products. The diversity of
their fields of use and properties depends largely on their
structure and composition (Reeves et al., 2006). Few studies
have been carried out on the quality and potential use of
regional clays (Daoudi et al., 2014; El Yakoubi et al., 2006).
In DT region, the exploitation of clays in pottery is entirely
artisanal, based on empirical knowledge of the local potters.
Economically, pottery plays a very important role in
employment as it is a significant source of financial gain for
the local population. Nevertheless, this sector is not well
managed in terms of quantity and quality and is increasingly
subject to many constraints related generally to the quality of
the produced objects as well as the problems of raw material
supply. The purpose of this study is to identify opportunities
for valorization and optimization to ensure a quantitative and
qualitative availability of these clays which is an essential
phase to control a sustainable supply for the potters in the
area.

2 Materials and Methods

Current clay mining sites have been listed in different geo-
logical contexts spread over four provinces covering differ-
ent structural domains: Zagora, Errachidia, Tinghir, and
Ouarzazate (see Fig. 1). Each site was the subject of a
geological reconnaissance supported by lithological and
structural sections. 15 clay samples were taken from:
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Tamegroute (TD1, TD2), Astour (TD3, TD4), Sifa (TD5L,
TD5R, TD5S), Tadighoust (TD6J, TD6R, TD6V), Ikniouen
(TD8B, TD8C, TD9), Skoura (TD10L, TD10TL).

The particle size distribution was carried out using siev-
ing and laser diffraction analysis using a Horiba LA-920
laser analyzer. The Atterberg limits were determined
according to the NF P 94-052-1 (1995) and NF P 94-051
(1993) standards. The organic matter content was deter-
mined according to XP P 94-047 (1998) standard. The
mineralogical analysis was performed by X-ray diffraction
using a Bruker D8-Advance diffractometer. The chemical
analysis was performed by X-ray fluorescence using a
PANalytical Axios spectrometer.

The estimation of the clay resources has been carried out
by adopting the sectional estimation method (Stone & Dunn,
1996). The objective is to provide a tonnage estimate for
each volume element from a limited sampling. The calcu-
lation of the mineral reserves takes into consideration the
dimensions of the clay formations. The volume of each

section is its area times the average thickness. The obtained
volumes are then converted into tons of ore using an esti-
mated density of 1.75.

3 Results

Grain size analyses show a loamy to sandy-loamy compo-
sition with a clay fraction not exceeding 14% (Fig. 2a),
which gives these materials moderately high porosity and
permeability. The plasticity index (PI) deduced from the
Atterberg limits shows that most materials have a plastic
character (15 < PI < 40%). The organic matter content is
relatively low, not exceeding 5%. The minerals are domi-
nated by quartz (10–33%), total clay (8–62%), goethite (8–
26%), feldspars (2–15%), and calcite (0–25%). The clay
fraction is mainly composed of illite (45–100%) which
remains the most dominant mineral in practically all samples
and chlorite (0–30%). Other clay minerals are generally

Fig. 1 Geological context of DT region (extracted from the geological map of Morocco at the scale of 1:1,000,000)
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poorly represented or even absent, except for some slightly
illitic samples where their contents become higher up to 50%
for smectite, 40% for kaolinite, 30% for palygorskite, 15%
for vermiculite, and 20% for mixed-layer clays. Chemical
analyses show that silica remains by far the most represented
oxide (40 < SiO2 < 67%) and it is entirely correlated with
the quartz content. The Al2O3 content is high in samples rich
in clay fraction and/or kaolinite; in both cases, it varies
between 15 and 18.5%. The CaO content is disparate (1.9–
19%) and varies correlatively with the proportion of calcite
in the samples. The contents of alkaline oxides, particularly
Na2O, remain low (0.17 < Na2O < 0.35%, 1.13 < K2O
< 6.17%).

4 Discussion

The ability of clays to be used in the ceramic industry can be
tested through multi-criteria diagrams (Fiori et al., 1989;
Strazzera et al., 1997), in which the chemical and

mineralogical compositions of raw clays and mixtures
adopted by the potters are shown according to the reference
clays. The details of mixture formulations and compositions
are given in Table 1 and Fig. 2b. Two types of reference
clays, from the deposits of Fez (FES) and Safi (SAFI), are
incorporated into these diagrams.

Overall, the raw clays used by potters are of acceptable
quality, due to their mineralogical and chemical composition
(see Figs. 3 and 4).

The richness of certain samples in quarto-feldspathic
components can lead to a shift outside the scope of the
required standard. This gap can, however, be made up for by
considering the formulas of mixtures with a new miner-
alogical distribution which makes it possible to situate the
mixtures in the field of adequate or even optimal composi-
tions for the ceramic industry (see Fig. 3b). The mixtures
dominated by a single type of clay, particularly those used
by the potters of Ikniouen (Tinghir), remain of lower quality.
In the diagram of Fiori et al. (1989), the raw clays remain
globally focused on the domain of the red bodies or deviate

Fig. 2 Grain size distribution of raw clays (a) and mixtures (b)

Table 1 Mixture formulations
adopted by the artisans of
Draa-Tafilalet region

Clay mining site Mixture formulations Mixtures references

Tamegroute 100% TD1 Tg1

100% TD2 Tg2

Astour 75% TD4 + 25% TD3 Ask1

50% TD4 + 50% TD3 Ask2

Sifa 57% TD5L + 36% TD5R + 7% TD5S Sf1

33% TD5L + 33% TD5R + 33% TD5S Sf2

Tadighoust 57% TD6R + 29% TD6J + 14% TD6V KM1

57% TD6R + 43% TD6J KM2

Ikniouen 100% TD8B DK1

95% TD8B + 5% TD9 DK2

90% TD8C + 10% TD9 DK3

100% TD9 DK4

Skoura 50% TD10L + 50% TD10Tl Sk
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Fig. 3 Ability of raw clays (a) and mixtures clays (b) to be used in the ceramic industry according to their mineralogical composition

Fig. 4 Ability of raw clays (a) and mixtures clays (b) to be used in the ceramic industry according to their chemical composition
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from it relatively, in the direction of the aluminous and
calco-ferro-magnesian poles which reflect the control of the
clay phases and the carbonates (see Fig. 4a). On the other
hand, and with the exception of rare samples, the pastes
made according to the craftsmen’s formulation are mostly
placed in the area of red bodies in accordance with the
quality of the fired pieces produced (see Fig. 4b).

5 Conclusions

The mineralogical and physico-chemical variability of DT
clays is linked to the lithological and morpho-structural
characteristics of the sampling sites. Overall, the clays
studied are suitable for making usual Moroccan pottery
(tajines, majmars, kasaâs, jars …). The formulations adopted
by the potters make it possible to optimize the quality of the
materials by also acting on the methods of treatment. Finally,
the clay reserves are substantial enough (* 30 million tons)

to perpetuate the activity of the sector which remains modest
around 3000 tons/year.
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Influence of the Amount of Cement
on the Drained Shear Strength Parameters
of Clay Soil Obtained Through the Direct
Shear Test

Sofija Ostojić, Slobodan Živaljević, Zvonko Tomanović,
and Radomir Zejak

Abstract

The subject of this paper is the way, in which the amount
of cement and the curing time influences the parameters
of shearing resistance of clay soil obtained through the
direct shear experiment that is routinely conducted in
geotechnical laboratories. The direct shear test was
performed on silty clay soil samples compacted according
to the standard Proctor test, with the compaction degree
equal to 95% of the maximum achievable compaction.
The shear strength of samples containing 0, 3, 5, 7, and
9% of added cement was tested, and for curing times of 3,
7, and 14 days. The drained shear strength parameters /′
and c′ were obtained by processing the results in Excel.
The drained cohesion increases with increasing the
percentage of cement and curing time. The internal
friction angle increases with the increase of the percent-
age of cement up to a certain limit, while a decrease in the
internal friction angle value is recorded between 5 and 7%
of added cement. In contrast to cohesion, the internal
friction angle decreases with the extension of the curing
time of the samples.

Keywords

Direct shearing � Clay � Cement � Shear strength

1 Introduction

Many scientific papers have focused on testing of the char-
acteristics of cement-improved soil, with a greater number of
authors tested its uniaxial compressive strength (Ho & Chan,
2011; Pakbaz & Alipour, 2012; Tugba, 2015), the shear
strength in triaxial compression (Amin, 2015; Asghari et al.,
2004; Ho & Chan, 2011), deformation characteristics, as
well as parameters important for road construction—the
CBR values, while a more limited number of authors tested
the shear strength parameters in the direct shear apparatus
(Askarani & Pakbaz, 2016; Boroumandzadeh & Pakbaz,
2012). The subject of this research is the influence of the
amount of cement on the shear strength parameters of clay
soil in a drained direct shear test. Quantification of the
impact was carried out through a series of laboratory tests—
a drained direct shear test on remolded (pre-compacted)
samples of silty clay of low to medium plasticity. A com-
parative analysis was carried out on samples without added
cement, with samples containing 3, 5, 7, and 9% of added
cement. All samples were prepared with optimal water
content (16%) and compacted by compaction energy
according to the standard Proctor test.

2 Materials and Methods

For the purposes of this research, disturbed clay samples were
sampled at the location of Đurđevića Tara, municipality of
Pljevlja, Montenegro. Based on the conducted identification
and classification tests, the soil is classified as silty clay of
low to medium plasticity CL-CI according to the British Soil
Classification System (BSI, 1981). In the AASHTO classi-
fication, the soil is classified as A-6 with a group index of 14.
Based on X-ray diffractometry, the minerals present in the
untreated sample of the examined soil are quartz (38.2%),
muscovite (37.1%), kaolinite (5%), albite (19.6%), and an
insignificant percentage of calcite 0.1%.
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Cement is added to pre-dried and mechanically crushed
samples in amounts of 3, 5, 7, and 9% by dry weight of the
soil. In the process of specimens preparing the cement, CEM
II/B-M(V-L) 32.5R was used. After adding cement, the
samples were compacted with a compaction energy corre-
sponding to the standard Proctor test. The specimens were
60 mm in diameter and 25 mm height. Given that the
dimensions of the samples for the direct shear test are smaller
than the samples for the standard Proctor test, a correlation
was made that achieved a compaction of approximately 95%
of the maximum compaction obtained by the previously
performed Proctor test. The average dry unit weight of the
samples is cd = 17 kN/m3. The samples prepared in this way
were cured for 3, 7, and 14 days, after which shear strength
tests were performed in a drained direct shear test. During the
curing period, the samples were protected with PVC foil from
the loss of moisture and other influences from the air.

The drained direct shear test was performed in two phases,
phase I-consolidation and phase II-shear phase. According to
the EN ISO 17892-10, standard horizontal deformation rates
were determined based on the consolidation curves obtained
in the first phase of the test. Based on the calculation of the
required shear rate, it can be concluded that extension of the
curing time affects acceleration of consolidation and thus the
rate of horizontal deformation. These rates were different for
different sample curing times, namely 0.005, 0.015, and
0.05 mm/min for samples cured for 3, 7, and 14 days. During
the testing, data were collected which were later processed
and analyzed using Microsoft Excel.

3 Results

The results obtained during this research are shown graph-
ically. The diagrams in Figs. 1 and 2 show the obtained
values of the drained shear strength parameters, cohesion c′

and internal frictional angle /′ for the tested samples with
different percentages of cement and curing time after adding
cement. For untreated specimen (0% cement), values of
c′ = 2 kPa and /′ = 15.6° are obtained.

4 Discussion

In Fig. 1a, an increase in the value of drained cohesion is
clearly observed with an increase in the percentage of
cement added to the sample. In addition, an increase in
cohesion with an increase in sample curing time is visible
(Fig. 1b). In the diagram in Fig. 1a, cohesion values for
samples with 3, 5, 7, and 9% cement cured for 3, 7, and
14 days are shown. Increases in the drained cohesion value
were noted, so the cohesion value of the uncemented sample
is only 2 kN/m2, while the measured cohesion value for the
sample cured for 3 days with 9% of cement was 56 kN/m2.
With each increase in the percentage of added cement, the
cohesion value increased, for the case when the samples
were cured for 3 days and for increasing the percentage of
cement from 3 to 5%, the value of cohesion increased by
180%, while for all subsequent increases, this percentage of
increase is smaller, but still significant. Cohesion values
increase due to the cementation intergrain bonds and cement
hydration. Similar conclusions were reached by Askarani
and Pakbaz in their research (Askarani & Pakbaz, 2016).

Contrary to cohesion, the angle of internal friction does
not increase constantly with increasing value of added
cement. Based on this research and the results presented
above, it can be observed that with an increase in the per-
centage of cement, the angle of internal friction increases to a
certain value, after which decreasing values are observed. For
samples cured for 3 days, a decrease in the value of the angle
of internal friction is observed for the percentage of added
cement greater than 7%, while for samples cured for 7 and

Fig. 1 Effect of cement content and curing time on drained cohesion
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14 days, this decrease can be observed already after a cement
content greater than 5% (Fig. 2b). These decreases could be
attributed to the linear Mohr–Coulomb approximation of
cemented soil nonlinear failure envelope. With an increase in
the curing time of the samples, there is a decrease in the value
of the internal friction angle of the tested samples. The value
of the angle of internal friction shows only a slight increase
when the curing time is extended from 7 to 14 days (Fig. 2b).

5 Conclusions

Based on the results of the experimental research conducted
within this paper, the following conclusions can be drawn:

• The drained direct shear test was performed on silty clay
soil samples compacted according to the standard Proctor
test, with the compaction degree equal to 95% of the
maximum achievable compaction. The shear strength of
samples containing 0, 3, 5, 7, and 9% of added cement
was tested for curing times of 3, 7, and 14 days.

• By increasing the percentage of added cement and
extending the sample curing time, the value of the
cohesion increases.

• The angle of internal friction increases with an increase in
the percentage of added cement up to a 5% of added
cement for curing times of 7 and 14 days, after which a
decrease in value is noted. With an increase in the curing
time of the samples, there is a decrease in the value of the

internal friction angle of the tested samples. These
decreases could be attributed to the linear Mohr–Cou-
lomb approximation of cemented soil nonlinear failure
envelope. Future research is planned to include direct
shear tests for defining nonlinear failure envelope in a
low-normal stress range.
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The Effect of Microwave Treatment
on the Strength of Nigde Marble

Sair Kahraman and Masoud Rostami

Abstract

This study investigates the changes in the strength of
Nigde marble irradiated by microwave energy. The
uniaxial compressive strength (UCS) and the Brazilian
tensile strength (BTS) tests were carried out on the
untreated samples and on the samples which were
microwave treated at 6 kW for a duration of 5 min. The
tests were carried out on both dry, semi-saturated and
saturated samples. After the irradiation of the samples by
microwave at 6 kW power for 5 min, while the temper-
ature reached about 215 °C for the dry specimens, the
temperatures of the semi-saturated and fully saturated
specimens raised to about 230 °C and 250 °C, respec-
tively. The strength decrements in the UCS samples are
10.9% and 35.4% for the dry and saturated conditions,
respectively. The strength decrements in the BTS samples
are 30.4% and 37.7% for the dry and saturated conditions,
respectively. The UCS value of the treated dry specimen
decreases slightly. On the other hand, the UCS values of
the treated samples decline steadily with the increasing
saturation degree. The BTS value of the irradiated dry
specimen decreases rapidly. The BTS value of the
saturated specimens after the treatment declines slowly
with the increasing saturation degree that the UCS and the
BTS specimens show different behavior under the
microwave treatment is probably due to the size effect.
Concluding remark is that the microwave treatment has
important effect on the strength of Nigde marble.

Keywords

Marble � Microwave treatment � Water saturation �
Strength

1 Introduction

The mechanical excavation of rocks has been increasing in
rock engineering projects. The low advance rate and the high
tool wear are important problems when excavating hard and
abrasive rocks. A concrete solution has not been found
yet although there are some research studies on this topic. In
order to increase cutting rate and decrease wear rate during
cutting very hard rocks, recently, the studies on some
innovative methods such as microwave-assisted rock
breakage have been drawing attention. Several researchers
have investigated the effects of microwave treatment on the
strength of rocks (Hassani et al., 2016; Kahraman et al.,
2020; Motlagh, 2009; Peinsitt et al., 2010; Satish et al.,
2006). The aim of these researchers is to provide a base for
the possible application of microwave-assisted rock cutting.

Although several researchers have investigated the
influence of microwave treatment on the strength of rocks
for the possible application in the microwave-assisted rock
excavation, there are too limited studies about the effects of
microwave treatment on the strength of carbonate rocks. In
this study, the effects of microwave treatment were investi-
gated on the mechanical properties of Nigde marble.

2 Experimental Studies

The samples of marble from Nigde area of Turkey were used
in the studies. The marble has about 98% CaCO3 content.
The NX (54.7 mm) size cylindrical and disc specimens were
prepared from the block samples collected from the site.
Cylindrical specimens had a height of 136 mm and disc
specimens had a thickness of 27 mm.

First the uniaxial compressive strength (UCS) and the
Brazilian tensile strength (BTS) values of the untreated
specimens were determined. Then, the three UCS specimens
were dried with an oven at 105 °C for 24 h. After cooling
period, the specimens were treated by microwave at 6 kW

S. Kahraman (&) � M. Rostami
Hacettepe University, Ankara, Türkiye
e-mail: sairkahraman@yahoo.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Bezzeghoud et al. (eds.), Recent Research on Geotechnical Engineering, Remote Sensing, Geophysics
and Earthquake Seismology, Advances in Science, Technology & Innovation,
https://doi.org/10.1007/978-3-031-48715-6_6

25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48715-6_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48715-6_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48715-6_6&amp;domain=pdf
mailto:sairkahraman@yahoo.com
https://doi.org/10.1007/978-3-031-48715-6_6


power for 5 min using an industrial microwave oven with a
frequency of 2.45 GHz. Other three specimens were satu-
rated with tap water until their weight did not change, then
they were treated by microwave at 6 kW power for 5 min.
The remaining three specimens were fully saturated and they
were left to dry. The semi-saturated conditions (50%) of the
specimens were determined by measuring their weights
during drying period. After that they were treated by
microwave at 6 kW power for 5 min. The surface temper-
ature of each specimen was measured with an infrared gun
before the microwave irradiation and immediately after
removing the sample from the microwave oven. All surfaces
of the samples were scanned by the infrared gun and the

average values were used as the final surface temperatures.
As soon as the temperatures of the samples were measured,
the UCS tests were carried out on the hot specimens. The
procedure was repeated for the BTS specimens.

3 Results

After the irradiation of the samples by microwave at
6 kW power for 5 min, while the temperature reached
about 215 °C for the dry specimens, the temperatures of the
semi-saturated and fully saturated specimens raised to about
230 °C and 250 °C, respectively (Fig. 1). The UCS and the
BTS values of the specimens before and after the microwave
treatment are given in Table 1 for the different saturation
degrees. The strength losses due the microwave treatment
were also calculated. The losses in the UCS values are
10.9%, 21.7% and 35.4% for the dry, semi-saturated and
fully saturated specimens, respectively. The losses in the
BTS values are 30.4%, 34.4% and 37.7% for the dry,
semi-saturated and fully saturated specimens, respectively.
The BTS loss is 30.4% even for the treatment of the dry
specimens. This is due to the fact that small specimens are
affected from the irradiation more than that of large
specimens.

As indicated in Fig. 2, the UCS value of the treated dry
specimen decreases slightly. On the other hand, the UCS
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Table 1 Strength losses after the
microwave treatment

Saturation degree (%) UCS (MPa) UCS loss (%) BTS (MPa) BTS loss (%)

67.3a 6.1a

0 59.9 10.9 4.2 30.4

50 52.7 21.7 4.0 34.4

100 43.5 35.4 3.7 37.7
a UCS and BTS of the untreated samples
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values of the treated samples decline steadily with the
increasing saturation degree. The BTS value of the irradiated
dry specimen decreases rapidly (Fig. 3). The BTS value of
the saturated specimens after the treatment declines slowly
with the increasing saturation degree that the UCS and the
BTS specimens show different behavior under the micro-
wave treatment is probably due to the size effect.

4 Discussion

It was observed that the water saturation did not have much
effect on the surface temperature of the UCS and BTS sam-
ples, but it was especially effective on the UCS loss. This is
because the microwave heats the objects internally and the
internal temperature is approximately twice the surface
temperature (Hartlieb et al., 2012; Peinsitt et al., 2010).

It was also found that water saturation had less effect on
the BTS loss than the UCS loss. This is considered to be
because the BTS samples are smaller than the UCS samples,
which results in lower interior temperatures.

5 Conclusions

The evaluation of the results shows that microwave treat-
ment significantly decreases the strength of marble. The
water saturation increases the degree of influence of micro-
wave treatment. The losses in the UCS values are 10.9%,
21.7% and 35.4% for the dry, semi-saturated and fully

saturated specimens, respectively. The losses in the BTS
values are 30.4%, 34.4% and 37.7% for the dry,
semi-saturated and fully saturated specimens, respectively. It
can be concluded that the microwave treatment has impor-
tant effect on the strength decrement of marble.
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Effectiveness of Vetiver Grass in Char
Land Protection

Mohammad Shariful Islam and Dipa Sarker

Abstract

Numerous land protection techniques are available but all
of them are not always suitable due to various factors
such as resource limitations, cost-effectiveness and envi-
ronmental impacts. This research work aims to focus on
the protection of char land (small river islands) which are
highly erodible and unstable due to high tidal flow and
flood actions. Bioengineering technique is effective in
increasing bed roughness. In this context, vetiver grass
(Chrysopogon zizanioides) has been selected for its
special characteristics such as fast growth, submergence
tolerance and long root system. Even though there has
been studies on the roughness coefficient (n) of vegetated
soil, there is still gap in study on char land. For this
purpose, a small-scale physical model-based experiment
and theoretical studies were conducted. A rectangular
wooden model with a dimension of 3.0 m � 0.7 m
0.6 m filled with char soil and a mild bed slope of
1:60 was constructed. Vetiver tillers were planted with a
spacing of 20 cm c/c in both directions. Model tests were
conducted after 140 days of vetiver plantation varying the
discharge in the range of 0.000111–0.000138 m3/s to
determine n. The vetiver root system grew to a depth of
50 cm and anchored the bed soil. Vetiver shoots grew up
to 127 cm and retarded the flow velocity and also
increased the surface roughness and flow depth. Theoret-
ical relationships have been established using Manning’s
roughness equation, and Strickler’s formula for deter-
mining the Manning’s Roughness Coefficient, n of the
char land for a discharge range of 0.002–0.004 m3/s.
Manning’s roughness coefficient was found to be in the

range of 0.03–0.07 for different roughness heights. It is
concluded that vetiver grass plantation is effective in char
land protection and reclamation by increasing roughness,
retaining soil and reducing erosion.

Keywords

Char land � Land reclamation � Roughness coefficient �
Vetiver grass

1 Introduction

The term Char means riverine island or mid-channel island,
which emerges as a result of continuous accretion in the river
bed commonly surrounded by surface water sources (Islam
et al., 2014). Accretion of land is subject to continual
change, erosion and reformation due to natural hazards like
flood, river flow, wave action which wash out the land
surface. In most of the cases, chars are developed with sandy
soil, which is unstable and easily erodible. The char land is
unique because of its formation, accretion process, soil type
and stability. These sandy chars have adverse effects on the
livelihood of local people. So, as a cost-effective solution,
the local people practice bioengineering using local materi-
als like dholkolmi, chaliya, binna or vetiver, murta, hizol/
koros, etc., with bamboo along with other conventional
solutions like boulders, sand-cement mixture, cement con-
crete blocks, geo-bag, retaining wall, etc. Past research
showed vetiver grass (Chrysopogon zizanioides) is effective
in erosion control, slope stabilization, against wave action
and land development due to its unique characteristics of
root (Islam & Islam, 2022; Truong, 2000). However, vetiver
is intolerant to shading, requires regular watering, trimming
and weeding and may also need fertilizer depending on the
soil nutrient for proper growth (Truong & Hengchaovanich,
1997). So, with proper maintenance, application of vegeta-
tion can have a good result and be cost-effective, flexible,
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applicable in remote areas and adaptable with local
geo-environmental condition. Studies also showed that,
vetiver hedge can trap fine to coarse sediments from surface
runoff (Truong & Loch, 2004). In Bangladesh, vetiver is
being used on road slope, coastal and flood embankment,
village mound protection and landslide mitigation (Islam
et al., 2021). However, the application of vetiver grass in
char land is yet to be studied. The objective of this study is
to determine the roughness coefficient of vetiver grass
embedded soil from char land for its protection against soil
erosion and land degradation as well as its reclamation.

2 Materials and Methods

Soil: Soil sample was collected from Kodaillar Char,
Narayanganj (23.685° N, 90.685° E). Silt and clay content
of the soil is 72.8% and 23.2%, respectively, and FM is 0.60.
Coefficient of permeability and friction angle varies between
1.03 � 10−2 and 9.29 � 10−5 cm/s and 28–36°, respec-
tively. The pH is 6.7 and nutrient contents such as organic
matter, nitrogen, potassium, phosphorus, sulfur, boron and
zinc are 0.57%, 0.03%, 0.79 meq/100 g, 29.12 ppm,
12.70 ppm, 0.14 ppm and 0.20 ppm, respectively, which is
not adequate for proper growth of vegetation.

Vetiver Grass: Naturally grown, good quality vetiver grass
with stiff and erected stem and finely structured root system
was collected from Pubail, Gazipur (23.93° N, 90.47° E)
and transported to the model site with appropriate
arrangement.

Theoretical Approach for Roughness Coefficient, n: A
number of empirical methods are used for estimating
n. Although much research has been done on determining
Manning’s roughness coefficient, n, for different vegetated
soil, very little has been conducted concerning that for char
land. A theoretical relationship has been established using
Manning’s and other’s roughness coefficient equation
(Table 1).

Physical Model Approach for Roughness Coefficient, n:
Two rectangular wooden models (3 m � 0.7 m � 0.6 m)

with a bed slope of 1:60, namely Bare Char Model
(BCM) and Vetiver Char Model (VCM) were constructed in
BUET premises. The temperature, humidity and sunlight of
this area ranged between 18–32 °C, 62–81% and 7.5–
9.4 h/day, respectively, during the study period. The average
annual rainfall is 1875 mm. The models were filled up with
char soil (moisture content: 5–7%), compacted in three
layers (compaction energy: 40 kN m/m3, density:
10.74 kN/m3). Among the two models, one was covered
with triple tiller vetiver grass at a spacing of 20 cm c/c on
both direction, whereas the other one was in bare condition.
At the time of plantation, root length was 7 cm and shoot
length was 23 cm. After 140 days, shoot and root length
grew up to 127 cm and 50 cm, respectively. Number of
tillers increased up to 5–6/point.

A container was placed at upstream of the model which
acted as an inlet tank. A pipe was connected to the tank to
supply flow into the model. The water in the tank was
supplied through a pipe from the overhead tank and a
specific head (0.45 m) was maintained by continuous sup-
ply. The bottom of the water tank was placed near the sur-
face of the model and a metal sheet was used to ensure
uniform flow. A valve was set at the upstream end to adjust
and a flow meter was connected to the pipe to measure the
flow discharge. Three flow discharges were considered and
time laps for each of the flow were up to 30 min. Flow
discharge was adjusted by the flow meter. At that time, flow
depth was measured at downstream. Average velocity was
determined manually for each of the cases. At the end, soil
erosion for each condition was measured. Figure 1 shows
the schematic diagram of experimental set up for VCM.

3 Results

Under theoretical consideration for flow discharges 0.002,
0.003 and 0.004 m3/s; Manning’s roughness coefficient for
char soil has been found to be 0.011. For vegetation with
different effective roughness heights (ks), n increases sig-
nificantly ranging from 0.03 to 0.05. From Fig. 2a, flow
depth increases with flow discharge and it is higher in
vegetated condition compared to bare condition. With veg-
etation, flow depth increases with increasing effective

Table 1 List of equations used
for the theoretical approach
(Sarker, 2022)

Author Equation Description

Strickler
(1923)

n ¼ 0:047 d1=6 d = grain diameter in mm

Subramanya
(1982)

n ¼ 0:047 d1=650
d50 = diameter of the bed material corresponding to 50% finer in mm

Manning’s
(1889)

u ¼ 1
n R

2=3S1=2 u = mean velocity of flow (m/s), R = hydraulic radius (m),
S = channel slope, n = Manning’s roughness coefficient
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roughness height. From Fig. 2b, u increases with flow dis-
charge and it is higher in bare condition compared to veg-
etated condition. With vegetation, mean velocity, u
decreases with increasing effective roughness height.

In physical experiment (Fig. 2c), flow discharges at a
range of 11.0 � 10−5–14.0 � 10−5 m3/s and ks 1.27 m have
been used. At these rates, the average flow velocity is 0.18–
0.27 m/s for BCM and 0.11–0.16 m/s for VCM. Flow depth
is 0.01–0.02 m for BCM and 0.06–0.07 m for VCM.
For BCM, flow discharge increases the depth of flow and
corresponding average velocity also increases simultane-
ously. When vetiver is added as a roughness element, flow

0.
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Water inlet tank 

Tail water gate 
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Fig. 1 Schematic diagram of experimental setup for Vetiver Char
Model (VCM)

Fig. 2 a Flow depth-discharge
relationship and b mean
velocity-discharge relationship
from theoretical estimation,
c flow depth-discharge and
average velocity-discharge
relationship from model test for
flow through bare condition and
with vetiver
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depth increases slightly but average velocity decreases
compared to bare condition.

4 Discussion

It is observed that vetiver growth is well satisfactory in
nutrient deficient char soil. It means that the application of
vetiver grass as a bioengineering tool can be effective and
sustainable in char land protection and reclamation.

From the theoretical calculation for specific flow dis-
charges and increasing effective roughness heights, the u of
flow decreases and thus Manning’s roughness coefficient
increases in case of vegetated conditions. During experi-
mental conditions when vetiver is added as a roughness
material for a specific flow, discharge flow depth also
increases and average velocity decreases up to a certain
limit. However, for bare conditions, there is no significance
of bed material alone on roughness coefficient and flow
velocity. So, for both cases, vegetation acts as a blocking
material which minimizes surface erosion by reducing flow
velocity and initiates land accretion. Also, it satisfies the
criteria for sedimentation under different effective roughness
heights. However, different types of local reeds such as
Saccharum pontaneun (Kansh) and Arundo donux
(Nolkhagra) are practiced but vetiver is effective for stabi-
lizing char land. Vetiver has been selected for its special
characteristics such as fast growth, capable of extreme cli-
matic condition, submergence tolerance, strong stems and
long root system which has strong binding capacity.

5 Conclusions

Manning’s roughness coefficient for char soil is 0.011. For
vegetation, with different (ks), n increases significantly in the
range of 0.03–0.05. Mean velocity u is higher in bare con-
dition (0.41–0.55 m/s) than that of vegetated condition

(0.17–0.27 m/s). In the physical experiment, average
velocity increases in BCM (0.18–0.27 m/s) and decreases in
VCM (0.11–0.16 m/s). Flow depth increases in both BCM
(0.01–0.02 m) and VCM (0.06–0.07 m). Vetiver grass on
char bed acting as a blocking material increases the rough-
ness and decreases the flow velocity and erosion. So, this
bioengineering technique is an effective solution for char
land protection.
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Predictive Algorithm for Landslide
Using MATLAB Simulink

Diego Villalobos, Gustavo Gatica, Pierre-Yves Descote, Luis F. Robledo,
Ivo Fustos, Vicente Tapia, Wenbin Jian, and Wen Nie

Abstract

The study of earth movements and their occurrence
factors contributes positively to the reduction of damages
resulting from disasters caused by landslides, falls or
alluvium. The investigation of early warning systems for
landslide events that is developed for this case uses main
variables for the generation of movement. In this case, the
main conditioning factor is the slope, and the triggering
factor is the precipitation, measured through the daily
precipitation history of the mountain town of San Jose de
Maipo, Chile. Using fuzzy logic rules, an algorithm
capable of establishing logical relationships between
variables with a prediction accuracy ratio of over 88%
is developed, which implies that the applied model is
efficient at the time of detecting a real warning signal.

Keywords

Landslide � Early warning systems � Fuzzy logic �
Predictive algorithm � Simulink�Geological modeling�
Geological hazard

1 Introduction

Massive landslides, and particularly landslides, are a geological
hazard that has meant potential damage throughout history in
certain regions of the planet (Cruden et al., 1996). This
studying case located in the mountainous province of the
Metropolitan Region, Chile. An area that is highly exposed to
the occurrence of these natural phenomena, due to the high
precipitation and a steep and mountainous geomorphology.
The GIS analysis tools mainly provide us with the resulting
susceptibility for the studied areas (Achour et al., 2017; Man-
char et al., 2018), but in simulation environments using the
slope as the main conditioning factor and meteorological fac-
tors as the triggers of the phenomenon, this study proposes to
develop and validate a prediction algorithm for the occurrence
of landslides, to foresee future movements and avoid human
losses and damages in the communities (UNISDR, 2012).

2 Methodology

Daily rainfall, El Niño, OAA and terrain slope data are used
and entered into a predictive algorithm based on fuzzy logic
(Ferson & Hajagos, 2004), in a Mamdani type system com-
posed of a fuzzifier, in which the fuzzy sets and their mem-
bership of the data universe are processed through control
rules, developed in MATLAB Simulink (Wang, 2015). This
system replicates the behavior of the dynamic system that
conditions and originates slips based on the main variables.

3 Results

3.1 Membership Functions

To use the fuzzy logic tool (Fustos et al., 2020; Wang,
2015), intervals are created by Goodman’s algorithm
(Goodman, 1965) using multinomial probability models to
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analyze the membership functions. In this work, the confi-
dence intervals allow defining the uncertainty in the esti-
mation of the relative frequencies or proportions of the
multinomial distributions. Probability boxes are also used to
represent the uncertainty due to the precision of the multi-
nomial probability models (Ferson & Hajagos, 2004; Ferson
et al., 2003; Hall & Lawry, 2004). After defining the inter-
vals for each parameter, rules are created for each mem-
bership function given by trapezoidal type functions under
the Gaussian bell, applied to the parameters obtained by
Goodman’s algorithm (Goodman, 1965). Figure 1 illustrates
the membership functions for the main variables and for the
sliding phenomenon.

3.2 Fuzzy Logic Rules and Graphics

The rules established for the model correspond to an
IF AND THEN system, in which all combinations between
variables are made with the additional commands NOT,
AND, and OR (Fig. 1, right). As a result, the variables
have 3 states within the model, (low, intermediate, and
high probability state) for the occurrence of a removal. The
graphs (Fig. 2) are the result of the behavior of each
variable according to the rules established for the model,
simulating the slope (x axis) versus daily scale precipitation
(Fig. 2a), slope versus Antarctic Oscillation (AAO) and
slope versus El Niño phenomenon (Fig. 2b, c). The z axis
in the graphs illustrates the probability of landslide

occurrence in the study area, where the cold blue tones
represent a low probability of occurrence (slope angles
close to zero and low precipitation/influence of AAO and
El Niño phenomenon), while the warm yellowish tones
show a higher probability of landslide occurrence associ-
ated mainly to the increase of the slope and the amount of
fallen water associated to the precipitation and meteoro-
logical phenomena of greater intensity, showing the rela-
tionship that these variables have according to the rules in
which the model was configured.

3.3 ROC Curve

The Receiver Operating Characteristic curve (ROC curve)
(Cruden et al., 1996) is known as the sensitivity rate, which
is expressed through a graph between false positives (x axis)
and false negatives (y axis). It is used to compare models and
identify which one gives better performance as a classifier
and in turn, the area under the curve (AUC) can be used as a
summary of the quality of the model, measuring the accu-
racy in the prediction of binary events, that occur or not. The
choice of an indicator, in this case an algorithm, implies a
compromise in relation to the rate of correct predictions and
false predictions, but because the signals come from con-
tinuous variables, they are not binary for this case, so the
signals must be calibrated (Fig. 3), so that the operator
defines a threshold above which any indicator is considered
as valid.

a 

b 

c 

d
Fig. 1 Membership functions of:
a slope, b precipitation,
c landslide and d fuzzy logic rules
for landslide
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4 Discussion

There is a wide range of factor that condition the physical
stability of a terrain in general (Yuvaraj & Dolui, 2021), but
the study of landslides in this area, the slope is the most
important variable in high mountain conditions as well as
simplifying the modeling of the problem. The use of climatic
factors and daily precipitation as triggers of events is due to
the historical relationship that exists between climatic cycles
and heavy rainfalls with the generation of alluvium and
landslides. Using the analytical and variable membership
graphs, it can be inferred that intervals A and D (Table 1) are
the scarcest data within the records, which makes it proba-
bilistically ambiguous, while intervals B and C present
greater certainty when simulating a scenario in which the
risk increases proportionally to the precipitation on a daily
scale. The slope has an impact on the model when exceeding
50°, where, added to the precipitation, it shows an increase
in the probability of occurrence of movement (Fig. 2a).

In the ROC curve analysis, for the calibration phase of the
algorithm, 30% of the research data and 70% of simulated
data were applied in which the failures were analyzed to

modify certain parts of the code, where there is more
ambiguity for the model. The results of the ROC curve show
results within the range 0.85–0.90, meaning that the model
can differentiate well between negative and positive signals,
choosing the correct classification.

In the validation phase, 100% of the data are applied to
calculate the ROC curve and create a confusion matrix
showing the true positives and true negatives of the dataset,
as well as the false negatives and positives to calculate the
logistic regression already implemented together with the
AUC value. The ROC curve analyzed for the research case is
within the range 0.85–0.95, making the correct classification
choice for the algorithm very likely.

Fig. 2 a Slope versus daily precipitation; b slope versus Antarctic Oscillation (AAO) and c slope versus El Niño phenomenon

Fig. 3 Calibration ROC curve
and validation ROC curve

Table 1 Risk intervals

A B C D

Very low 0.0 0.0 0.05 0.2

Low 0.0 0.2 0.2 0.4

Middle 0.2 0.4 0.4 0.6

High 0.4 0.6 0.75 0.9

Very high 0.75 0.9 > 0.9 > 0.9
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5 Conclusions

The precipitation and slope conditions of the Cajon del
Maipo territory are modeled and evaluated, forcing their
logistic coupling through a probability system based on
fuzzy logic. The logistic regressions applied present a fea-
sible yield (AUC) over 80%, thus making non-random
predictions. The daily scale precipitation estimator obtained
a higher weighting with respect to the slope, indicating the
existence of a hydrometeorological control in the area,
which is above the geomorphological factor.

The ROC curve model used gave satisfactory results by
delivering a ROC curve above 0.88, which implies that the
model correctly differentiates false positives and negatives,
generating an adequate logical response for the early warn-
ing analysis that may be originated. Thus, the use of logistic
models and precipitation simulations for the study and
control of landslides in the study area is considered
applicable.
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Innovative Solution for Retaining Walls
Anchorage

Michael Doubrovsky and Virzhiniia Oganesian

Abstract

High soil retaining walls as well as deep water berths of
solid construction need to be anchored in order to provide
structures’ stability and required bearing capacity. Tradi-
tional anchor systems for such facilities in many cases are
resource demanding and costly. An innovative (patented)
design of the anchor system is worked out. Anchor
bearers are made of “comb” type as several small anchor
plates fixed along the rigid core. Anchor force is taken by
all plates of the comb simultaneously. Distance between
anchor plates on the rigid core may be regulated to
achieve the maximal positive effect from the point of view
of anchor system bearing resistance. Other adjustable
parameters are angle between the plate and the core axis
and plate sequence (if plates are of different height).
Study of the innovative anchor system included both
physical (in laboratory conditions by use of soil box in
scale of 1:20) and numerical modelling. Based on the
executed study, the basic factors that determine the
bearing capacity of both the anchor device and the whole
structure (the depth of the anchor bearers, the angle of
anchor plates’ inclination, the number of plates, the height
of the various plates in the “comb” and the order of their
location in the device) are analysed. As it was demon-
strated by our research, proposed design approach
provides increasing bearing capacity both of the anchor-
age and of the soil retaining structure in whole (keeping
the same material consumption for the anchorage as at the
traditional solutions with one large anchor plate or with
anchor sheet pile wall). On the other hand, proposed

structure may provide decreasing of the material con-
sumption (keeping the same structure’s bearing capacity
as at the known facilities).

Keywords

Anchor system�Retaining wall� Sheet piling� Physical
modelling � Numerical modelling

1 Introduction

In civil engineering, broad application found rigid retaining
walls of sheet pile type with anchored front elements.
Anchor devices and, in particular, anchor plates are very
important structural elements of such quay walls. Today, a
relevant issue of design and construction of sheet pile walls
is the development of new anchor systems of a high bearing
capacity with minimal costs of materials and resources.

A retaining wall with an improved anchoring system in
the form of a “comb”, developed by the authors (Dou-
brovsky & Oganesian, 2012) (see Fig. 1), contains a front
wall 1, backfill 2 behind the wall and anchor rods 3 with
anchor bearers located in the backfill behind the soil sliding
wedge. Anchor bearers are made of a “comb” type with
anchor plates 5 fixed along a rigid core 4. The distance
between adjacent anchor plates is determined to provide a
condition: the plate closest to the front wall does not cross
the boundaries of the soil extrusion wedge in front of the
plate more distant from the front wall (soil extrusion wedges
are built at an angle of 45° + u/2 to the vertical, where u is
the angle of internal friction of the soil).

The advantages and design features of innovative anchor
system, as well as the principle of its operation, are described
in our articles (Doubrovsky & Oganesian, 2013; Dou-
brovsky & Oganesyan, 2013). The sheet pile wall 1 with the
cap 6 works under the pressure of the backfill soil 2, like a
beam plate, the upper end of which is pivotally attached to
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the anchor device, and the lower end is clamped in the
ground. Wall 1, the movement of the upper end of which is
limited by the anchor device, under the pressure of the
backfill soil 2, bends and tends to turn around the point of
attachment of the anchor rod 3. This is prevented by the
bottom soil resistance located in front of the wall. Anchor
rod 3 transfers the force from the ground pressure to the
anchor system of a “comb” type. All the forces are taken
simultaneously by all plates of the “comb” 5.

The location of anchor plates on a rigid core allows to fix
the most favourable distances between the plates. In partic-
ular, this makes it possible to maximize the use of the
reactive pressure of the soil in front of the plates. In tradi-
tional high-pitched anchor slabs placed in trenches, the lat-
eral surface of the upper part of the anchor plate gives a
smaller contribution to the bearing anchor capacity com-
pared to its lower part.

2 Experimental Studies and Discussion

2.1 Numerical Analysis of Anchor System

In the numerical analysis of the work of the “comb”, three
design considerations of its positions in depth were evalu-
ated: at the level of the upper, middle and lower thirds of the
height of the anchor plate of the traditional design. The
results are given in Tables 1 and 2.

Thus, with the same material consumption, the bearing
capacity of the proposed solution (n = 2, 3, 6) is greater and
grows with the depth of the anchor device (Table 1). On the

other hand, with the same bearing capacity of the traditional
structure and the new technical solution (E1 = 630 kN,
Table 2), the material consumption for the anchor device of
a “comb” type decreases with an increase in the number of
plates. Consequently, when reducing material consumption
1.5 times, the required value of the bearing capacity is
provided, or there is the possibility of significant increase of
bearing capacity for high retaining walls (e.g. in case of
deep-sea berths).

2.2 Experimental Research and Analysis

At Odessa National Maritime University, authors have car-
ried out experimental model research of the proposed anchor
device with both vertical (perpendicular to the anchor rod
axis) and inclined anchor plates.

Earlier in the works of Yakovlev et al. (2004), Budin
(1974), Tsagarelli (1963), experimental and numerical
studies of anchor plates were considered, but no exhaustive
answer was given to the question of how the angle of
inclination of the anchor plate affects its bearing capacity. At
the same time, in most cases, the results of calculations using
the Coulomb methods and the Theory of the Limit Stress
State of Soil give significantly different results not only from
each other, but also in comparison with experimental data.

In our research, experiments with an anchor device of a
“comb” type with vertical and inclined plates were carried
out for the first time. For comparison, under similar condi-
tions, the work of an anchor device of a traditional design
was also considered.

Fig. 1 Retaining wall with
innovative anchor system
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The following initial data was chosen for the experiment:

• height of the single anchor plate (in traditional solutions)
H = 0.3 m;

• height of the plates of the “comb”-type anchor device
h = 0.1 m;

• number of plates in the “comb”-type anchor device-3;
• length of plates in layout L = 0.5 m;
• distance between plates of the anchor device l = 0.2 m;
• depth of the single anchor plate T = 0.15 m from the top

of the experimental box.

In order to determine the optimal position of the “comb”,
three positions in terms of depth of the proposed anchor
device were considered:

• the “upper” position—T = 0.15 m from the top of soil
surface in box;

• the “middle” position—T = 0.25 m;
• the “lower” position—T = 0.35 m.

The model of a “comb” was made of two types, for each
of which a series of experiments were carried out in three
positions at different depths:

• vertical plates are positioned under the angle of 90° to
anchor rod;

• inclined plates are positioned under the angle of 10, 20,
30° to vertical axis (Table 3).

As a result of the research of the influence of the incli-
nation angle of anchor device plates on its performance, a
family of curves for each type of anchor device was
obtained, described by a two-parameter function:

f T ;Eð Þ ¼ f1 Tð Þ � ef2ðTÞ; ð1Þ
where

f1 Tð Þ ¼ a1 þ b1 � T þ c1 � T2 ð2Þ

f2 Tð Þ ¼ a2 þ b2 � T þ c2 � T2 ð3Þ

Table 1 Comparison of bearing
capacity of retaining wall anchor
devices

Number of
plates in
anchor
device, n

Height of
anchor
plates, m

Depth of the
top of the
plate, T (m)

Bearing capacity of anchor
devices with the same
material consumption (кN)

Increment of the
bearing capacity of
anchor device Ei/E1

1 3.0 2.0 E1 = 630 1.0

2 1.5 3.5 E2 = 765 1.21

3 1.0 4.0 E3 = 810 1.29

6 0.5 4.5 E4 = 855 1.36

Table 2 Comparison of
retaining wall anchor devices
material consumption

Number of plates
in anchor device,
n

Depth of the top
of the plate,
T (m)

Cumulative area of plates (м2) with the
same bearing capacity of anchor
device

Decline of the area
of anchor device
Ei/E1

1 2.0 S1 = 3.0 1.0

2 3.5 S2 = 2.26 1.33

3 4.0 S3 = 2.07 1.45

6 4.5 S4 = 1.92 1.56

Table 3 Results of experimental
research of the bearing capacity
of anchor systems

No Anchor device type Bearing capacity
(кN)

Bearing capacity
increment (%)

1 Traditional anchor device with the single anchor plate 3.0 –

2 Innovative anchor device of a “comb” type
(vertical plates)

3.9 30

3 Anchor device with inclined anchor plates (10°) 4.15 35

4 Anchor device with inclined anchor plates (20°) 4.25 42

5 Anchor device with inclined anchor plates (30°) 4.7 57
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f1(T), f2(T) parameters of the function f(T, E);
T independent variable, set by the

experimenter, describing the depth of the
anchor device;

E independent variable, set by the
experimenter, describing horizontal load
applied to anchor device;

a1, b1, c1, a2,
b2, c2

two-parameter equation ratios, calculated
by the Least Squares Method.

Curves describing the most advantageous constructive
type of “comb” are shown in Fig. 2. For plates with incli-
nation angle of 30° towards the backfill, when putting the
ratios values calculated by the Least Squares Method into
formula (1) obtaining:

f T ;Eð Þ ¼ 3:2� 34:14 � T þ 85:54 � T2
� �

� e42:5�293:9�T þ 385:5�T2 ð4Þ
Fixing the plates on a rigid core facilitates the installation

of the anchor device, since there is no need to use an aux-
iliary rigid mounting traverse, which is typical for anchor
devices with flexible anchor rods. The entire “comb” (anchor
plates fixed to the core) can be placed in the design position
by a crane during one operation.

Besides, depending on the design solution and ground
conditions on the construction site, the “comb” can be placed
horizontally or obliquely, and the plates themselves in the

“comb” can be fixed to the core perpendicular or at an angle
to ensure the necessary reaction of the backfill soil.

Comb rigid elements with short anchor plates are more
reliable and service-strong in case of dynamic loads than
traditional flexible tie rods with high plates.

As considered anchor system of quay walls or high
retaining walls in most practical cases are located in sandy
soils (without rheological processes), long-term performance
was not considered at this research stage.

3 Conclusions

As shown by the research performed (physical and numer-
ical modelling), the considered anchor device of a “comb”
type provides a lower material consumption (with the same
bearing capacity as in traditional solutions). On the other
hand, the proposed design can provide a higher bearing
capacity of the structure (with the same material consump-
tion as in the known solutions), thereby improving the per-
formance of the quay wall. From a technological point of
view, there are some advantageous in comparison with tra-
ditional approach. In particular, there is no need to use
temporarily auxiliary rigid mounting traverse and to provide
a trench for anchor plates stability. So, studied solution
makes it possible to reduce cost of installation work and
construction materials of the structure as a whole.
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Some Tasks of Increasing and Identifying
the Reserves of the Bearing Capacity
of Anchor Fastenings of Offshore Fixed
Platforms

Latif F. Aslanov and Firidun L. Aslanov

Abstract

With the development of great depths of the sea and the
need to drill deep wells from stationary platforms, the issue
of using an anchor fastening design with a large bearing
capacity became acute, and for this purpose, a combined
type design was proposed. The design feature is that a
metal pipe driven into the upper layer of weak soil of the
sea bottom, through which a well is drilled to the required
depth, forms an ordinary bored pile in the lower part,
followed by filling the entire internal cavity with cement
mortar to the level of the platform, inside which the
platform is installed tubular metal anchor. The purpose of
this design was to reduce the length of the anchor fastening
in the ground with the same bearing capacity due to
additional pouring with cement mortar. At the same time,
to assess the bearing capacity of such a structure, a
calculation model is used, which consists of the fact that
the cement slurry, before hardening, produces lateral
pressure on the walls of the wells, similar to hydraulic
pressure, and the reaction from the soil is taken equal to
this pressure, and it remains unchanged in magnitude even
when the cement slurry hardens. As for the bearing
capacity of the butt, the solution of the problem obtained
for a round stamp pressed into an elastic–plastic body is
used for it. Taking into account also the bearing capacity of
the clogged part of the structure, calculation formulas were
obtained to determine the bearing capacity of the combined
anchor fastening. According to the regulations on envi-
ronmental protection, drilling works are carried out with
seawater and a solution made from natural clay, the
resulting slurry does not contain harmful toxic substances
and it is allowed to be thrown to the bottom of the sea as it
does not pollute the environment. Pouring this solution to
the bottom of the sea does not violate the requirements of

the legislation on protecting the economic importance of
water bodies and the natural local conditions inhabited by
living organisms from an ecological point of view.

Keywords

Stationary platforms � Offshore � Pile � Bearing capacity
1 Introduction

To assess the bearing capacity of the structure, a calculation
model is used, which consists in the fact that the cement
slurry, before hardening, produces lateral pressure on the
walls of the well, similar to hydrostatic pressure, and the
reaction from the soil is taken equal to this pressure, and it
remains unchanged in magnitude even when the cement
slurry hardens. As for the bearing capacity of the butt, the
solution of the problem obtained for a round stamp pressed
into an elastic–plastic body is used for it. Taking into account
also the bearing capacity of the clogged part of the structure,
calculation formulas were obtained for determining the bear-
ing capacity of the combined anchor fastening in the form:

at usoil � 20

N ¼ cputgusoil

2
l2 þ 2Ll
� �þA csoill0g1 þ csoilg2ð ÞþNc; ð1Þ

at usoil � 20

N ¼ cputgusoil

2
l2 þ 2Ll
� �þABqcsoill0 1þ sinusoilð ÞþNc:

ð2Þ
In both cases, the condition cp Lþ lð Þ�Rsoil.
The required length of the internal anchor is determined

from the condition of ensuring the strength of the cement
stone of the unreinforced section from the equation:
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N ¼ cputgusoil

2
l2 þ 2Ll
� �þAR c:sð Þu; ð3Þ

where L—is the height of the pouring of cement mortar,
counted from the end of the clogged pipe to the level of
pouring; l—is the length of the bored pile, counted from its end
to the end of the clogged pipe; l0—length of anchoring in the
ground; l1—the length of the inner anchor, counted from the
end of the clogged pipe; Nc—bearing capacity of the clogged
part of the structure; usoil, csoil—respectively, the angle of
internal friction and soil cohesion; η1, η2, Bq—coefficients
depending on the angle of internal friction of the soil.

To evaluate the effectiveness of the proposed combined
design of anchor fastening and the calculation model, tests
were carried out on models close to full-scale ones. Sharafi
et al. (2016) analyzed a vertical monopile under static lateral
load. Subanantharaj Palammal and Senthilkumar (2018)
studied laboratory model tests of vertical and groups of piles
under vertical and transverse. Wang et al. (2018) developed
an approach to modeling, in the study Yuan et al. (2017) a
special model installation was manufactured, in Yuan et al.
(2019) a model test was carried out. The tabular values of the
bearing capacity coefficients are borrowed from Berezantsev
(1960). Under the dynamic impact of the load on the anchor
fastenings, not only the structure, but also the surrounding soil
is subjected to oscillatory motion. Due to the inertial property
of the soil, the nature of the work of the anchor fastening
changes, and in some cases, it can significantly affect the
bearing capacity. The problem in this formulation was solved
by the author. In Aslanov (2015a, 2015b, 2022), we have
considered the application of large section bored piles with a
“hard core” to offshore structures. To determine the reaction
of the soil due to the oscillation of the structure, a plane
problem is considered, due to which it is reduced to a
hydrodynamic problem. At the same time, the obtained dif-
ferential equations for the cases of vertical and horizontal
impact of dynamic load on the anchor fastening structures are:

EA
@2z

@x2
þ mþ a0uRqsoilð Þ @

2z

@t2
þ buRqsoilx

@z

@t
¼ pb sinxt;

ð4Þ

EJ
@2z

@x4
þ mþ a0uRqsoilð Þ @

2z

@t2
þ buRqsoilx

@z

@t
þ k0Dz

¼ pb sinxt;
ð5Þ

a ¼ 1
mR

I1 I1�xI0ð ÞþN1 N1�xN0ð Þ
I1�xI0ð Þ2 þ N1�xN0ð Þ2

b ¼ 1
mR

N1 I1�xI0ð Þþ I1 N1�xN0ð Þ
I1�xI0ð Þ2 þ N1�xN0ð Þ2

x ¼ mR; m ¼ x2

c2

8
>><

>>:
ð6Þ

where J(x), N(x)—are Bessel functions; m, EI, EA—mass
and rigidity characteristics, respectively, in the vertical and

horizontal directions; k0, q, c—coefficient of the bed, density
and speed of sound propagation in the ground; Pb, Pq—
disturbing external vertical and horizontal loads; u, R—
perimeter and radius of the cross section of the anchor fas-
tening; x—oscillation frequency. Taking into account that
the stiffness of the bond is much less than the rigidity of the
anchor, the condition of displacement or failure will be
fulfilled at the moment when the elastic forces of the bond
reach the value of the soil friction force. Such a calculation
model made it possible to obtain the ultimate load perceived
by the anchor fastening:

p ¼ ssoiluln; ð7Þ

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

c2k2

� �2
þ Fxð Þ2

q

1þ am x2

c2k2

M0

Mþm
kl ¼ � tgkli

am ¼ ml
Mþml ;

m ¼ auRqqr;
M ¼ M

0:243l

8
>>>>>>>><

>>>>>>>>:

ð8Þ

where F is the damping modulus of ground vibrations; a—
coefficient determined by formula (6), and for most equip-
ment, a = 1 can be taken; k is the coefficient determined by
formula (8); M—is the mass of the structure and equipment
per anchor; s—soil friction force; M0—is the mass of the
equipment; x—frequency of vibrations of equipment; l—is
the length of the anchor fastening in the ground. Formulas
(7) and (8) were obtained in the case of a single-layer soil,
and in the case of a multi-layer soil, it is necessary to use the
formula

p0 ¼ u
X

s soilð Þilini ð9Þ

Here, index i shows the soil layer (i = 1, 2, 3 …). The
practical use of these calculation formulas has shown that the
bearing capacity of anchor fastening under the conditions of
the dynamic impact of drilling equipment is significantly
reduced and this reduction in some cases reaches 50%.
Criteria for the limit state of anchor fastening are obtained,
taking into account the dynamic parameters of drilling
equipment. To communicate the anchorage with length l to
move at a speed v in the soil, it is necessary to expend power
W. In this case, the equilibrium condition can be written in
the following form:

N � pð Þv ¼ W ð10Þ
where N is the load taken by the anchorage (bearing
capacity);

P is the total weight of anchoring and equipment.
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2 Settings or Methods or Materials
and Methods or …, Etc.

The calculation model is used to solve the problem. In this
case, the end effect of anchor fastening is additionally taken
into account; a method for assessing strength and stability,
taking into account the stress–strain characteristics of the
structures of offshore fixed platforms; a method for assessing
the bearing capacity of anchor fastening of offshore fixed
platforms, taking into account the design features under
conditions of static and dynamic impact; a method for pre-
dicting the settlement of supporting blocks of offshore fixed
platforms during construction in silty soils; constructive
solutions and anchor fastening devices that allow the design
of a stationary platform to be used repeatedly; the purpose of
this design was to reduce the length of the anchorage in the
ground with the same bearing capacity due to additional
pouring with cement mortar.

3 Results

The load-bearing capacity of anchoring on the ground for
static and dynamic loads has been studied, and calculation
formulas have been developed that characterize the condi-
tions for the construction of these structures and the opera-
tion of drilling equipment. The strength of the core of
cement stone in a cage for bending and compression was
studied using these results when calculating the anchoring of
stationary offshore platforms.

4 Discussion

In practice, the oscillation frequencies are much less than the
speed of sound propagation in the ground, then the values are
less than the speed of sound propagation in the ground, then
the values determined by formula (6) at the value mR ! 0,
a0 = 1 and b = 0. In this case, Eqs. (4) and (5) become much
simpler. As the obtained equations show, to take into account
the inertial properties of the soil, it is enough to sum the
inertial mass of the anchor fastening with the added mass of
the soil. Sample testing showed that the discrepancy between
the results of calculation formulas and experiments is no more
than 8%. Thus, it has been established that by taking the
appropriate characteristics of the pipe and cement stone, it is
possible to reduce the consumption of metal in the design of
anchor fastening. In this case, not only savings in the use of
scarce metal are achieved, but also the production of work on
the anchoring device is greatly facilitated. The question of the
nature of the change in the strength of the cement stone core in
the cage along the height of the anchoring is also considered.

5 Conclusions

A method has been developed for predicting the settlement
of the support blocks of stationary platforms during instal-
lation on soft and silty soils, and the influence of support
shoes in assessing the installation stability of a stationary
platform has been studied. It has been established that the
bearing capacity of the anchorage, the formation of which
proceeded with additional pouring of cement mortar (load-
ing) is 1.5 � 1.7 times higher than the same anchorage, but
made without loading. The analysis of the research results
showed that taking into account the shear forces of the soil
helps to identify the margin of safety, and taking into
account the influence of the longitudinal force when calcu-
lating horizontal loads increases the values of the bending
moment and the depth of anchoring.
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Displaying Water Table Levels, Flow
Direction for Predicting Construction
Techniques Using Geographic Information
as a Tool: Case Study of Kumba
(South West, Cameroon)

Bahel Benjamin, Sigue Cyrille, Ngwem Bayiha Blaise, Bepuaka Ekuka,
Ndive Molua Martin, Yamb Emmanuel, Owona Sébastien,
and Bock Hyeng Alain

Abstract

The rapid economic growth of the town present the matter
of water issue as very important problem in terms of
human life, construction life, agriculture, etc. … This
study is to predict techniques of foundation construction
through the displaying of the water table at the flow
direction in the town of Kumba and GIS. It is character-
ized by a significant research question which is the level of
fall and rise in groundwater levels within the town of
Kumba and this influence on choice of types of foundation
in construction. This study is directed to decision-makers
and technicians of the construction field to develop
policies facilitating the supervision when building con-
struction foundation by informing about water level depth
and its flowing direction in the town. To achieve this,
depths of static water levels were measured in over 200
randomly selected hand-dug wells in Kumba, after their
geolocation and data were collected during the dry season
(November and March 2017) and during the rainy season
(between April and October 2017). Data were analyzed
and treated using Microsoft Excel and GIS software us as

Golden Surfer, Global Mapper, and ArcGIS. The results
show us the water table contours of the city in dry and
rainy seasons which vary between 26.1 and 2.0 m.
Quarters such as Kumba-Mbeng and Meboka Streets have
water levels ranging between 0 and 4 m in the rainy
season and deeper above 5 m in the dry season. This
variation of water level in the areas of Kumba may
threaten foundation construction that why in those areas
shallow foundation are not advice if the constructed
structures is important only deep foundation is suitable. In
Kumba Station, Mile 1, Bulletin Street (Fongong Quarter),
and parts of Fiango show that water table is to deep water
and proper for the shallow foundation but very hard for
water supply through borehole. Groundwater flow direc-
tion was revealed to be toward the south and southeastern
parts of Kumba. The significance of the study is to propose
to the technician the direct application on the field of
chosen types of foundations according to the quarter and
proposed groundwater supply possibilities.

Keywords

GIS � Prediction � Water table level � Kumba �
Foundation

1 Introduction

The spatial prediction of the water table can be used for
many applications related to civil works (foundations,
excavations, irrigation in agriculture, etc.) also in urban and
environmental management activities. The depth of the
water table can be measured in existing wells to determine
the effects of season, climate, or human impact on ground-
water. A number of studies have been conducted to deter-
mine the depth of groundwater level in other parts of the
world and their link with the climate, environmental impact.
Water table depth has significance for agricultural,
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construction, and domestic potentials, and different flowing
methods have been adopted, to avoid accidents difficulties.
Ground flow water models have used (Akoachere et al.,
2018, 2019) to monitor seasonal geochemical variations, the
water quality, and groundwater aquiferous formations in
Kumba. The saturated hydraulic conductivities of aquifers in
Kumba were studied in 2016 and Darcy apparent (Akoa-
chere & Ngwesse, 2016, 2017). They are many flows when
rains in Kumba, but those flows are not only the facts of
water rains also the influence of the water table level of the
areas. In other words, some quarters of Kumba are under
wetting areas each time it rains.

The objective of our work is to determine the displaying
water table and the flow direction for the prediction of
construction foundation techniques in Kumba. To obtain this
work objective some specifics objectives must be attend as:
establis the map location of the 200 boreholes used for the
experimentation, evaluate the water evolution on each
boreholes to obtain water table and map then mapping of the
water direction of the underground water flowing and the
proposed types of foundations appropriate for the water level
areas. The significance of the study is to help the lawmakers
and technicians to suggest the appropriate construction in
each areas of the town and the types of foundations to be
realize.

2 Materials and Methods

2.1 Materials

The choice of the materials was directly related to answering
research. A map of Kumba was used during the reconnais-
sance stage of this work. The boreholes and well dug were
located with a GPS remote (global positioning system)
Garmin GPSMAP 64 to collect heights of points and geo-
graphical coordinates in the study area. A 50 m ribbon tape
with a plumb bob attached to it was used to measure depth of
well water and recorded in a filed notebook. A computer,
Microsoft Excel, and some GIS tools such as ArcGIS,
Global Mapper, and Golden Surfer 12 were equally used to
analyze and display spatial information in the form of maps
(Fig. 1).

3 Result

3.1 Elevation Map

Figure 2 presents the elevation of well points. Areas with
high elevations were found to have deeper wells and higher
depth-to-static water levels in both seasons.

Fig. 1 Location map of Kumba in Cameroon
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3.2 Depth-to-Static Water Level

See Fig. 3.

3.3 Depth of Water Table in Relation to Building
Construction

See Fig. 4.

3.4 Different Types of Foundations Used
on the Field

See Figs. 5 and 6.

4 Discussion

The choice of shallower than depth foundation is very
complex and more costly when it is wrongly design. These
show the construct of a foundation is not only due to the low
bearing capacity of the soil of an area but the level of water
table. Figure 4a illustrates the spatial variation of water table
level in Kumba, particularly between April and August.
Areas such as Buea road have very shallow (0–4 m). As
such, foundations in these areas should be well constructed,
following the rigorous design methods and appropriates
types of foundation and raised to withstand and control
humidity when buildings in this areas are on swampy one.

Fig. 3 Depth-to-static water table level map: a for dry season, b rainy season

Fig. 2 Contour map showing the elevation of well points (above sea level) in the study area
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5 Conclusions

The result shows us a radial flow of water from the Northern
and Northwestern parts of the study area. This is in line with
results gotten in 2018 by Akoachere et al. It is also realise

that water discharges in high elevation areas like Station,
Mbonge Road Fongong quarter on with shallow foundation
is proper and in low elevated areas like Buea Road proper
for deep foundation (Fig. 4a, b). Topography plays a sig-
nificant role in the flow of groundwater and the variation of
water table in Kumba.

Fig. 4 a Depth to water table map of Kumba, b groundwater flow direction

Fig. 5 Spread footing and strap footing foundation. Source SNU Geotechnical Engineering 2019
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The Optimal Approach to Valuing Mud
Stored in Dam Reservoirs—Case Study
of Morocco

Said Mohafid, Laila Stour, and Ali Agoumi

Abstract

Since dams are built on rivers generally to store water,
they also store solid materials from floods. These
materials settle and consolidate to create enormous
quantities of mud, hampering the normal functioning of
the structures and threatening the safety of the dam and
surrounding populations. In addition to preventive solu-
tions reducing this siltation phenomenon, dam managers
often opt for desilting reservoirs as a curative solution.
This solution produces enormous quantities of mud to be
stored in landfills so far from the watercourse and dam
reservoir, causing enormous environmental damage and
considerable loss of land. Given the increasing scarcity
and rising costs of various raw materials, the utilization of
this mud as a valuable resource in diverse sectors
including civil engineering, agriculture, crafts, and envi-
ronmental applications has become imperative. An opti-
mal approach to recover the mud extracted from dam
reservoirs is designed and presented in the present article.
This approach, which is the result of our research on mud
valorization experiences around the world, is based on the
definition of the characteristics to be studied, the tests to
be carried out on the mud and the limit values to be
observed, and on a diagram of the procedures to be
followed in the valuation process. To show the canvas for
using this approach, the present research work summa-
rizes a case study carried out in the Moroccan context.
This case study is based on the inventory of the

experiences of some Mediterranean basin countries to
define the possible uses of mud and on the laws and
regulations of Morocco to choose the laboratory tests to
accomplish and the limit values not to be exceeded. As a
result, a guide for valuing mud extracted from dam
reservoirs has been developed. It is composed of three
elements: A grid of tests to accomplish on mud and limit
values to observe, a matrix of characteristics to study for
each intended use, and a diagram of the optimal approach
to follow. It is a framework that Moroccan dam managers
can follow to gain part of the cost of desilting operations.
The guide can be adapted to other countries by replacing
the limit values of the standards used in Morocco with
those of the country in question.

Keywords

Dam � Mud-silting � De-siltation � Valorization �
Environment

1 Introduction

Once deposited in dam reservoirs, the sediments consolidate
in the form of juxtaposed layers, trapping more or less coarse
formations called mud. The mud deposited in dam reservoirs
remains harmful because they degrade the quality of the
stored water (pollution, eutrophication, and turbidity) and
presents a threat to the safety of the dam and the neighboring
populations because the mud deposited increases the load
applied to the dam, shut the outlets bottom designed to
ensure to emptying reservoir in the event of failure of the
structure, decrease the useful capacity of the reservoir, and
get lost a large part of the budget invested in the construction
of the dam. As long as it is deposited, the mud remains
harmful, and dam managers always seek to get rid of it,
whether by flushing laden water during floods or by desilting
operations.
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Despite the advantages of this operation, it also has the
following disadvantages:

• It is a very expensive operation,
• It requires large land to be occupied as landfills for the

extracted vases,
• The millions of cubic meters of the evacuated mud pol-

lute the environment.

The possible use of this mud in the industry will surely
compensate for some of the disadvantages of desilting
operations.

2 Potential Sectors of the Possible Use
of Mud

The appearance of mud stored in dam reservoirs as well as
their enormous quantities (of the order of tens of millions of
cubic meters per dam) naturally lead us to think of using
them in industries and sectors consuming large quantities of
raw materials. It is for these reasons that we have pushed our
research into the following sectors:

• Civil engineering sector: Backfilling roads and the
development of platforms (Seklaoui, 2016), backfilling
trenches, manufacturing concrete (as fillers or as expan-
ded aggregates), producing clinker for cement (Prax,
1979), and manufacturing terracotta bricks (Bonnet &
Gaillard, 2001);

• Agriculture: Fertilization (or fertilizer effect) by providing
nutrients for cultivated plants, amendment by improving
soils or crop supports through their physical (cohesion,
porosity, etc.) and/or chemical (pH, cation exchange
capacity, etc.) and/or biological (microbial biomass,
mineralizable nitrogen properties …), ecological reha-
bilitation of disturbed areas (old industrial wastelands and
recent deconstruction, slag heaps, or newly developed
areas) which requires reconstituting a substrate favorable
to revegetation (Bataillard et al., 2017);

• Environmental protection: Water tightness layer for a
lagoon or landfill (Benasla, 2015), soil amendment
(Levacher et al., 2006);

• Craftworks: Ceramic products and tiles (Guerraoui et al.,
2008) and glass manufacturing (Olivier, 1978).

3 Characteristics to Consider

The usability of a vase by the sectors and activities men-
tioned above is determined by several decisive characteris-
tics, including clayey or clay contents, granularity or particle

size analysis, mineralogical characteristics, organic matter
content, water content, mechanical characteristics, chemical
characteristics, as well as the presence of traces of metals
and organic compounds.

4 Laboratory Tests to Be Performed
and Limit Values

The potential sectors for the use of mud mentioned above, as
well as the characteristics to consider, have been listed in the
experiences of some Mediterranean countries concerning the
valorization of mud retained by dams. The laws and regu-
lations of each country make it possible to define the tests to
execute to determine the characteristics of the materials and
the limit values not to be exceeded to be usable in each
sector. As an example, the characteristics to observe to using
mud in road works are clayey, granularity, organic matter
content, and water content.

A variety of laboratory tests are to be conducted,
including the dry sieving test after washing, the methylene
blue value test, the Atterberg limits tests, the Casagrande cup
test, the steaming method, the chemical method, and the
calcination method. These tests encompass a comprehensive
analysis of the mud’s characteristics, ranging from particle
size distribution assessment to plasticity determination, as
well as chemical composition. By employing this diverse
range of laboratory tests, a thorough understanding of the
mud’s properties can be obtained, providing valuable
insights for various research purposes and engineering
applications.

Laboratory tests to accomplish for identifying the afore-
mentioned characteristics can be classified into three cate-
gories, namely:

• Physical tests that include among others: Limits of
Atterberg, Casagrande cup, roller method, dry sieving
method after washing, sedimentometry, and calcination
method.

• Chemical tests that include methylene blue test, chemical
method of determining the organic matter content …

• Radiation and spectroscopy tests include X-ray diffrac-
tion, fluorescence X, inductively coupled plasma-optical
emission spectrometry (ICP-OES), and inductively cou-
pled plasma-mass spectrometry.

Limit values to be observed for each laboratory test are
determined by the laws and regulations used in the
country concerned. These limit values depend on the
quality of the materials and also on the requirements of
each sector of activity. An example of the limit values to
be observed is given in the next paragraph relating to the
case study.
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5 The Optimal Approach to Valuing Mud
Stored in Dam Reservoirs (Case Study
of Morocco)

Through our extensive research, we have developed an
optimal and pragmatic approach for the valorization of mud
retained in dam reservoirs. This approach centers around the
creation of a tailored guide specific to the relevant country.
Serving as a comprehensive resource, this guide offers
valuable insights into the assessment of valuing mud. By
utilizing this guide, decision-makers will be better regarding
the use of mud. This guide is composed of the following
three components:

1. The test grid that outlines the required tests and limit
values to be observed. This grid is presented as a table,
with each row representing different activities and the
columns providing information on the sector, activity,
mud use, characteristics, desired value, and tests to be
conducted.
As an example of a few lines of this grid, for the use of
mud as a form layer in road works relating to Civil
Engineering, we define the tests to be carried out and the
limit values as shown in Table 1.

2. The matrix of the main characteristics to be studied in
order to optimize the choice of tests according to the
aforementioned grid. It presents the activities related to
the different sectors where the use of mud is possible
on the one hand, as well as the specificities to be
considered on the other hand. This matrix is a useful
tool to guide the selection and prioritization of
appropriate laboratory tests according to the targeted
activity.

3. The Procedure Flowchart: In order to provide a clear and
structured approach for utilizing this guide, we outline
the sequential procedure as follows:

(1) Choose a dam based on factors such as the avail-
ability of extractable mud in the reservoir, mud
deposition and storage areas, and proximity to the
desired reuse area.

(2) Select the sectors of activity through market research,
supply and demand analysis, technical and economic
studies, and feasibility and profitability assessments.

(3) Refer to both local databases (in paper or digital
format) on the chosen dam’s sediments and the
geographic information system (GIS) database.
These databases mainly concern quantitative data
and the results of laboratory tests previously carried
out on the mud extracted from the dams.

(4) Conduct laboratory tests in a phased manner,
depending on the targeted activity:
a. Define the specific tests for first and second

phases.
b. Collect relevant samples for testing.
c. Perform trials for the first phase.
d. Analyze the results obtained from the first phase

trials.
e. Proceed with the second phase of trials if the

results from the first phase are conclusive.
f. Analyze the results obtained from the second

phase trials.
(5) Decision-Making: Based on the test results, make

one of the following decisions:
a. Retain the selected dam for the valorization of its

mud.
b. Reject the idea of utilizing the stored mud from

the selected dam.
c. Update the databases and the GIS database by

entering the obtained results.

We summarize the process diagram in the provided
flowchart (Fig. 1).

Table 1 Required tests and
threshold values for the utilization
of mud as a subsurface layer in
road construction

Characteristics Test to be carried out Limit values

Granularity • Dry sieving after washing
• Sedimentometry

Maximum grain size Dmax < 50 mm

Passing 80 µm sieve of 35%
minimum

Clayey The methylene blue value test (MBV) 2.5 < MBV < 8 (g/100 g)

• The limits of Atterberg
• The Casagrande cup
• The roller method

12% < Ip < 40%

Water content Steaming method W (%) Fine soil conditions A1, A2,
A3

Organic matter
content

Chemical method or calcination
method

3% < OM < 10%
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6 Conclusion

The framework for valuing mud retained in dam reservoirs,
which has been presented in this article, offers dam managers
an optimal approach to recover a portion of the desilting
operation costs. This approach enables more sustainable and

economically viable management of dam reservoirs, as it
promotes the utilization of mud as a valuable resource rather
than considering it as a waste material. Furthermore, by
integrating this framework into their decision-making pro-
cesses, dam managers can contribute to the overall efficiency
and profitability of their operations, while also considering the
environmental and economic benefits of mud valorization.

Sampling and laboratory 
testing 

Processes and decisions Databases  

Choice of sectors  
of activity 

Consult databases 

Choice of dam

Beginning of the process 

End of process 

Yes 

Dam not retained
No

No

Yes 

2nd phase tests 
concluants

Yes 

No Sufficient 
data 

Fill in the database 

Digital  
database Local

database 

1st phase tests 
concluants

Collect samples and  
laboratory testing 

Dam retained 

Fig. 1 Flowchart of valuing mud process
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In this approach, we do not perceive mud as harmful
material to the environment and dangerous for populations,
but rather as a raw material for different industries. The
application of this approach to the case of Morocco by pro-
ducing a detailed guide for valuing mud will be enriched by a
concrete and in-depth study of the guidelines of this guide on
one or more dams in Morocco. Samples of the mud will be
taken from dam reservoirs for laboratory testing, the results of
which will be the subject of our future publications.
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Characterization of Moroccan
Phosphogypsum Toward a Road
Engineering Application

Sarra Meskini, Toufik Remmal, Moncef Benmansour,
and Azzeddine Samdi

Abstract

Around 30 Mt of phosphogypsum are generated annually
in Morocco. It is a by-product from the phosphoric acid
industry where the majority is stockpiled by Jorf Lasfar
and Safi plants. The purpose of this study is to
characterize Moroccan phosphogypsum on the physico-
chemical, mineralogical, morphological, geotechnical,
and environmental level in order to assess its suitability
as a road material. To this end, several techniques have
been implemented, namely: X-ray fluorescence and X-ray
diffraction (XRF/XRD), laser granulometry, inductively
coupled plasma mass spectrometry (ICP-MS), scanning
electron microscopy (SEM), proctor and oedometer tests
as well as radioactivity and leaching tests. The results
showed that Moroccan phosphogypsum has a pH of about
3.45, a fine grain size (< 200 lm) marked by the presence
of parallelepipedic crystals. Chemical and mineralogical
analyzes showed that phosphogypsum is mainly com-
posed of dihydrate gypsum (86%), but contains impurities
such as quartz, heavy metals, and radioelements from
phosphate rock, in addition to some acid residues due to
the transformation process. These impurities constitute
the main source of pollution linked to the storage of
phosphogypsum insofar as heavy metals can migrate from
the heap to the groundwater and the radionuclides can
decompose and pose risks to human health. From a

geotechnical point of view, phosphogypsum is a
low-density material with compressive behavior and low
resistance to immersion due to the solubility of gypsum
which further increases owing to its acidic nature.
Although the radiological indices relating to phospho-
gypsum allow its use in road engineering, this is not
possible given its sensitivity to water variations which
could impact its bearing capacity as well as the risk of
leaching of contaminating elements. Thus, for phospho-
gypsum to be valorized in road engineering, it requires a
treatment in order to stabilize its behavior, in particular
the improvement of its resistance to compression and
immersion. Lime–fly ash treatment is a promising solu-
tion for a use as a road base material.

Keywords

Phosphogypsum � Pavement � Radioactivity �
Impurities � Chemical composition

1 Introduction

Phosphogypsum (PG) is the by-product from the transfor-
mation of phosphate rock into phosphoric acid following the
dihydrate process. This transformation entails the passage of
impurities such as heavy metals and radionuclides, initially
present in the ore, to phosphogypsum which hinders its
large-scale valorization, in particular for the production of
construction materials and the amendment of agricultural
soils. Road engineering is considered as a viable and
promising route for the effective elimination of phospho-
gypsum as it consumes large volumes of construction
materials. In this context, several investigations have been
conducted, the results of which have demonstrated the
weakness of phosphogypsum toward compression and
immersion. This study is a contribution to the characteriza-
tion of phosphogypsum on the physico-chemical,
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morphological, mineralogical, geotechnical, and environ-
mental level in order to assess its suitability for use in road
engineering in the Moroccan context.

2 Materials and Methods

The phosphogypsum sample, under characterization, was
freshly collected from the Jorf Lasfar phosphoric acid plant,
El Jadida, Morocco. In order to determine its chemical
composition, in major and trace elements, X-ray fluores-
cence spectroscopy and inductively coupled plasma mass
spectrometry analyzes were performed, respectively. The
mineralogical composition of PG was determined through
X-ray diffraction analysis. The physico-chemical character-
ization concerned the determination of its pH, water content,
real and apparent densities, and grain size distribution. The
morphology of phosphogypsum was determined by mean of
scanning electronic microscope observations, performed in
secondary electrons mode, while the geotechnical charac-
terization was carried out via a compaction modified proctor
test and an oedometer test. The environmental impact of
phosphogypsum was assessed through a radiochemical test
(gamma spectrometry) and leaching test (TCLP procedure),
followed by a metallic trace elements dosage by atomic
absorption spectrometry.

3 Results and Discussion

3.1 Chemical and Mineralogical Compositions

The chemical composition of the phosphogypsum sample is
given in Table 1, revealing a major composition of gypsum
(71% CaSO4) with the presence of low amounts of silica
(9.65% SiO2). Mineralogical analysis showed that it is a
dihydrate gypsum (CaSO4, 2H2O), accompanied by quartz.
Table 1 highlights also the presence of phosphoric oxide
(1.62% P2O5), which reflects the existence of residual phos-
phoric acid H3PO4 and a considerable amount of impurities
due to the phosphate rock nature and/or the transformation
process type. In fact, the introduction of these impurities,
during the chemical attack, can be attributed to the substitu-
tion of calcium or sulfate ions with other elements having the
same size and charge (Ennaciri et al., 2020). These impurities,
as determined by ICP-MS trace analysis, represent 0.2% of
the elements not identified by XRF. The detected elements are

alkaline earth metals (Ba, Be, and Sr), toxic metalloids (As
and B), metals (Co, Cr, Cu, Mo, Ni, Zn, and Nb), heavy
metals (Pb, Cd), and rare earth elements (Y) with concen-
trations varying between 0.2 and 243 ppm.

3.2 Physico-chemical and Morphological
Properties

The phosphogypsum sample is a yellowish moist powder
with a water content of 27% and a pH of 3.45. Its reel and
apparent densities are in the order of 2410 kg/m3 and
740 kg/m3, respectively. The grain size analysis confirmed
its fine nature insofar as the size of its particles varies
between 2 and 315 µm, with a median diameter d50 of
58 µm, and a majority (69%) having a diameter less than
80 µm. The SEM micrographs highlighted a tabular form of
the phosphogypsum crystals with a heterogeneous size (20–
200 µm length and 5–30 µm width).

3.3 Geotechnical Properties

3.3.1 Compaction Characteristics
Results from the compaction proctor test on the phospho-
gypsum sample are plotted in Fig. 1. The optimal water
content is 15.8% corresponding to a maximal dry density of
14.82 kN/m3. The flattened aspect of the proctor curve
means that the dry density is little influenced by water
variation, insofar as a variation of 9% only varies the dry
density by 0.2 and maintains it in the range 14.6–
14.8 kN/m3.

3.3.2 Consolidation Test Results
The compressibility curve of PG (Fig. 2) highlights a strong
compressible behavior, marked by significant settlements for
low loading stresses. This resulted in a compression index
(Cc) of 0.295 and a pre-consolidation stress of (r0c) 400 kPa
which classify the phosphogypsum sample as a fairly highly
compressible material.

3.4 Environmental Behavior

3.4.1 Radiochemical Properties
Results from gamma spectrometry highlighted a high
activity of the radionuclides from the uranium decay chain

Table 1 Chemical composition of PG (major elements)—XRF

Oxides Al2O3 Fe2O3 CaO K2O MgO Na2O P2O5 TiO2 SiO2 SO3 L.O.I Others

% 0.77 0.15 38.53 0.05 0.21 0.55 1.62 0.03 9.65 32.76 14.36 1.32

L.O.I loss on ignition
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U-238, reflecting their predominance in the phosphogyp-
sum sample, in particular Ra-226 (Meskini, 2022). Com-
pared to the phosphogypsum activities reported in the
literature (Kuzmanović et al., 2020; Zrelli et al., 2018),
Moroccan material shows rather high values for Ra-226
and of the same order for Th-232 and K-40. These values
exceed the threshold limits allowing phosphogypsum to be
used indoor, yet are acceptable for a use in road
engineering.

3.4.2 Leaching Characteristics
The chemical analysis of the recovered solution at the end of
the leaching test revealed the passage of some trace elements
from phosphogypsum to water at concentrations varying
between 0.002 and 0.290 mg/l. The most leached metal is
zinc, followed by lead, nickel, then copper, and chrome in
lesser amounts. According to the obtained concentrations,
phosphogypsum does not represent a significant risk of
contamination of water following the leaching of metallic
trace elements it contains since these levels remain well
below the limit thresholds set by the US-EPA (1992).

4 Conclusion

The aim of this study was to characterize Moroccan phos-
phogypsum on the physico-chemical, mineralogical,
geotechnical, and environmental level in order to assess its
suitability for use in road engineering. Results showed that
phosphogypsum does not present a risk of contamination of
groundwater since the concentrations of heavy metals are
below the limit thresholds and its radioactivity is acceptable
for use in road sub-layers. However, from a geotechnical
point of view, phosphogypsum has a low density and a
strong compressive behavior that could impact its bearing
capacity. Its use in the raw state is therefore not possible, and
hence, a stabilizing treatment is required.
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New Protection Technique for Flexible
Pavement Structure

Tahar Ayadat

Abstract

This paper concerns the development of a new protection
technique to improve simultaneously the waterproof or
the impermeability, the thermal insulation, and the
bearing capacity of flexible pavement structures. The
technique consists on the introduction of a layered system
composed of three different materials into the pavement
structure, in this case: Foamglas material, XPE foam
laminated Alufoil, and geotextile Terram 2000. The new
protection technique is believed to limit frost penetration
in the frost susceptible subgrade soil, reduce significantly
road network damages associated to differential heaving
and bearing capacity loss during seasonal temperature
variations, restrict water infiltration, and thus reduce
considerably the associated damage and the rehabilitation
costs. Furthermore, a procedure was developed for the
determination of the thicknesses different layers of the
improved flexible pavement structure.

Keywords

Flexible � Pavement � Protection � Technique �
Foamglas � Terram � Alufoil

1 Introduction

In many regions around the world, seasonal temperature
variations cause road network damages associated to dif-
ferential heaving and bearing capacity loss during spring
(Vaitkus et al., 2019). As a result, deterioration of the ride
quality, cracking of the asphalt concrete layer and finally,
increased rutting and pothole formation are likely to occur

(among others, Ragnoli et al., 2018; Tamrakar, 2019). This
leads to increased maintenance and higher rehabilitation
costs. This problem is compounded by the infiltration of
water in the pavement structure (Adlinge & Gupta, 2005).
The primary source of water in pavements is precipitation
(rain). This water can enter the pavement structure through
several ways, including infiltration from shoulders and dit-
ches. In order to improve the durability of the pavement,
thermal insulation is commonly used as a preventive mea-
sure to limit the frost penetration in frost sensitive subgrade
soil. However, the effectiveness of this type of pavement
improvement is still inconclusive. Thus, new alternative
methods should be employed to solve the problem of
pavement deterioration effectively. The methods employed
should combine simultaneously water proof, thermal insu-
lation, ground reinforcement, and erosion control. The
objective of this paper is the development of a new tech-
nique to improve simultaneously the impermeability, the
thermal insulation, and the bearing capacity of flexible
pavement structures. The technique consists of the intro-
duction of a layered system, composed of three different
materials, into the pavement structure, in this case: Foamglas
material, XPE foam laminated Alufoil, and geotextile Ter-
ram 2000 (i.e., Thermal insulation material, waterproof
material, and ground stabilization or reinforcement material,
respectively). These three thin layered materials are placed
or installed in the interface between the base and sub-base
layers of the flexible pavement.

2 Description of the New Pavement
Structure

The flexible pavement structure comprises a surface layer,
which comprises asphaltic concrete; a base layer, wherein
the surface layer is adjacent and above the base layer; a
sub-base layer, wherein the base layer is adjacent and
above the sub-base layer; and a subgrade layer, wherein the
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sub-base layer is adjacent and above the subgrade layer;
wherein: a layered system composed of first, second, and
third materials different from each other as an interface
layer between the base layer and the sub-base layer; the
first material of the system is configured to provide the
structure with ground stabilization or reinforcement prop-
erties; the second material of the system is configured to
provide the structure with waterproofing or impermeability
properties; the third material of the system is configured to
provide the structure with thermal insulation properties
(Fig. 1).

The first material is a geotextile fabric selected from the
group consisting of polypropylene and polyethylene. It has
the following properties:

• a tensile strength of approximately 14.5 kN/m;
• a tensile elongation of approximately 60%;
• a CBR puncture resistance of approximately 2750 N;
• a cone drop of approximately 26 mm;
• a pore size of approximately 65 µm; and
• a permeability of approximately 55 l/m2.

The second material is a waterproof heat insulation
material selected from the group consisting of XPE foam and
laminated Alufoil; the first material is adjacent and above the
second material in the structure. It has the following
properties:

• a thermal conductivity of approximately 0.03 W/mK;
• a reflectivity of 95–97%;
• a temperature resistance of approximately 40–100 °C;
• a heat insulating ability of approximately 34.5–56.6 °C;
• a water vapor transmission rate of less than 1 g/m2/day;
• a tensile load of at most 44 N in a machine direction and

at most 99 N in a transverse direction;

• a grams-per-square meter value of approximately 180–
410 g/m2; and

• a density of approximately 431 g/m2.

The third material is a Foamglas insulation material, such
as Foamglas T3 + Slab XL, and the second material is
adjacent and above the third material in the structure. It has
the following properties:

• an operating temperature range of approximately − 200
to 430 °C;

• a thermal conductivity of 0.036 W/mK; and
• a compressive strength of at least 500 kPa.

It is worthy to note that the first material further provides
waterproof properties; the second material further provides
thermal insulation properties; the third material further pro-
vides both waterproof and reinforcement properties.

The unique features of the new protection technique when
compared to the existing solutions are that it provides a
superior protection technique. The combination of the
multi-functions of the different materials in the layered system
limits frost penetration in the frost susceptible subgrade soil,
reduces significantly road network damages associated to
differential heaving and bearing capacity loss during seasonal
temperature variations, restricts water infiltration, and thus
reduces considerably the associated damage and the rehabil-
itation costs. The new technique preserves the balances
between technological, environmental, and social costs.

3 Theoretical Development

The method proposed in this paper for the design of the new
pavement structure provides a procedure and recommenda-
tions regarding the determination of total thickness of the

Fig. 1 Cross-section of the improved pavement structure
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pavement structure as well as the thickness of the individual
structural components. Based on the AASHTO guide for the
design of pavements structures, the new pavement structure
was considered as two superposed pavement components
(Fig. 2), in this case: top pavement (asphalt concrete + base)
and bottom pavement (protection + sub-base). Accordingly,
the structural number SN (indicative of the of the total
pavement thickness required) is determined by the following
equation.

SN ¼ a1 � Dhma þ a2 � mbase � Dbaseð ÞTop Pavement

þ a3 � tprotection þ a4 � msubbase
�

�DsubbaseÞBottom Pavement

where

a1 Coefficient of the asphalt concrete layer relative
strength

a2 Coefficient of the base layer relative strength
a3 Coefficient of the protection layer relative strength
a4 Coefficient of the sub-base layer relative strength
m Modifier for more than normal moisture (drainage

coefficient)
D Layer thickness (in.)
t Thickness of protection layer.

The design monographs (AASHTO, 1993) are used to
estimate the different SN values. Then, the required SN
are converted to actual thickness of surfacing, base, and
sub-base by means of appropriate layer coefficients rep-
resenting the relative strength of the construction materi-
als. Furthermore, the coefficients of the different layer
strengths and the drainage coefficients are deduced form
the design guide (AASHTO, 1993). However, the coeffi-
cient of the protection layer (a3) is estimated to be
0.50 by considering a resilient elastic modulus (MR) of
the protection materials around 9.5 � 105 psi. The value
of MR was determined using the following equation
(Heukelom & Klomp, 1962):

MR ¼ 1500� CBR

where

CBR California bearing ratio (deduced from the properties
of Foamglas material and the geotextile Terram
2000).

4 Conclusion

A new protection technique was proposed in the present
work to improve simultaneously the waterproof or the
impermeability, the thermal insulation, and the bearing
capacity of flexible pavement structures. Conversely to the
prior art references, the technique consists on the introduc-
tion of a reinforcing layered system composed of three dif-
ferent materials into the pavement structure, in this case:
Foamglas material, XPE foam laminated Alufoil, and geo-
textile Terram 2000. The combination of the multi-function
of the layered system enhances the performance of the
flexible pavement in respect to waterproofing, thermal
insulation, and bearing capacity. Separately, the reinforcing
materials of the layered system provide different protections,
simultaneously. Furthermore, a procedure was developed for
the determination of the thicknesses different layers of the
improved flexible pavement structure.
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Slake Durability of Granitic Rocks in Wet
and Dry Conditions

Lekan Olatayo Afolagboye, Abel Ojo Talabi,
and Olubunmi Oluwadare Owoyemi

Abstract

Weathering processes due to heating and cooling, wetting
and drying cycles, salt decay, and acidic rains (atmo-
spheric pollution) can affect the durability and long-term
behavior of rock masses and aggregates. The resistance of
rocks to weathering can be described using a durability
parameter referred to as slake durability index. The main
purpose of this study is to evaluate the influence of
weathering processes simulated by heating and cooling
and wetting and drying on the durability of fine-grained
and porphyritic granites rocks from Ado-Ekiti, south-
western Nigeria. Petrographic and physical tests were
carried out on the rocks using appropriate international
standards. The slake durability test followed the proce-
dure stipulated by ASTM D4644 standard was performed.
The test cycles were conducted in wet (with distilled
water) and dry (without water) conditions. The granites
contain minerals such as quartz, microcline, hornblende,
biotite, and muscovite. The fine-grained granite has lower
water content, water absorption capacity, and porosity
compared to porphyritic granite. The rate of mass loss
decreases as the number of slaking cycles increased. This
rate of mass loss is found to be higher at the early cycles
than the final cycles. The maximum mass loss was
observed in samples used for wet slake durability test.
Slake durability indices of the granitic rocks decreased as
number of slaking cycles increases and is higher in dry
test than in wet test. Comparison between the results of
dry and wet slake durability tests show that the effect of
water on the rate of rock degradation differs in both rocks.
The porphyritic granite is sensitive to water in terms of

their slake durability compared to fine-grained granite.
This may be attributed to the variation in physical
properties of the granitic rocks.

Keywords

Slake durability � Weathering � Granite � Petrographic
characteristics � Slaking cycle

1 Introduction

The properties of rock masses or aggregates are greatly
affected by the hot, humid, and rainy climate of the tropical
regions. Rocks in these regions are influenced by weathering
processes such as heating and cooling and wetting and
drying. As opined by Momeni et al. (2015), the most sig-
nificant gradual natural destructive process is weathering due
to heating and cooling, wetting and drying, and freezing and
thawing, catalyzed by the presence of water and salt as a
principals decay agents, as well atmospheric pollution
(acidic rain). Slake durability represents an important engi-
neering parameter (Gökceoglu et al., 2000) and denotes “the
degradability of rocks due to the process of physical and
chemical decay as in exfoliation, disintegration, hydration,
oxidation, and abrasion”. Over the past years, there have
been several studies on the slake durability and slaking
properties of different rocks (Arman et al., 2021; Ghobadi &
Momeni, 2011). These rocks were subjected to different
wetting and drying cycles to assess the combined influence
of pH of slaking fluid, the number of slaking cycles, and
mineralogical composition on the disintegration behavior
and durability of rocks (Gupta & Ahmed, 2007; Momeni
et al., 2017; Yagiz, 2018).

Understanding the deterioration of rocks after repeated
heating–cooling cycles is also important in places experi-
encing large daily temperature variations (thermal shock
weathering) due to alternate heating and cooling of the rock
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surface because of solar radiation. This article aims to pre-
dict the effect of the weathering process on the durability of
granitic rocks from Ado-Ekiti, SW Nigeria. This aim was
achieved by carrying out Slake Durability Tests (SDT) in
wet and dry conditions on samples of Fine-Grained Granite
(FGG) and Porphyritic Granite (PG) from Ado-Ekiti, SW,
Nigeria. A comparison between the dry and wet SDT results
is used to elucidate the possible impact of water on the
alteration of the granitic rocks.

2 Materials and Methods

Rock samples used in this study were collected from granitic
batholiths in Ado-Ekiti, Nigeria. These granitic batholiths
are part of the rocks of the Precambrian basement complex
(PBC) of southwestern Nigeria, which underlies most parts
of Ado-Ekiti. The granitic batholith comprises porphyritic
granite, medium-grained granite, and fine-grained granite
(Afolagboye et al., 2016). Rock samples were obtained from
two varieties of granite found in Ado-Ekiti: fine-grained
granite (FGG) and porphyritic granite (PG). The FGG and
PG samples were taken, respectively, from their respective
outcrops and a quarry site. About 400 * 400 * 600 mm
block of each granitic rock samples was collected in the
field. The selection of rock samples was based on freshness,
weathering state, and homogeneity in macroscopic attributes
such as fractures. Before performing slake durability tests
(SDT), physical, textural, and mineralogical properties of the
FGG and PG rock samples were determined using ISRM
Standard (2007).

The mineralogical properties of the granitic rocks were
observed by preparing thin sections and studying under a
polarizing microscope and the images analyzed. The modal
composition was obtained by point counting method. The
physical and index tests including dry density, water
absorption capacity, water content, porosity, point load test
(PLT), as well Schmidt Rebound Hammer (SRH) test.
The SHR test was held perpendicular to the surface of the
block samples, and the readings were taken by a single
operator. PLT was carried out at least three times, and the
average values recorded.

On the granitic rock samples, two series of SDT were
performed. The first series were undertaken under wet con-
ditions (T° of water = 20 °C) following the procedure stip-
ulated by ASTM D4644 (2008). In order to evaluate the
long-term durability of granitoids by monitoring mass loss
and basing on the work of Momeni et al. (2017), eight
slaking cycles were applied instead of two stipulated in this
standard. The second series of SDT was like the first series
in procedure except that the slaking was conducted under
dry conditions, i.e., the test was conducted without slaking
fluid in the trough. The rock fragments retained in the drum

(after approximately 10 min of rotation) in both dry and wet
SDT tests were heated at 110 °C for twenty-four hours for
each slaking cycle, cooled, and their mass determined. In
both dry and wet SDT, the mass loss was calculated fol-
lowing the formulate indicated by ASTM D4644 (2008).

3 Results and Discussion

3.1 Petrography

Two PG and two FGG samples from granitic batholiths were
investigated petrographically for their mineralogical com-
position. The petrographic characteristics of the granitic
rocks reflect the mineralogical characteristics and textural
variations observed in hand specimens and on the outcrops.
The PG is comprised of quartz (12–18%), feldspars (mi-
crocline, 16–23%; orthoclase, 18–21%; plagioclase, 20–
26%), altogether making up about 54–63% of the total
composition. Hornblende (6–9%), biotite (8–12%), and
muscovite (1–2%) constitute the minor mineral components.
The fine-grained granite comprises quartz (40–46%),
microcline (6–7%), hornblende (32–35%), and biotite (5–
10%), altogether making up about 89–93%.

3.2 Physical and Index Properties

The physical and index properties of the PG and FGG are
presented in Table 1. The average water content, water
absorption capacity, and porosity of the FGG are lower
compared to those of the PG. On the other hand, the point
load strength (PLS) and SRH values of FGG are higher
compared to those of PG. The variation in properties of the
two granitic rocks may be due to the variation in texture and
degree of compactness of the rocks.

3.3 Slake Durability Test

Figure 1a shows the effects of the drying–cooling and wet-
ting–drying cycles on the variation of mass loss of the
granitic samples during the SDT. In both sets of tests, the
rate of mass-loss decreased as the number of slaking cycles
increased. The rate of mass loss is higher in the initial cycles
than in the final cycles. In addition, the rate of mass loss is
higher in wet SDT than in dry SDT. The greatest mass loss
was observed in PG samples (wet SDT), while the least was
observed in FGG samples (dry SDT).

Figure 1b shows the effect of the number of slaking
cycles on the slake durability index in the two series of SDT.
In the two-test series, slake durability indices of the granitic
rocks decreased as the number of slaking cycles increased.
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The slake durability index is higher in the dry test than in the
wet test. Like mass loss, the rate at which the durability
index decreased during the initial cycles was faster than
during the end cycles. The FGG samples possessed a higher
slake durability index in all the cycles and test series.

Comparison between the dry and wet SDT results sug-
gests that the effect of water on the rate of rock degradation
differs for the different granitic rock types. The PG is sen-
sitive to water in terms of slake durability. For FGG, the
obtained SDI values from the dry and wet testing were rel-
atively similar, indicating that water has little influence on
their rate of degradation. When compared with the durability
classification provided by Broch and Franklin (1972), the
most durable appeared to be the FGG, which has extremely
high durability according to the classification. The PG, on
the other hand, has very high to extremely high durability.
The difference in the slake durability (in wet and dry tests)
may be attributed to the slight difference in texture, degree of
compactness, strength, and porosity of the rocks.

4 Conclusions

This study deals with the effect of the weathering process on
the durability of on samples of fine-grained and porphyritic
granite from Ado-Ekiti, SW, Nigeria, by using the SDT in
wet and dry conditions. Petrologically, the granitic rocks are
not significantly different in terms of observed mineral
constituents but differ in terms of texture. The average water
content, porosity, and water absorption of the FGG are lower

compared to those of the PG. The mass loss against the
number of slaking cycles curve reveals that the rate of mass
loss decreases as the number of slaking cycles increases.
Maximum mass loss was observed in samples used for wet
SDT. Slake durability indices of the granitic rocks decreased
as the number of slaking cycles increased. The slake dura-
bility index is higher in the dry test than in the wet test.
The FGG samples have a higher slake durability index in all
the cycles and test series. A comparison between the results
of dry and wet SDT shows that the effect of water on the rate
of rock degradation differs in both rocks. The PG is sensitive
to water in terms of its slake durability compared to FGG.
The PG with coarse texture, high porosity, and low strength
is relatively more susceptible to degradation when in contact
with water. The variations in material properties of the
granitic rocks may be responsible for the difference in sen-
sitivity to water.
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Comprehensive Investigation of the Role
of the Geometrical, Topological,
and Mechanical Properties of Discrete
Fracture Network, Rock Type, and In-Situ
Stress on Over-Excavation Around a Tunnel
of El Teniente Mine

Amin Hekmatnejad, Francisco Muñoz, Jorge Prado, Carolina Saavedra,
Eduardo Roja, Benoit Crespin, and Bastián Aguilar

Abstract

Over-excavation in underground opening is one of the
most significant geo-mechanical hazards in mining and
civil projects with potential consequences including cost
overruns, time delays, increased rehabilitation, grade
dilution, equipment damages, injuries, loss of human
lives, and social or environmental consequences. The main
objective of this study is to detail study the role of
non-controllable parameters, namely rock type, geometri-
cal, topological, kinematical and geo-mechanical proper-
ties of the discontinuity network, and in-situ stress on
over-excavation around a tunnel of El Teniente Mine. To
this end, we investigate the role of each of these parameters
on the over-excavation around tunnel using cause–effect
approach. We performed extensive sensitivity analysis
using Monte Carlo simulation techniques of discrete
fracture network and carry out the rigid block failure
analysis to capture contribution of the non-controllable

parameters on the kinematic state of the rock blocks. It is
worth to mention that we assume that the constant value of
in-situ stress around tunnel due to low coefficient of
variation of the in-situ stress around tunnel (less than 5%).
The rock type does not show a significant impact on the
over-excavation. The mutual interaction between the
induced stress around tunnel and discontinuities shows a
significant correlation with observed over-excavation
around tunnel. We used the microseismic data to study
the potential correlation between over-excavation, fractur-
ing process, and the non-controllable factors. According to
the results of this study, the pre-existing discontinuities
and their mutual interaction with induced stress around
tunnel are the key factors on variational trend of the
over-excavation along tunnel at El Teniente mine.

Keywords

Over-excavation � Discrete fracture network � Initial
degree of active damage � Analysis of rock block
instability � Induced stress field � Sensitivity analysis

1 Introduction

The essential part of underground mining is the development
of a huge amount of underground opening spaces (e.g.
3000 km tunnels at El Teniente mine, Chile—source:
Codelco). Studies indicate that underground excavation and
tunnel failure costs in major civil and mining engineering
projects represent 10–30% of the total production costs
(Brzovic & Villaescusa, 2007).

The over-excavation defines as unplanned excavated
parts of a tunnel (outside of the theoretical tunnel design)
due to redistribution of the local stress field and induced
damage by blasting. The factors influencing the
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over-excavation can be divided into two main groups: con-
trollables including excavation process and tunnel geometry
and design and non-controllables including rock mass
properties and in-situ stress. Hudson (2013) reported that the
over-excavation is influenced mainly by the rock mass
properties and the tunneling process is less significance.

The main objective of this study is to investigate the
potential role of the discontinuity system, rock type, stress
field, and tunnel shape on the likelihood of the occurrence of
over-excavation and its severity.

2 Methodology

It is considered to investigate the potential cause–effect
relationship of P32, C.V.ver-Total, active ratio of discontinu-
ities, stress field, and rock type on the severity of the
over-excavation. It is used the universal discontinuity index
(UDi) (Hudson, 2013) to consider the mutual role of dis-
continuities and stress field as indication of the initial degree
of active damage as Eq. (1)

UDi ¼ P32 � 1þw1C.V:ver�tot þw2 NAF=NTFð Þþ w3 C.V:tot�r1ð Þ½ �
ð1Þ

where UDi is the universal discontinuity index. P32 is the
volumetric fracture intensity. C.V.ver-tot is the circular vari-
ance with respect to the vertical direction. C.V.tot-r1 is the
total circular variance with respect to the direction of a
vector which forms an angle of 45° + uw/2 with maximum
principal stress. NAF is the number of active fractures. NTF is
the total number of fractures within rock mass. w1, w2, and
w3 are the weighting factors depending on rock engineering
design.

3 Results

3.1 Analysis the Role of Discontinuity
Parameters, Stress Filed, Rock Type,
and UDi Along Tunnel

The objective of this section is to investigate the potential
influence of the discontinuity system parameters including
the number of fracture sets, volumetric fracture intensity
(P32), circular variance, and UDi on the observed
over-excavation along the tunnel. Figure 1 shows the vari-
ation of each factor against over-excavation along the tunnel.
To include the role of the stress field and its interaction with
discontinuity system, causing the rock strength anisotropy

Fig. 1 1 Combo plot of P32 versus over-excavation, 2 combo plot of circular versus over-excavation, 3 combo plot of number of fracture sets
versus over-excavation, 4 combo plot of UDi versus over-excavation
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Fig. 2 Map of the initial damage versus metrics of microseismic events. A Initial damage versus accumulated energy, B over-excavation versus
accumulated energy

Comprehensive Investigation of the Role of the Geometrical, … 71



and heterogeneity, we estimate the UDi for each sequence of
tunnel. Figure 1(4) shows the results of the estimated values
of UDi versus over-excavation along a tunnel.

3.2 Microseismic Data Analysis, Initial Degree
Damage, and Over-Excavation

In this study, we used the microseismic dataset to analysis
their potential relationship with the degree of the
over-excavation along a tunnel. We limited our study
domain around a tunnel under study. The metric which we
obtained from microseismic dataset for quantitative charac-
terization of the microseismic events is the accumulated total
seismic energy for each cell. We plot each of these param-
eters against UDi as a measure of initial damage degree of
each tunnel advance and their corresponding values of
over-excavation (see Fig. 2).

The relation between this metric and over-excavation is
not trivial but its explainable. For example, in the area within
the red ellipsoid in Fig. 2A on the first parts of tunnel (in
direction of tunnel advance), the accumulated energy is low
as the initial damage degree is low; however, with passing of
x = 1000 (m) there are an abrupt jump on the values of
accumulated the energy. This phenomenon can be explained
by the according to the multistage model of failure, in which
every fracture of J rank is prepared by smaller defects J − 1
rank and accumulative nature of the damage up to failure
point. For example, according to Fig. 2A, for the lower
value’s initial degree of damage (less than 3.5, within the
zone marked with red ellipse) the accumulated energy with
corresponding cells is low (less than 4) which can be
interpreted the during hole period of tunnel excavation the
evolution of damage is low and the rock mass has high
potential for the storage of strain energy. But when the
tunnel advances into x = 1000 (m) there is an abrupt change
the initial degree of damage and the accumulated energy
which can be interpreted as an evolution of damage due to
fracturing and potential failure of the rock mass at tunnel.

This can be confirmed by Fig. 2B as the higher
over-excavations are observed.

4 Conclusion

According to the results of this study, the interaction
between the initial degree of damage and concentration of
stress are key parameters on the degree of the failure
(over-excavation).

The initial degree of damage based on UDi rating shows a
high degree of correlation with the intensity of the
over-excavation and can be used as an indicator to assess the
likelihood of the over-excavation and its depth. The role of
the geometry of vicinity tunnels is important to consider the
local mining stiffness. The result of this study shows that by
the combination of the microseismic activity and initial
degree of damage the remaining capacity of the rock mass
can be assessed which is critical to classify the J ranked
microseismic for warning.
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Rock Mass Joint Sets Identification Through
Stereographic Projection and Unsupervised
Learning: A Comparative Study
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Abstract

Geological and geotechnical studies have been usually
based on experimentation, analytical analysis, graphical
representations, and numerical modeling. However, with
the development of the artificial intelligence field and the
sharp increase of its applications, using machine learning
and deep learning methods has gained a significant
importance in these studies. Within this context, this
paper presents, first, an overview about recent research
articles that studied the application of machine learning
approaches to rock mass studies. Second, a case study of
rock mass joint sets identification at Draa Sfar mine in
Morocco is presented. Based on a database of 400
measurements of dips and dips directions for different
rock mass discontinuities such diaclases and schistosity, a
comparative study between stereographic projection as a
classical method and K-means clustering as an unsuper-
vised machine learning method is established, to identify
the mine’s main joint sets. The results show that the
clustering of the joints sets through both two methods is
concordant. However, the use of stereographic projection
for joints sets identification does not need prerequisites
while K-means clustering presents the limitation of
requiring the initial number of clusters as an input. In

this case, the use of pre-analysis methods, such as the
elbow method or the silhouette score, is mandatory. In
addition, both of the methods need sufficient number of
inputs in order to give accurate values of joint sets’ spatial
orientation characteristics. To sum-up, our comparative
study shows the advantages of classical modeling for rock
mass joint sets identification, but also introduces the
potential and the limitations that have one of the
clustering algorithms within this topic. The challenge
now is to train and test more sophisticated artificial
intelligence methods that will allow advanced analysis of
geotechnical and geological data, to confirm if these tools
can partially or entirely substitute classical modeling.

Keywords

Rock mass � Joints sets � Stereographic projection �
Artificial intelligence � Unsupervised learning

1 Introduction

During the last years, the use of artificial intelligence
methods has known an important increase in many fields,
including earth sciences. In fact, many research articles and
reviews on geological and geotechnical topics that were
published in the last years discuss the potential of using
machine learning or deep learning tools to complete or
substitute the classical methods usually used in these
disciplines.

As examples of machine learning application within these
topics, different regression models were used in Wang et al.
(2021), Dehghan et al., (2010), Matin et al., (2018),
El-Sebakhy et al., (2012) to estimate some geomechanical
parameters that are usually defined through experimentation,
such as the uniaxial compressive strength, the elasticity
modulus, the permeability… The obtained results have
shown high prediction accuracies. Besides, classification
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models were also applied to rock mass studies, such as in
Klyuchnikov et al. (2019), where some machine learning
algorithms were used for rock type identification through
binary classification and showed high performance.

As a special focus, several research articles present the
use of machine learning methods for rock mass disconti-
nuity analysis. In Chen et al., (2022), sixteen machine
learning classifiers were applied to digital images captured
on a rock tunnel face to classify areas into discontinuities
(trace) and intact rock areas (non-trace). In addition, new
methods combining several machine learning algorithms for
discontinuity identification through 3D point cloud data
were established in Kong et al. (2020), Chen et al., (2016).
The methods allowed therefore identifying the rock mass
discontinuities, clustering the joint sets, characterizing the
orientation of the discontinuity, and estimating the trace
length and the joint spacing. However, the limitation of the
methods used in these contributions is the need for scanning
data (e.g., 3D point clouds) to train the models. Access to
these scanning or imaging inputs is not always easy and
affordable, while discontinuity orientation measurements are
often accessible through manual surveys. Thus, in this
paper, we present another approach based on numerical data
obtained from structural measurements that were collected
on the site of the Draa Sfar underground mine in Morocco

to identify rock mass joint sets using a comparative study
between stereographic projection and K-means clustering
algorithm.

2 Dataset and Processing Method

Draa Sfar is a deep underground mine located in Morocco, at
16 km on the Northwest of Marrakech city. The mine pro-
duces primary metals (Cu, Pb, and Zn). Figure 1 presents the
mine’s geographical location (Ait Lemkademe et al., 2022).

The main lithostratigraphic units in the mine are rhyo-
dacite igneous rock, sandstone pelites and shales, pyroclastic
meta-tuffs with rhyodacite elements, polymetallic massive
sulfide ore body, and black and calcareous pelites and shales
(Salama et al., 2018), as presented in Fig. 2. Besides, the
main joint sets in the mine are the schistosity set S1,
sub-vertical diaclases J1, and sub-horizontal diaclases J2
(Clero et al., 2022).

In this context, this study aims to compare the potential of
stereographic projection and K-means clustering algorithm
in identifying the joint sets presented above through a
comparative analysis.

The input dataset that was collected on the site of Draa
Sfar underground mine contains 400 measurements of dips

Fig. 1 Geographic situation of Draa Sfar mine (Ait Lemkademe et al., 2022)
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and plane directions for different rock mass discontinuities
that are present in the mine. To compare the clustering of the
joint sets through both stereographic projection and K-means
clustering, first, a pre-processing step is applied to the
dataset, to convert the plane direction to the dip-direction
values, using Eq. (1).

Dip Direction ¼ 90� Plane Directionj j ð1Þ
Second, we established, on one hand, the stereographic

projection of the obtained results on DIPS software to
visualize the joint sets clustering. As a reminder, stereo-
graphic projection is a classical method for analyzing
orientation-based geological data, which allows the projec-
tion of three-dimensional components of a sphere on a
two-dimensional plane and identifying the main character-
istics of the joint sets.

On the other hand, we developed an algorithm based on
K-means clustering method using Python, and we applied it
to the same data. This unsupervised machine learning model
is a centroid-based and distance-based algorithm. Thus,
distance is calculated to assign points, representing data, to
each cluster, defined by its centroid.

3 Results

The orientation-based analysis through stereographic pro-
jection presents three clusters, as shown in Fig. 3. Thus, we
distinguish three joint sets that have different spatial

orientations and different densities. However, K-means
clustering method requires the initial number of clusters as
an input. To predict this number, there are some methods that
can be used, such as the elbow method or the silhouette score.

Applying these two pre-analysis methods to our dataset
gives concordant results presenting three clusters as the
optimal number of joint sets. Figure 4 shows the clusters
representation generated by applying a 3-means clustering
algorithm to our dataset. The number of points in each cloud
is different. Thus, we recognize here also a difference of each
joint set’s dominance.

4 Discussion

Through both methods above, the rock mass discontinuities
are clustered into three groups. The main characteristics of
each set are presented in Table 1.

Stereographic projection and K-means clustering show a
concordant clustering of the discontinuities into three joint
sets. This is relatively adequate with on-site observations,
where three main joint sets are reported. In fact, in this mine,
there are three joint sets related to the schistosity set (pre-
senting a dip of 80 and a dip-direction of 100), sub-vertical
diaclases (presenting a dip of 75 and a dip direction of 000),
and sub-horizontal diaclases (presenting a dip of 00 and a dip
direction of 000). These joint sets can be respectively
approximated to set 1, 2, and 3 identified through our anal-
ysis. However, we notice that there is a slight difference
between the clustering results and the real values reported,

Fig. 2 Lithostratigraphy of Draa Sfar mine (Ait Lemkademe et al.,
2022)

Fig. 3 Scatter plot of the discontinuities spatial data and their
clustering into three groups on the stereographic projection

Rock Mass Joint Sets Identification Through Stereographic … 75



especially for sub-horizontal diaclases. This can be explained
by the lack of samples related to this set in the database. In
fact, the retro-analysis of the clustering results shows that
only 28 samples belong to set 3. Therefore, more measure-
ments are required as inputs to obtain more accurate results.

Besides, although the results of the stereographic pro-
jections and K-means clustering are concordant, one of the
main limitations of the K-means clustering method is that it
requires the clusters’ number as an input, while the stereo-
graphic projection directly gives the information about the
main joint sets.

5 Conclusions

As a conclusion, this study shows that the use of stereo-
graphic projection and K-means clustering for rock mass
joint sets identification present many similarities but not
the same prerequisites. Therefore, the use of K-means

unsupervised learning can be considered as a complement to
the stereographic projection but cannot substitute it for joint
sets identification unless the number of sets is initially
known. Thus, there are two options:

• If the number of joint sets is already known, K-means
clustering model can be used to cluster the measurements
into the separate sets and define their main characteristics
(e.g., dip, dip direction). In this case, this model can be
very useful especially when not having access to stereo-
graphic projection tools, especially non-open-access ones.

• If only raw measurements are accessible without a previ-
ous idea about the number of sets, stereographic projection
is more adequate to be used for an inclusive analysis.

In both of the cases, the more measurements are acces-
sible the more the results are accurate and representative of
the mine’s real structural characteristics.

Fig. 4 Results of K-means
clustering of the discontinuities
presenting three joint sets

Table 1 Comparison of
stereographic projection and
K-means clustering results

Mean dip values Mean dip-direction values

Set 1 Set 2 Set 3 Set 1 Set 2 Set 3

Stereographic projection 78 71 15 79 11 27

K-means clustering 77 71 19 78 10 27
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Valorization Potential of a Greek Coal Spoil
Heap by Civil Linear Infrastructure

Alexandros I. Theocharis, Ioannis E. Zevgolis, Nikolaos C. Koukouzas,
and Christos Roumpos

Abstract

Coal surface excavations create wastes, typically dumped
in nearby areas forming massive spoil heaps. Several
reclamation options have been proposed, including con-
structing linear civil infrastructure. Evaluations on this
reclamation type have not been presented in the literature
as the necessary geotechnical characterization of the spoil
material is generally lacking, and various literature,
design standards, and regulations are included. In this
work, the potential of constructing a railroad or a highway
on a massive spoil heap in Greece is assessed based
on the geotechnical characterization of the spoil mate-
rial. The soil body is highly heterogeneous due to the
extraction and deposition processes related to the heap’s
construction. Thus, the soil mass was considered one
unified spoil material with significant uncertainty for a
preliminary assessment. The representative material of
the spoil heap is high plasticity silt (MH for USCS).
The mean values of the constraint modulus (Es) for
100–200 kPa, the compression (cc), and recompression
(cr) indices were determined through 1D consolidation
tests as 2.7, 0.216, and 0.37 MPa, respectively. The most
significant property of the subgrade’s suitability for road
or railroad construction is stiffness, quantified through
an elastic modulus (e.g., the resilient modulus). Each
country’s regulations specify the minimum subgrade
stiffness requirements for railroads; spoil stiffness is
significantly smaller than the minimum requirements.

Moreover, based on soil classification, worldwide stan-
dards qualitatively characterize the highway subgrade and
its potential; high plasticity silt—the representative spoil
material—is generally unwanted as a subgrade material
for highways. Additionally, considering the resilient
modulus and the CBR, the spoil results are far below
the minimum requirements. Overall, the spoil material is
too soft to withstand linear infrastructure without ground
improvement.

Keywords

Waste dumps� Spoil piles�Colliery spoil dumps� Land
reclamation � Sustainability � Circular economy �
Geotechnical engineering

1 Introduction

Extracting coal or lignite near the surface (opencast,
open-pit, or surface mining) involves excavating the over-
burden material covering the deposits. This material, called
spoil waste, is typically transported and dumped in nearby
areas forming massive spoil heaps, also called waste dumps,
spoil piles, or colliery spoil dumps. Zevgolis et al. (2021)
systematically quantified the uncertainty of a massive spoil
heap’s geotechnical properties in Greece. Laboratory results
based on an extended investigation of a spoil material
originating from lignite mines were compiled and thor-
oughly analyzed. The landowner is considering alternatives
for the future use of the spoil heap. This work examines two
reclamation scenarios of this massive heap; it aims to answer
whether heaps of lignite mines can be used for civil linear
infrastructure projects. Specifically, two different construc-
tion scenarios were evaluated a highway and a railroad.
Criteria based on literature, design standards, and regulations
were employed to determine the spoil’s suitability for each
scenario.
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2 Railroad

The components of a traditionally ballasted railroad can be
divided into those of the superstructure and the substructure
(Fig. 1). The substructure consists of the trackbed and the
subgrade and influences the superstructure’s resiliency,
contributing to the rail’s elastic deflection under wheel
loading. The subgrade is critical for the railroad embank-
ment, being the foundation of the entire railway.

Regulations and standardized procedures govern railroad
design. Most of them aim to determine the thickness and
material properties of the trackbed layers. They all account
for the subgrade and its suitability, mainly through the soil’s
classification. High plasticity soils with more than 15% of
fines—the spoil’s characteristic material—are placed in the
worst class and cannot serve as subgrade without any rein-
forcement. Moreover, the most significant property of the
subgrade’s suitability is stiffness quantified through an
elastic modulus. Alamaa (2016) summarized several stan-
dards regarding railroad construction in a comparative study;
typical minimum Young’s modulus values are from 30 to
60 MPa for a soil formation to be acceptable.

Based on Zevgolis et al. (2021), the spoil material exhi-
bits a mean Young’s modulus of 1.7 MPa. Moreover,
E = 10 MPa based on the Mohr–Coulomb model and
E50 = 5 MPa for the hardening soil model calibration
(Theocharis et al., 2020). All these values are significantly
smaller than the minimum requirements.

3 Highway

The design and construction of a road is a multi-parameter
project. The essential elements of such a design are the
topography, the pavement’s construction materials, and the
soils, called subgrade, below the pavement. The pavement is
founded on the subgrade and consists of several layers that
ensure the road's serviceability through the appropriate
transfer of the stresses. Stresses that develop in a
well-designed pavement are well below the failure strength
of the pavement materials. The fundamental engineering
property included in road design is stiffness. The stiffness of

the pavement layers and subgrade defines the stress and
strain distribution. Several measures can be used for char-
acterizing this stiffness; soil classification is primarily used
along with the California bearing ratio (CBR) and the resi-
lient modulus (MR, Fig. 2).

Based on soil classification, worldwide standards char-
acterize the subgrade and its potential. The spoil material
does not fall in a specific category since it is a mixture of
soils. However, this spoil’s characteristic material has been
identified mostly as high plasticity silt (MH) according to the
USCS (Howard, 1986; Zevgolis et al., 2021) or as A7-5 on
AASHTO (AASHTO, 2008). Soils belonging to these
classes are ranked as poor, and they are undesirable in road
construction. Another important parameter used to measure
the performance of the subgrade is the CBR value. It is a
comparative measure of the soil’s shear resistance and has
been widely correlated with stiffness and used extensively to
assess a subgrade’s suitability. Based on design standards,
CBR values are commonly used for highways, airports,
parking lots, and other pavement constructions. The mini-
mum requirements in CBR vary slightly in different regu-
lations and manuals. In Greek regulations, a minimum value
of CBR = 3 is required. The spoil material has not been
tested to determine its CBR; however, based on empirical
relations and the mean values of Zevgolis et al. (2021),
CBR � 0.1–0.50. This value is significantly lower than the
minimum requirements of any standard. Finally, the resilient
modulus (MR) is an elasticity modulus of the same order of
magnitude as Young’s modulus and a critical property in
pavement design (Fig. 2). The MR has also been widely
correlated with several geotechnical properties and particu-
larly the CBR, leading in the present case to a resilient
modulus of MR � 4–7 MPa. However, for MR < 31 MPa,
the subgrade generally requires improvement. The expected
value for the spoil is far below the typical values or the
minimum requirement.

Ballast

Subgrade
Sub-Ballast

Axle load
Sleeper

Rail

Fig. 1 Simplified components of
a typical ballasted track (Burrow
et al., 2007)

Fig. 2 MR definition and relationship with Young’s modulus during
cyclic loading (Sas et al., 2017)
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4 Conclusions

In this work, two alternatives were examined regarding the
reclamation of a significant Greek spoil heap, a highway and
a railroad. The spoil material under consideration is a mix-
ture of primarily silts and clays, exhibiting high plasticity
and low stiffness. The mean Young’s modulus is around
1.7 MPa ranging from 5 to 10 MPa, according to calibra-
tions on monotonic triaxial tests. These values are very low
and indicate a soft soil. Furthermore, the spoil material is
highly heterogeneous, proposing uncertainties larger than
most natural soils. Highways and railroads generally require
stiff soils to ensure that large and differential settlements do
not jeopardize serviceability. The stiffness is quantified
through the CBR value (indirectly), Young’s modulus, and
the resilient modulus MR. Since no experimental results exist
regarding the CBR or the MR, they were calculated for this
work using well-established empirical relationships. Based
on the results, the spoil material does not meet the minimum
requirements of the typical standards, and thus, it cannot
serve as a subgrade without proper treatment. Overall, the
spoil material cannot be considered adequate, and ground
improvement techniques must be implemented.
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Numerical Studies on Underground Thermal
Energy Storages

Julian Schleicher, Islam Marzouk, Matthias Rebhan,
and Franz Tschuchnigg

Abstract

The ever-increasing global energy consumption leads to a
rise in demand for renewable energy sources and storage
solutions. Nevertheless, in several cases energy is not
sufficiently stored and dissipates unused (e.g., waste heat
from air conditioning systems). This results in increasing
the air temperature, especially in urban areas. Under-
ground thermal energy storage (UTES) systems can be
used to utilize underground soil to store unused energy
for use when needed (e.g. district heating). The objective
of this paper is to investigate the implementation of a
UTES system in the 2D finite element software PLAXIS.
Furthermore, the modelling approach used for thermally
insulating the storage tank by using improved diaphragm
walls was evaluated. In case of a UTES system, it is
necessary to model a heating phase in which the storage
stores energy for later use. For this purpose, different
modelling approaches were investigated. Each analysis
aimed to heat the storage reservoir to 90 °C. Afterwards,
the difference in temperature distribution in the soil was
investigated. Moreover, the influence of the thermal
properties of the diaphragm walls on the temperature
distribution was reviewed. Concrete with a density of
2400 kg/m3 was compared to a lightweight concrete
developed at the Institute of Structural Concrete at Graz
University of Technology. The thermal properties of the
lightweight concrete were determined based on laboratory
tests. The lightweight concrete had a thermal conductivity
of 1.026 W/m K, which led to a significant reduction in
heat losses from the storage.

Keywords

Numerical modelling � Underground thermal energy
storage system (UTES) � Concrete thermal properties �
Temperature effects

1 Introduction

The aim of the presented research was to evaluate the pos-
sibilities of modelling an underground thermal energy stor-
age system in PLAXIS 2D (Bentley Systems, 2020). As a
result, different modelling approaches for the heating phase
were compared to assess the differences and to identify the
most suitable approach. Subsequently, the impact of the
thermal properties of the diaphragm walls—used to enclose
the storage see Fig. 1—on the heat losses and the influence
on the adjacent soil and groundwater was investigated.

2 Methods

2.1 Model in PLAXIS 2D

The model used for calculations is shown in Fig. 1. The
model has a width of 300 m and a depth of 70 m. The
storage is 150 m wide and 25 m deep. The diaphragm walls
(red) have a width of 1 m and a depth of 30 m.

The walls are 5 m embedded into the silty clay (brown
area in Fig. 1). The blue area in Fig. 1 represents a sandy
gravel layer. The thermal properties of the soil were assumed
based on a literature review (Falkner, 2014; He et al., 2020;
Rees et al., 2000; Thomas & Rees, 2009) and are shown in
Table 1. The groundwater table is located at 2 m below the
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2.2 Cross-Sections for Evaluation

Since the temperature field in the subsurface is a complex
problem that cannot be captured with a single cross-section,
Fig. 2 shows some of the cross-sections relevant for the
evaluation. For the results presented below, the temperature
distribution next to the diaphragm wall outside the storage
was of interest. A distinction is made between vertical (A–E)

and horizontal (1–5) sections. Cross-sections A–E are loca-
ted at 0.5, 2, 5, 10, and 20 m distance from the diaphragm
wall, respectively, while cross-sections 1–5 are located at 2,
5, 10, 20, and 30 m below the ground surface, respectively.

2.3 Calculation Details

To simulate an underground thermal energy storage, thermal
boundary conditions are defined. PLAXIS 2D (Bentley
Systems, 2020) offers two possibilities either line-based
thermal flow boundary conditions or cluster-related thermal
conditions. As the main aim was to simulate a fully heated
storage over a calculation time of 150 days, mainly
line-based thermal conditions were applied inside of the
storage. These were set to 90 °C to simulate a constant
storage temperature.

3 Results

3.1 Comparison of Modelling Approaches

To investigate the modelling of the heating phase of the
UTES system, three different approaches were considered as
follows:

Fig. 1 UTES model in PLAXIS 2D

Table 1 Soil properties used for
calculations

Soil Thermal conductivity ks
(W/m K)

Specific heat capacity cs
(J/kg K)

Initial void ratio einit
(−)

Sandy
gravel

4.00 800 0.50

Silty clay 3.00 1400 0.50

Fig. 2 Cross-sections for evaluation
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• Instant heating: 90 °C cluster condition, instant heating
• Heating line source: 90 °C line-based condition, linear

time-dependent heating
• Heating cluster source: 90 °C cluster condition, linear

time-dependent heating.

For linear time-dependent heating, a heating period of
93 days (* 3 months) was assumed in which the tempera-
ture of the storage increased from 10 °C (initial soil tem-
perature) to 90 °C. In this case the storage loses heat during
the heating phase which leads to an increase in the tem-
perature of the surrounding soil on the outside of the UTES.
As a result, the temperature of the surrounding soil is
expected to be higher compared to the approach of instant
heating. After the heating phase, the storage temperature
remains at 90 °C for 150 days. With this modelling proce-
dure, it was possible to determine the effects of the different

modelling approaches, e.g. the influence of the heat losses
during the heating phase. The temperature distributions after
150 days at cross-section B are exemplary shown in Fig. 3.

3.2 Impact of Thermal Properties
of the Diaphragm Wall

An essential part of the investigation was to evaluate the
influence of the thermal properties of the diaphragm wall on
the heat loss of the storage, i.e. the temperature distribution
in the subsoil. Consequently, a newly developed concrete
with a thermal conductivity of 1.026 W/m K (named LC)
was compared to a classic concrete with a thermal conduc-
tivity of 2.0 W/m K (named NC). Both types of concrete
have a heat capacity of 1000 J/kg K. These parameters are
based on a literature review (ÖNORM EN 12524, 2000;
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ÖNORM B 8110-7, 2013) and intensive lab testing (see
Schleicher, 2022). The thermal properties of concrete are
significantly influencing the amount of heat loss. Figure 4
shows the temperature distribution in the surrounding soil at
sections A, B, C, D, and E as described in Fig. 2. By using
the newly developed concrete “LC”, the underground tem-
perature decreased by 26%, 23%, and 20% at cross-sections
C, B, and A, respectively.

4 Discussion and Conclusion

Figure 3 shows the comparison between the different mod-
elling approaches, which resulted in a maximum difference
of about 2–3 K in subsoil temperature. Concerning Fig. 4,
the cross-sections further away from the diaphragm wall (D,
E) are hardly influenced by the heat loss of the reservoir. In
contrast, cross-sections A–C show significant differences
between the two concrete types. The use of the newly
developed concrete “LC” leads to a reduction of the
underground temperature by up to 26% (cross-section C).
Cross-sections B and A show a reduction of 23% and 20%,
respectively.

In summary, the investigations concerning the modelling
of the heating phase showed minor influences on the tem-
perature distribution in the subsurface. Although a
time-dependent heating phase with a cluster source is the
more realistic approach, no significant differences in the

temperature of the soil are observed after the calculation time
(150 days). The results presented in Fig. 4 demonstrate the
importance of the thermal properties of concrete with respect
to the heat loss of the reservoir. To confirm the results and to
validate the possibility of modelling UTES systems with
PLAXIS 2D, further investigations are necessary.
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Geospatial Predictive Analytics Model
for Urban Impervious Surface Detection:
A Study on North Central Province, Sri Lanka

Indra Mahakalanda, Sandun Dassanayake, Dineth Chandrasiri,
Shalitha Abeysingha, Ruvishan Vithanachchi, and Nipun Tharuka

Abstract

Impervious surfaces change the natural hydrology due to
lower levels of water infiltration, increasing stream peak
flows and flood risks. Concentrated storm water runoff
over the landscape can contribute to pollutants and
contamination of drinking water, streams and aquifers. In
the past decade (2010–2020), the North Central Province
of Sri Lanka has experienced a series of anomalously
severe flash flood events during annual monsoon rain
from December to January. While regional paddy
production has experienced successes and failures, the
failures have dominated due to adverse climate condi-
tions. This study aims to develop supervised machine
learning-based geospatial analytics models to classify
spatial and temporal impervious surface cover changes.
Following the literature on remote sensing in conjunction
with machine learning, we deploy Google Earth
Engine-based machine learning algorithms under the
localised climate zone (LCZ) classification workflow
approach to predict the imperviousness of surfaces in the
northern part of Sri Lanka during 2013–2020. The ground
truth for the training data set is established via Google
earth images and field survey data extracted from urban
areas such as the Anuradhapura and Polonnaruwa districts
of the North Central Province. Random forest (RF) and
classification and regression tree (CART) classifications
were used to train and test the data extracted from the
Landsat imageries. CART classification gives promising
results. Performance measures (F1 scores) for impervious,
vegetation, water, agriculture and bare lands are 0.71,
0.96, 0.96, 0.91 and 0.91, respectively. The predictive
model with a pixel density analysis conducted at the

lowest level of local administrative divisions appears
practically and conceptually appealing to aggregated and
disaggregated urban systems.

Keywords

Impervious surface � Google Earth Engine � CART �
Random forest

1 Introduction

Rapid urbanisation increases impervious surface cover,
preventing soil water infiltration. This causes urban heat
island effect (Ranagalage et al., 2020; Senevirathne et al.,
2021), flash floods, groundwater depletion and agricultural
land depletion in tropical countries with agricultural econo-
mies. Urban planning and resource allocation could benefit
from a holistic assessment of impervious surface cover
spatiotemporal variations. This study addresses the lack of
mechanisms for periodic estimation of impervious cover
land use in Sri Lanka. Remotely sensed data helps sustain-
ably manage impervious surfaces.

Land cover classification (LULC) images show impervi-
ous surface cover boundaries. However, long-term LULC
classifications using remote sensing data require processing
and managing massive amounts of unstructured satellite
image data. Google Earth Engine (GEE) and other cloud
computing resources help us overcome computational chal-
lenges. Kannangara et al. (2022) downloaded and classified
surface waterbody vegetation cover over six years
(2016–2021) for four seasons using GEE. Classifying two
vegetation cover frequencies. Water, vegetation, and non-
vegetation (other) classes cycle annually. Seasonal vegeta-
tion dynamics. The study helps policymakers optimise urban
surface water body environmental resource management.
The GEE can process remotely sensed data globally. This
requires current Landsat data, classification tools and lots of
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computation. Using multitemporal Landsat data in GEE, the
study (Gordon et al., 1984) maps settlements. Global local
climate zone (LCZ) mapping is in demand (Patel et al.,
2015). The authors in Patel et al. (2015); Onojeghuo et al.,
(2018) show that the GEE platform can be employed to
analyse LCZ maps using supervised classification methods
such as classification and regression tree (CART), random
forest (RF) and support vector machine (SVM).

This study employs GEE to classify changes in imper-
vious surface cover in Sri Lanka's North Central Province
using two machine learning-based classification algorithms:
RF and CART. The proposed framework comprehensively
explains urban impervious surface area classification and
quantification. In land-use and land-cover (LULC) classifi-
cation, the SVM produces less variability with different
training sets. The GEE-classified high-resolution spatial and
temporal datasets of impervious-related land use can be used
to determine the optimal land use for urban growth and
resource balance.

2 Methods

2.1 Study Area and Data Set

The North Central Province of Sri Lanka was selected as the
study area for this investigation, the rectangle encompassing
coordinates 7° 39′ 1′′ N, 79° 57′ 6′′ E to 8° 55′ 6′′ N, 81° 20′
25′′ E. The North Central Province is composed of two main
districts, Polonnaruwa and Anuradhapura, and is notable for

its rich cultural heritage, including numerous archaeological
sites featuring brick works and monolithic structures. The
area is characterised by fertile lands in the dry zone, fea-
turing a substantial vegetation cover and numerous water
bodies, including man-made and natural ponds, tanks, and
reservoirs. To generate the Normalized Difference Built-up
Index (NDBI) of the study area, the study utilised the
Landsat Operational Land Imager (OLI) spectral bands 2, 3,
4, 5 and 6, covering the period from 2013 to 2020.

2.2 Supervised Learning Classification
Workflow

Earth observation data processing, digitisation, pre-
processing sample data for model training and validation
and classification algorithm application comprise the study.
An open-source GIS software (QGIS) was used to digitise
sample data from the Sri Lanka Survey Department Website
for Anuradhapura and Polonnaruwa districts. The GEE
removed cloud masking, performed mathematical operations
and cropped the earth observation data to the Region of
Interest (ROI). The classification algorithm was trained and
validated using sample datasets with a 7:3 ratio of training to
validation polygon sets, using 1400 and 600 pixels for each
LCZ extracted from the stratified random sample data set
[following guidelines in Mann et al. (2009)]. This study used
Landsat 8 data from the World Urban Database and Access
Portal Tools (WUDAPT) database and RF and CART
models for supervised machine learning.

Fig. 1 a Top—NDBI analysis for the period of 2013–2020, middle—random forest classification and bottom—CART classification for the period
of 2013–2020; b annual variation and the cumulative sum of percentage area for each class for period 2013–2020
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3 Analysis and Discussion

Earth observation data are categorised by resolution, elec-
tromagnetic spectrum, energy source, imaging medium and
bands. Satellite resolution affects classification precision.
NDBI uses the near-infrared (NIR) and shortwave infrared
(SWIR) band identifiers to focus on impervious surfaces.

Figure 1 (top panel) shows NDBI values from 2013 to
2020. This ratio minimises terrain illumination and atmo-
spheric effects. Positive NDBI values indicate built-up fea-
tures and negative values impervious surfaces. Positive
NDBI values indicate impervious surface growth. The
middle and bottom panels of Fig. 1 show the RF and CART
classifications. The results show that low-density impervious
surfaces are overestimated, and high-density surfaces are
underestimated. In the bottom panel of Fig. 1, CART clas-
sification accuracy is above 80%. CART gives precision and
recall measures (F1 scores) for impervious, vegetation,
water, agriculture, and bare land from 0.71 to 0.91.
The CART classification correctly identified vegetation and
water surfaces, but impervious surfaces need more work.
However, it is worth noting that the North Central Province
is a significant paddy cultivating region, and the harvesting
period can last for three to four months. The aggregation
of satellite data over this time frame can lead to under-
representation (or over-representation) of vegetation in dif-
ferent time periods and harvesting seasons, affecting the
accuracy of the classification results.

Figure 1 demonstrates the changes in impervious surface
cover from 2013 to 2020. The results show that the imper-
vious surface cover increased from 2015 to 2018 and then
decreased after 2018. Additionally, the period from 2015 to
2018 recorded a decrease in agricultural land cover.

4 Concluding Remarks

The NDBI indicates a spatial variation of the impervious
surface cover area in the North Central Province from 2013
to 2020. The CART shows a more significant promise for

the ML-based remote sensing image classification to detect
the temporal variation of the impervious surface changes.
GEE-classified high-resolution spatiotemporal datasets can
determine urban growth and resource balance land use. The
results can be applied in environmental protection and sus-
tainable future city development strategies.
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Analysis of the Structural Health Response
of Beirut Port Silos Under Seismic Loading

Sahar Ismail, Wassim Raphael, Emmanuel Durand, and Fouad Kaddah

Abstract

The analysis of the structural health response of the Beirut
port silos, two years after August 4, 2020 explosion, is
presented in this chapter. This work evaluates the structural
response of the remaining standing silos caused by the
blast loading using 3D laser scan measurements, performed
every couple of months, and live monitoring of the silos’
tilt changes carried out using four ultraprecise triaxial
inclinometers installed in strategic locations on the North
and South silos’ blocks. The tilted silos are then modelled
using Abaqus to test the status of the silos under different
earthquake loadings. Therefore, the objective of the
performed study is not only to assess and monitor the real
condition of the remaining standing silos, but also to check
their status and prevent their catastrophic failure under
seismic conditions. The results indicate that till March
2022; the North block silos have been rotating vertically by
a rate of 0.85 mm/day since the day of the explosion while
the South block got stabilized. This rate varies with bad
weather and sharp changes in temperature. Moreover, the
triaxial inclinometers’ results indicate that the displace-
ments of the monitored silos have increased in the last
couple of months to reach 45 cm on silo#84 in July 2022.
The obtained results show that the remaining standing silos
will exhibit serious damage and possible failure in case of
moderate intensity earthquakes.

Keywords

Blast loading � Seismic loading � Numerical analyses �
Abaqus explicit � Concrete damage plasticity

1 Introduction

In view of the Beirut port silos’ damage caused by August 4,
2020 explosion, the structural status health of these silos was
monitored and assessed. The explosion occurred at ware-
house number 12 at Beirut port (Fig. 1). It caused more than
200 deaths and 7400 injuries, as well as more than $15
billion in damage. The explosion destroyed two rows of
Beirut port silos, that were built in 1968 and reinforced in
2000, as well as two silos of the remaining standing third
row. Since the day of the blast, the silos have been tilting.
Therefore, in the work presented in this study, the structural
health/displacement of the standing silos since the day of the
blast is presented and discussed. This study is the first to
monitor and publish the displacements of the remaining
standing silos two years after the explosion whereas other
studies performed on the subject are limited to estimating the
blast magnitude (Ismail et al., 2021; Rigby et al., 2020;
Valsamos et al. 2020). Moreover, using Abaqus, the
behavior of the silos in case of occurrence of moderately
intense earthquakes is simulated.

2 Structural Health Monitoring of Beirut
Port Silos

The structural health of Beirut port silos was conducted via
3D laser scan measurements and installed triaxial incli-
nometers. The 3D laser scan measurements were conducted
in five phases: September 2020, November 2020, March–
April 2021, July 2021, and March 2022 using two equip-
ment: the LEICA BLK 360 Imaging scanner and the Z + F
5010X Imager scanner (Leica BLK360 Imaging Laser
Scanner, 2021; Z+F IMAGER 5010X, 2021). Every scan
measurement acquired one billion 3D points to cover every
centimeter square of the silos. Note that 3D scan measure-
ment technology, used since the 1980s, is a nondestructive
and noncontact technology that allows the generation of
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high-resolution and 3D digitized images of an object. It has
been used in several domains such as in the monitoring soil
erosion in Turkey (Yakar & Yilmaz, 2011; Yilmaz et al.,
2012). In July 2021, four ultraprecise autonomous Long
Range Low Power (“LoRa”) triaxial inclinometers and their
4G LoRa router were installed on strategic location on the
North and South block silos to monitor the live displacement
of the tilted silos. Two inclinometers “2DDC8” and
“2DFFA” were installed on silos #63 and 84/West side, one
inclinometer “2DFAC” on silo #75–82/East-explosion side
on the North block and one inclinometer “2E032” on silo
#89/West side on the South block. The inclinometers send
information every two minutes: “roll”, “tilt” and temperature
of sensor “contact temperature” with an ultra-precise mea-
sure 1/100,000 of angular degree.

3 The Numerical Model

Using Abaqus explicit, three-dimensional model consisting of
the remaining standing Beirut port silos was simulated to
analyze the behavior of the structure following moderately
intensity seismic events. The simulated earthquakes:
El-Centro (1940) Mw = 6.9, Loma Prieta Mw = 6.9, and
Lebanon (2008) Mw = 5.1 were used since they possess PGA
values around 0.3 g close to the adopted PGA value in
Lebanon; Lebanon is located in zone 3 having a PGA value of
approximately 0.25 g for a 475-year return period and 0.35 g

for a 950-year return period (Huijer et al., 2011). Hence, first
the silos were displaced based on the 3D scan and incli-
nometers’ data to simualte their tilting till March 2022, then
they were hit at the bottom by the different seismic events.
The geometric model was based on the real plans and pro-
jects’ data: 14, 8.5 m diameters, 48 m height silos having a
29 cm wall thickness. 139,880 4-doubly curved shell, reduced
integration, hourglass control, finite-membrane strain ele-
ments were used to model the reinforced concrete silos.

The concrete silos, constructed with a special water-
resistant prescribed type of cement (concrete exposed to
chloride) based on the 1960s plans and design, having a
mean compressive strength of 30 MPa, were heavily rein-
forced. On average, the horizontal and vertical reinforcement
are formed of 14-mm reinforced steel diameter every
180 cm and 12-mm reinforced steel diameter every 300 cm,
respectively. Note that the rebars’ layer option was used to
define the layers of steel reinforcements. Moreover, the
concrete and steel were tied using the tie command and the
base of the structure was assumed fixed. As for material, the
concrete damage plasticity model while considering strain
rate effects was adopted to model the nonlinear behavior of
the reinforced concrete and the elastic-perfectly plastic
material was adopted to model the behavior of the steel
reinforcements. Table 1 presents the used material and Fig. 2
shows the stress–strain relation of the reinforced concrete in
compressive and tensile region-concrete damage plasticity
model with high strain rate effect.

Fig. 1 The Beirut port silos,
a before and b, c after August 4,
2020 blast (The Washington Post,
2020; TBS, 2020)
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4 Results and Discussion

As detailed in Fig. 3 that presents the horizontal displace-
ments of the remaining standing silos, the 3D scan results
indicate that following the blast, the South block silos tilted
3–20 cm to the West side and then they got stabilized.
However, the North block silos tilted 4–26 cm towards the
West side, and then, they shifted their displacement towards
the East/crater side to rotate on average by 0.85 mm/day
with a maximum and minimum rate of 2 and 0.2 mm/day. In
March 2022, the North block silos tilted 8–43 cm towards
East/crater side. Note that the maximum displacement is
noted on silo#84, located next to the South block silos. The

reason behind the stabilization of the South block silos could
be caused by the destruction of its first two silos and the
office building located next to it during the explosion,
absorbing an important part of the blast energy and shifting
it away from the foundation. Whereas the blast energy
attacked the pile foundation of the North block silos, dam-
aged it, and led to the overall structural instability manifested
by the silos’ displacements. Note that the rate of silos’
inclination is affected as well by the temperature, weather,
sun orientation, etc. For example, an acceleration in the
displacements of the North block silos was noted during
January and February 2022; during periods of heavy rain
Lebanon experienced. The displacement at top of silo#84
was equal to 22 cm first of November 2021, it increased to

Table 1 Material properties

Steel properties

q (kg/m3) E (GPa) m ry (MPa)

7850 206 0.3 448

Concrete properties

q (kg/m3) m W (°) Eccentricity fb0/fc0 K Viscosity parameter E (GPa)

2400 0.2 30 0.1 1.16 0.67 0 43

Fig. 2 Stress–strain relation of the reinforced concrete in compressive and tensile region-concrete damage plasticity model with high strain rate
effect
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30 cm first of January 2022 and then to 43 cm first of March
2022 East/crater side. Figure 4 presents the 3D laser scan
measurement comparison of North and South block silos
between September 2020 and March 2022.

The inclinometers installed on silos #82-75, 63, 84, and
89 (Fig. 4), validate the 3D scan results and note the changes
in silos’ displacements followed by the bad weather and
sharp changes in temperature. The inclinometers’ results
indicate that in July 2022, silos #63, 84, and 89 were tilted
23.7, 45.2, and 19.5 cm toward the East/crater side. Thus,
from March (last 3D scan measurement) to July 2022, the
rate of North block silos’ movement varied between 0.14

and 0.57 mm/day, proving that the rate of silos’ movement
is not linear and the foundation beneath the North block silos
is severely damaged. Table 2 details the real displacements
of silos #63, 84, and 89 since the day of the blast based on
the 3D scan and inclinometers’ data.

To analyze the status of the remaining standing silos in
case of occurrence of moderately intensity earthquake,
Abaqus was used. The results, presented in Figs. 3 and 5
indicate that the seismic loadings cause an immediate tilting
of the South and North block silos toward the West side,
toward the seismic load. The South and North block silos
displacements increase by 100–600% under the different
seismic events. Moreover, the seismic loadings cause more
than 40% damage in 60% of the silos’ surface. Note that the
higher the earthquake PGA, the greater the damage surfaces.
For example, 65–82% of the silos’ surface were more than
20% damaged under El-Centro (1940) and Lebanon (2008),
respectively. As a result, any moderetely intensity earth-
quake will cause severe damage in the remaining standing
silos.

5 Conclusions

In the work presented in this study, the structural response of
Beirut port silos since August 4, 2020 explosion was pre-
sented based on 3D scan and inclinometers’ data. Moreover,

Fig. 3 Maximum horizontal
displacements at top of the silos

Fig. 4 3D laser scan measurement comparison (in m) of North and
South block Beirut port silos: September 2020 and March 2022-Hamra
side

Table 2 Real horizontal displacements at top of silos #63, 84, and 89

Silo # September, 2020
(Phase 1 and 2)

April, 2021
(Phase 3)

July 2021
(Phase 4)

March 2022
(Phase 5)

April 2022 May 2022 June 2022 July 2022

63 20 − 5 − 110 − 200 − 217.1 − 227.1 − 232.0 − 236.6

84 4 − 26 − 320 − 426 − 441.5 − 449.4 − 450.7 − 451.2

89 20 20 200 200 199.47 195.6 194.0 194.7
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the status of the remaining standing silos in case of occur-
rence of moderately intensity earthquake was simulated via
Abaqus and discussed. The results indicated that the South
block has been stable since the day of the blast while the
North block has been tilting and its movement is linked to
the deterioration of the pile foundation. Moreover, the rate of
silos’ inclination is affected by the temperature, bad weather,
sun orientation, etc. In March 2022, the North block silos
have been rotation on average by 0.85 mm/day and in July
2022, silos #63, 84, and 89 were tilted 23.7, 45.2, and
19.5 cm toward the East/crater side. Finally, the numerical

results proved that severe damage and possible silos’ col-
lapse will occur in case of any moderately intensity seismic
event.
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Susceptibility Mapping of Wildfires Using
XGBoost, Random Forest and AdaBoost:
A Case Study of Mediterranean Ecosystem

Furkan Bilucan, Alihan Teke, and Taskin Kavzoglu

Abstract

The Mediterranean Region of Turkey has simultaneously
witnessed intense wildfires throughout the summer seasons,
resulting in many fatalities and injuries, linked to global
warming and climate change. In the region, Antalya is one
of the most vulnerable provinces to forest fire activities due
to its climatic and anthropogenic conditions. In this chapter,
three ensemble-based machine learning algorithms, includ-
ing Extreme Gradient Boosting (XGBoost), Random Forest
(RF), and AdaBoost (AB) were applied to model wildfire
susceptibility of the Antalya province situated in the
southern coastal zones of Turkey. For this aim, an inventory
map was initially constructed by using the publicly
available MODIS data retrieved from NASA’s Fire Infor-
mation for Resource Management System between 2001
and 2020. Also, a total of 13 causative factors (temperature,
precipitation, wind speed, elevation, slope, aspect, plan
curvature, profile curvature, curvature, TRI, NDVI, LULC,
and TWI) were selected by considering the main charac-
teristics of the study area and previous studies conducted in
this region. According to the results, the XGBoost
algorithm produced the highest accuracy of 85.4%,
followed by the RF (84.6%) and AB (78.9%). Considering
the estimated AUC values, XGBoost and RF outperformed
the AB algorithm by about 6%. McNemar’s statistical
significance test results showed that RF and XGBoost
algorithms produced similar performances, but their results
significantly differ from that of the AB algorithm. Accord-
ing to the Shapley additive explanations (SHAP) strategy,
elevation was found the most effective parameter for the
occurrence of wildfire events, while curvature was the least
effective one. SHAP analysis also showed that topographic
(e.g., elevation and aspect) and climatic (e.g., temperature,
precipitation, and wind speed) parameters had a larger

impact on wildfire susceptibility. When all susceptibility
maps were thematically interpreted, approximately 20% of
the study area was covered by a very high fire susceptibility
category. To be exact, the highest potential forest fire risk
was mainly situated around the center and shoreline zones
of the Antalya province. Taking all the results into
consideration, producing a reliable wildfire susceptibility
map could be used as an early warning system by
decision-makers to manage, prevent, and mitigate potential
fire risks and protect wildlife.

Keywords

Wildfire susceptibility mapping � Shapley additive
explanations � Ensemble machine learning � XGBoost �
Random forest

1 Introduction

Forests are regarded as vital natural resources that play a key
role in protecting the ecological balance, wildlife habitat,
and regulating the carbon cycle of the environment. Wild-
fires, considered as one of the most hazardous and harmful
disasters, are unforeseen, unwanted, and frequently uncon-
trolled phenomena that damage forests, rural vegetated, and
agricultural lands. In recent years, wildfires have consider-
ably increased in Europe and the Mediterranean, although
they were not prevalent in the past. According to the 2021
technical report of the European Commission’s Joint
Research Centre (JRC), the occurrence of wildfires in 43
countries caused to burn of 1,113,464 ha area. When it
comes to Turkey, the total burnt area from 612 fires was
206,013 ha, which is the highest amount of recorded wildfire
across Europe, the Middle East, and North Africa in 2021
(San-Miguel-Ayanz et al., 2021). The occurrence of wild-
fires can be triggered by many varied reasons including
lightning, sparks from rock falls, volcanic eruptions, climate,
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topography, and human activities. Human activities that are
intentional (i.e., arsonist) or unintentional (i.e., accidental or
negligent reasons) have an essential role, especially in
populated areas (Leuenberger et al., 2021). Therefore, pro-
ducing an accurate wildfire prediction model and assessing
the causative factors of wildfires have an essential role in
efficiently managing wildfire activities (Zhang et al., 2021).
In this scope, wildfire susceptibility maps, which forecast the
spatial probability of wildfire zones, are of great importance
for the reduction and prevention of wildfire risk. The main
purpose of this study is to produce accurate and reliable
wildfire susceptibility maps for Antalya province by using
three ensemble machine learning algorithms, namely
Extreme Gradient Boosting (XGBoost), Random Forest
(RF), and AdaBoost (AB). In accordance with the purpose of
the study, 13 wildfire causative parameters were selected
based on the main characteristics of the study area. The
predictive performance of the three ensemble machine
learning algorithms was analyzed by considering overall
accuracy (OA) and area under curve (AUC) score. In addi-
tion, McNemar’s statistical test was employed to confirm
whether the differences between the performances of algo-
rithms were significant or not. Shapley Additive exPlana-
tions (SHAP) strategy was also performed to locally
designate the contribution of the conditioning factors.

2 Study Area and Dataset

Antalya province, extending in the east–west direction, is
situated geographically between 29° 9′ and 32° 37′ E lon-
gitude, 37° 20′ and 36° 5′ N latitude, and encompasses a
land of approximately 20.600 km2 (Fig. 1). The city, situ-
ated on Anatolia’s southwest coast and bordered by the

Taurus Mountains, is the fifth-largest populous city with a
population of 2,619,832 in 2022. In recent years, the
occurrence of wildfires has become increasingly destructive
in Turkey due to meteorological, topographical, and
anthropogenic conditions. In addition, climate change,
warmer and drier conditions have a direct effect on materials
that increase fire ignition and flame speed. In this study,
MODIS data retrieved from NASA’s Fire Information for
Resource Management System between 2001 and 2020 data
were employed to model a susceptibility map for the city
using three ensemble robust machine learning algorithms.
Given that the objective is to produce the wildfire suscep-
tibility maps, 13 causative factors which allow the model to
specify areas with risk of fire, were analyzed. The factors
were grouped into three categories including topographic
variables (e.g., elevation, aspect, slope, profile curvature,
plan curvature, and curvature, TRI, and TWI), environ-
mental variables (e.g., LULC and NDVI), and climatic
conditions (e.g., temperature, precipitation, and wind speed).

3 Results and Discussion

In this chapter, three ensemble machine learning algorithms
were applied and 13 conditioning factors were inputted into
the predictive models. Ensemble machine learning algorithms,
which are one the most effective tools for generating wildfire
susceptibility map, have become very popular (He et al.,
2021; Iban & Sekertekin, 2022). According to the results, the
XGBoost algorithm produced the highest OA of 85.4%, fol-
lowed by the RF (84.6%) and AB (78.9%). Similarly, AUC
analysis revealed that the XGBoost (91.7%) and RF (91.4%)
methods outperformed the AB (88.4%). Furthermore,
McNemar’s test was conducted to specify the significance of

Fig. 1 Landslide susceptibility
map of Antalya province
produced by XGBoost algorithm
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differences in predictive performances. The test results indi-
cated that the differences between the performances of all
algorithms were statistically significant at a 95% confidence
interval, except for XGB and RF algorithms.

Given the produced wildfire susceptibility maps with the
highest OA, it is observed that one-fifth of the working area
was categorized under the very high-risk class. More
specifically, the interior and shoreline zones of Antalya
province have the highest potential wildfire risk (Fig. 1).
Detecting the importance of wildfire causative factors is one
of the most critical point through process of producing a
wildfire susceptibility map.

Therefore, the SHAP method was applied to investigate
the importance of the causative parameters in constructed
XGB model, locally. In summary plot (Fig. 2) each point
represents the Shapley value for each sample and causative
factor and red points correspond to high values and high
Shapley values. It was observed that elevation had the
highest impact on the model, followed by temperature and
precipitation (Fig. 2). Similarly, previous studies proved that
the elevation had important influence in modeling the
wildfire susceptibility map (Arca et al., 2020; Bem et al.,
2018). Also, it was found that temperature is the second
most effective causative factors for occurrence of wildfire
and it can be clearly said that higher values of temperature
have a high positive contribution on the occurrence proba-
bility of wildfire. This finding supports the fact that higher
temperature values increase the risk of wildfire. Conversely,
curvature derivatives were found to be the least crucial
wildfire conditioning factors. This fact also has been sup-
ported by research which were employed ensemble machine
learning algorithm (Yue et al., 2023).

4 Conclusions

In this work, three ensemble machine learning approaches,
namely XGBoost, RF, and AB, were applied to create
wildfire susceptibility maps of the Antalya province which is
one of the most threatened and wildfire-prone cities in the
Mediterranean Region of Turkey. Some important conclu-
sions can be drawn from the results of the current study.
First, the results noticeably indicated that the XGBoost and
RF were superior to the AB method by about 6% in terms of
OA, which is a statistically significant difference. Second,
topographical and meteorological variables had a higher
influence on the produced predictive models. Finally, visual
interpretation of the susceptibility map pointed out that the
very low susceptibility classes were mainly concentrated in
the northeast sections of the province while the coastal areas
and middle of the study area were generally categorized as
very high susceptible intervals.
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Sentinel-1 DInSAR for Monitoring Active
Landslide “Fish-Fish” Northeast Bulgaria

Mila Atanasova and Hristo Nikolov

Abstract

At the Northern Black Sea coast of Bulgaria, large
numbers of active landslides are located. The situation has
changed in the last 30 years since large technogenic load
was put on it caused by construction activities in that area.
For this reason, tracking activation of the landslides and
surface movements in them is a critical task that must
be carried out. This is the reason to perform a pilot
investigation for a single landslide using synthetic
aperture radar (SAR) from ESAs’ Sentinel-1 mission.
As main advantages of said data pointed out should be the
uninterrupted time series, the unrestricted access, and the
compatibility with other data operating in the radar
C-band.

In the recent years, the landslide found in the residential
area “Fish-fish” has been the subject of our research by
making terrain observations, geodetic and geologic inves-
tigations. In the last years, two surveys by unmanned aerial
system (UAS) were done spanned in one and half year
period focused at studying the deformations that took place
in its area. The first one has the task to create precise digital
elevation model of the zone, while with the second the
surface motions were registered. For this research, SAR
data were used to establish the magnitude of the geody-
namic processes in the area of the landslide for the period
2015–2022. To complete this task, seven uninterrupted
time series covering the time span from late autumn to
early spring were created using the small baseline approach
(SBAS). The period was limited to the said one, because in
the researched area large parts are vegetated, which causes

spatial decorrelation in the interferograms. As a result of
our research produced were 42 interferometric images
using SAR data in SLC format allowing creation of
deformation maps for the zone of “Fish-fish” landslide.
The analysis of the obtained results confirmed that the
applied technique provides sound information and is solid
basis for systematic monitoring of the area.

Keywords

Landslides processes � DInSAR � Time series SAR data
in SLC format � Small baseline approach (SBAS)

1 Introduction

In the Northeast Black Sea coastal area of Bulgaria, one of
the landslides that have been active in the last years is found
in residential zone Fish-Fish close to the town of Balchik. Its
modern development and recent activations at large extent
are due to the anthropogenic activities (mainly construction
of homes) that have been carried out during the last three
decades in this area.

The surface deformations that took place in the zone of
the landslide located on the steep slope slopes of the plateau
that face the sea are part from an ancient larger and relatively
stabilized landslide The active landslide processes at this site
were first registered in year 2000 (according to local
inhabitants) and as probable cause for their activation a
water mains accident was pointed out. In year 2010, it
developed further increasing the affected area up to 5600 m2.
After that it is difficult to provide the exact size of the
landslide area due to presence of high and dense vegetation,
and gradual earth masses collapses along the steep coast.
According to the competent local authorities (Geozastita
Varna Ltd., 2018), this landslide activated twice in the last
6 years destroying houses and other infrastructural objects
(see Fig. 1). For this site, again the main reason for landslide
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Fig. 1 Recent developments of
Fish-Fish landslide (photograph
taken by authors in April 2019)

Fig. 2 The interferometric pairs
that formed the time series for the
period 2019–2022

Fig. 3 The digital elevation
model produced by the first UAS
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Fig. 4 Maps of SAR-derived
displacements for the investigated
periods
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activations is the rise of the underground water level caused
by different sources—torrential rains, fast snow melting,
human activities.

2 Method

To assess the surface motions, it is suggested the consecutive
DInSAR method to be used, which combines short baselines
and short time period, not more than one month. It needs to
be mentioned that the SBAS (short baseline subsets)
approach is widely used by the geosciences community
(Mora et al., 2002). It works best for natural environments
over a large scale and can be used to look at gradual terrain
changes over time. SBAS requires as input a series of
interferograms and as final result creation of single image
that shows the surface displacements (ASF SAR Data,
https://search.asf.alaska.edu/). To detect the landslides acti-
vations in the researched area, SAR images that form a time
series from orbit 36 of the Sentinel-1 mission for winter
periods for the time span 2015–2021 together with the
shortest perpendicular baseline B┴ were used and down-
loaded from Copernicus Open Access Hub as in Duysak and
Yiğit (2022) (Fig. 2).

3 Results

Two surveys by UAS focused at studying the deformations
that took place in the area of Fish-fish landslide area were
made in one and half year period. The first one has the task
to create precise digital elevation model (DEM) (see Fig. 3)
of the zone while with the second one surface motion were
registered.

For this research, SAR data were used to establish the
magnitude of the geodynamic processes in the area of the
landslide for the period 2015–2022. To complete this task,
seven uninterrupted time series covering the time span from
late autumn to early spring were created using the small
baseline approach (SBAS). As shown in Fig. 4, raster image
of “Fish-fish” (a) and maps of SAR-derived displacements
for the periods indicated.

4 Discussion

The produced displacements from time series from SAR data
for the period 2015–2022 reveal that only small amount of
surface points can be considered as persistent scatterers. This
based on the requirement that the coherence for each inter-
ferogram have to be greater than 0.3 for the all scenes. As
shown in the Fig. 3, the displacements vary between the
studied intervals, which allow conclusion to be drawn that
the behavior of the investigated ground motions is not linear
in time.

5 Conclusions

Despite the short period that was studied the results obtained
from this research are consistent, show same movement rate
in the area of the collapse, have high coherence values and
thus the produced information is considered to be reliable
and comparable.
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Nearshore Bathymetry of Figueira da Foz,
Portugal, Derived from Sentinel-1 SAR
Satellites

Tiago Abreu, Diogo Santos, Paulo A. Silva, and Paulo Baptista

Abstract

Remote sensing imagery enables large coastal areas to be
mapped effectively. In particular, in low-lying sandy
coasts exposed to high energetic wave conditions, where
rapid and significant morphological changes can occur, the
development of satellite-derived bathymetry methodolo-
gies represent a cost-efficient technique to estimate water
depths. This work presents a satellite-derived bathymetry
map of Figueira da Foz coastal stretch in Portugal, using
Sentinel-1 synthetic aperture radar (SAR) data. The results
are obtained with the application of a wavelet methodol-
ogy where the nearshore bathymetry is inferred from the
observed swell wave patterns captured by the satellite
imagery. The results are compared with data extracted
from Coastal Nautical Charts and from the Portuguese
COaStal Monitoring Program (COSMO). The results
indicate a good agreement to map water depths up to
30 m. However, errors increase close to the shore and are
practically of the same order of the morphologic feature
elevations such as longshore bars or rip channels.
Improved results require higher imagery resolution to
provide more accurate estimates.

Keywords

Satellite imagery � Bathymetry � Wave-based model �
Wavelet transform � Dispersion relation

1 Introduction

Low-lying sandy coasts exposed to the high-energetic wave
conditions of the North Atlantic Ocean, as the western coast
of Portugal, present significant morphological changes in
time. The nearshore bathymetry needs to be regularly
updated, but conventional bathymetric campaigns, as per-
formed by onboard single or multibeam sonars, although
highly accurate, cannot be performed, due to safety reasons
during wave energetic events (Jawak et al., 2015).

A good complement to obtain bathymetric information in
wave-dominated areas can be through remote sensing imagery.
The results derived are rather estimated than directly measured
and present a lower accuracy when compared to reference
single or multibeam hydrographic surveys. Nonetheless, the
International Hydrographic Organization (IHO) recognizes the
development of Satellite Derived Bathymetry (SDB) as one of
the most cost-effective technologies allowing to map large and
remote areas (Pe’eri et al., 2013).

This work presents a satellite-derived bathymetry map of
Figueira da Foz coastal stretch, located in the Atlantic West
coast of Portugal, using Sentinel-1 synthetic aperture radar
(SAR) data. The results are obtained with a wavelet
methodology proposed by Santos et al., (2020, 2022a) where
the nearshore bathymetry is inferred from the surface wave
field captured by the satellite imagery. The results are
compared with data extracted from Coastal Nautical Charts
and from the Portuguese COaStal Monitoring Program
(COSMO—https://cosmo.apambiente.pt/).

2 Methods and Data

2.1 Study Area

Figueira da Foz coastal region is located on the west coast of
Portugal, being exposed to the wave climate of the North
Atlantic Ocean (Fig. 1a). This region comprises sandy
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beaches and the Mondego estuary-inlet. To the north,
between Cabo Mondego and Buarcos, the coastal stretch
reflects rocky features, which transition southward, between
Buarcos and Figueira da Foz, to a semi-enclosed sandy
coast. South of the jetties, which protect the entrance to the
estuary, the coast returns to sandy features.

The bathymetric data provided by the Portuguese
Hydrographic Institute (IH) and by the Portuguese Envi-
ronment Agency (APA) are shown in Fig. 1b, c, respec-
tively. The IH isobaths of 10, 20 and 30 m report to 2013
and were extracted from the Coastal Nautical Charts (www.
hidrografico.pt). For shallower depths, bathymetric data
were measured at Figueira da Foz harbor neighboring area
through the COSMO Program conceived and developed by
APA. These measurements were made in August 2020.

2.2 Bathymetry Retrieval

This work uses three Sentinel-1 synthetic aperture radar
(SAR) images acquired in 2018, 2019 and 2020 to infer the
bathymetry at Figueira da Foz. The images have a spatial
resolution of 10 m. The wavelet spectral analysis (WT)
proposed by Santos et al. (2020) allows estimation of
wavelength changes of the sea surface in the satellite image
and to map the shallow marine environment. The estimated
water depths rely on the inversion of the wave number
dispersion relationship, depending on the local (L) and
deep-water wavelengths (L0). L0 was obtained from the peak
wave period, Tp, measured in Alfredo Ramalho buoy—
Leixões. At the time of satellite image acquisition in 2018,

2019 and 2020 the values were Tp = 14.3, 15.6 and 13.9 s,
respectively.

3 Results

The estimated bathymetry of Figueira da Foz coastal region
using the image processing methodology proposed by San-
tos et al.’s (2020) is shown in Fig. 2a. The comparison with
the data extracted from the Coastal Nautical Charts was
assessed by Santos et al. (2022a) for the isobaths of 10, 20
and 30 m, respectively presenting mean absolute errors of
1.7, 2.0 and 3.2 m.

Figure 2b extends the comparison of the depth estimates
for shallower depths (< 12.5 m), considering the multi-beam
measurements of the COSMO Program (Fig. 1c). The map
differences in the Figueira da Foz harbor neighboring area
show that the major differences occur when shallow mor-
phologic features are present (e.g., sandbars or rip channels).

4 Discussion

Considering a depth of closure for this study site smaller than
20 m, it is expected that, for deeper Coastal Nautical
Chart isobaths, bathymetric changes are minimal. Small dif-
ferences are confirmed with estimates for the 10 m isobath,
despite errors that might occur by adopting an overall constant
offshore wavelength in the dispersion relation. Still, errors
increase close to the shore and are practically of the same
order of the morphologic feature elevations. Since the depth

Fig. 1 a Location of Figueira da Foz and the nearshore bathymetry extracted: b from the Coastal Nautical Charts; c and from the COSMO
Program
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estimates consider a satellite spatial resolution of 10 m and
the wavelengths in the image are not well detectable close to
the shoreline, the bathymetric results are interpolated between
the coastline and the first 350 m, where wave breaking
occurs. Thus, single images are unable to properly charac-
terize small shallow water features. Improvements could be
obtained using successive images that allow the consideration
of different wave periods (Santos et al., 2022b).

5 Conclusions

This work explores an image processing methodology that
makes use of the wavelet spectral analysis to retrieve the
seabed morphology of Figueira da Foz. Despite the good
agreement to map greater water depths, SDB are not suitable
to extract smaller bathymetric features in shallower water as
the evolution of longshore bars or of rip channels require
higher imagery resolution or a sequence of static images of
the water surface.
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Monitoring and Assessment Drought
Dynamics in High and Middle Moulouya,
Morroco Using Remote Sensing
and Meteorological-Based Indices

Ali Salem, Mustapha Amiri, Yasir Abduljaleel, Ehab Mohammad Amen,
Zana Fattah Ali, Ahmed Awad, and Mohamed Ghzal

Abstract

Agricultural drought has become a major global problem
due to its severe impact on rain-fed crop yield and indirect
impact on employment and per capita income. Evaluating
agricultural drought risk effectively is critical to properly
manage current water resources and ensure food security.
The current study aims to evaluate the effectiveness of GIS
and remote sensing tools for monitoring the spatial and
temporal extent of agricultural drought by applying
different drought indices for the lands at the high and
middle Moulouya basin. The annual weather data from
1978 to 2017 was used to analyze the extent of meteo-
rological drought using a standardized precipitation index
(SPI) across the basin. Remote sensing images in 1984,

1995, and 2022 from Landsat 4–5 Thema Tique Mapper
(TM) and Landsat 9 operational land image (OLI) were
utilized to monitor agricultural drought using the
NDVI-based vegetation condition index (VCI). The
extreme drought in upper Moulouya occurred during
1983/1984 with an average SPI value of − 1.97. The
largest areal extent of agricultural drought conditions was
recorded in 2022 compared to 1984 and 1995. Results
show that VCI tracks agricultural droughts more effectively
than the SPI indices employed in this study. This
identification will help to build an effective planning and
drought management tool for the agriculture sector over
time.

Keywords

Agricultural drought � Drought indices � Remote
sensing � GIS � Moulouya basin

1 Introduction

In arid and semi-arid areas, droughts not only adversely
impact crops’ growth and food production but also the
available water for people’s activities. Drought is described as
a natural phenomenon that has a negative impact on land and
water resources and disrupts hydrological balance owing to
precipitation levels dropping below average (Benson et al.,
1997; Salem et al., 2023). Climate change has had a sub-
stantial influence on the spatiotemporal status of drought. The
lands at the middle and upper of Moulouya basins experi-
enced significant levels of drought, resulting in substantial
changes in the surrounding environmental, economic, and
social fields (Amiri et al., 2021, 2022; Salem et al., 2021).
Drought also impacts the steppe formation, especially through
the arid spaces of the south and center of the region where
Alfa and Sagebrush dominate (Iahs et al., 2021).
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The vegetation condition index (VCI), which is calcu-
lated using remote sensing data, is a common tool for
drought assessment. Researchers have also employed the
satellite-based vegetation indices, such as the normalized
difference vegetation index (NDVI)-based VCI to detect and
monitor the agricultural drought (Domenikiotis et al., 2004;
Kuri et al., 2014; Zambrano et al., 2016). The Standardized
Precipitation Index (SPI), too, is a highly valuable tool to
assess the probability distribution of meteorological dryness
based only on available precipitation data (preferably more
than 30 years) (Morsy & Hadı, 2022). The present study
aims to assess agricultural drought over the high and middle
Moulouya basin using VCI and SPI over the period (1978–
2017).

2 Materials and Methods

2.1 Study Area

Among the lands that locate at the middle and high of
Moulouya basin, Morocco, the study area was chosen with a
surface area of about 54,000 km2 (Fig. 1).

.

2.2 Procedure for Calculating (VCI)

As scaling vegetative health based on long-term NDVI
variability throughout the research period, the VCI is a more
direct indicator of agricultural drought (Domenikiotis et al.,
2004). NDVI reflects the vegetation condition through the
ratio of response in visible (BAND1-BAND2-BAND3) band
and near-infrared (BAND3-BAND4) of advanced very
high-resolution Radiometers (AVHRR) of NOAA.
Weekly NDVI data of May for the period 1985–2022 were

used to produce VCI images for the study area. The VCI is
obtained using the following equation:

VCI ¼ 100 � NDVIj � NDVImin

NDVImax � NDVImin
ð1Þ

NDVImax and NDVImin reflect the maximum and mini-
mum NDVI of each pixel determined for each month,
respectively, while j is the current month's index. The VCI
value is expressed as a percentage and ranges from 1 to 100.
Values of (50–100%), (35–50%), and (� 35%) represents
above-normal vegetation conditions, drought situations, and
severe drought conditions, respectively. The remote sensing
images in three different years (1985, 1995, and 2022) from
Landsat 4–5 Thematique Mapper (TM) and Landsat 9
operational land image (OLI) were downloaded freely online
from the U.S. Geological Survey Platform (https://
earthexplorer.usgs.gov).

2.3 Procedure for Calculating SPI

Mckee et al. (1993) propose a standardized precipitation
index to assess extreme and anomalous precipitation.
Long-term rainfall data (1978–2016) in seven stations were
obtained from the Moulouya Hydraulic Basin Agency, and
SPI was calculated to determine the spatial and temporal
extent and intensity of a meteorological drought event
(McKee et al., 1993).

3 Results and Discussions

3.1 Drought Monitoring Through SPI

The SPI is a very popular meteorological drought index which
has been frequently used by decision makers for measuring

Fig. 1 Location of the study area
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and monitoring the intensity of meteorological drought
events.SPI is used to determine the spatio-temporal extent of
long term historical droughts (Dutta et al., 2015). Figure 2
shows the temporal distribution of the average annual pre-
cipitation for 9 stations over the study period. For all stations,
the temporal analysis indicate drought incidences with a slight
temporal variation. The extreme drought happened during
1983/1984 in the stations “Loughagh (SPI = 1.97) and Ans-
gmir (SPI = 1.96)” (upper Moulouya). For the stations
“Tabouaazat and Outat el Hadj”, extreme drought was
observed once with SPI values of − 1.72 and − 2.19 in the
year 1982–1983, respectively. Similar findings of the most
recent notable droughts of 1980–1981 to 1985–1986; 1991–
1992 to 1994–1995; and 2000–2001 to 2002–2003 have been
reported by Ouassou et al. (2007). These dry years exacer-
bated the chronic deficit of water flow. The average surface
water inflow, estimated to be around 19 billion m3, was
decreased to 10 billion m3 in 1980–1985, 4.9 billion in 1992–
1993, and 5.3 billion in 1994–1995 (Dutta et al., 2015).

3.2 Spatio-temporal Variation of VCI

Figure 3 depicts the spatial distribution of the annual indices
VCI for the Middle and upper Moulouya basin in 1985,
1995, and 2022. Results show that moderate drought con-
ditions occured across a broad region of Moulouya basin
during 2022 with a surface area of 14,194.33 km2.

The drought condition increased significantly between
1985 and 1995, increasing from 973.72 to 4982.10 km2

correspondingly. Similar to a study of Ouassou et al. (2007),
the agricultural seasons of 1944–1945, 1982–1983, 1994–
1995, and 1999–2000 were among the driest in the recent
climatological series due to widespread and significant
rainfall deficits. The severe drought condition class is
detected in positive annual temporal changes between 1985
and 1995 (460.3–1005.95 km2), as a result of increasing the
surface irrigation area of the tree apple in upper Moulouya.
However from 1995 to 2022 the drought condition decreased
from 4982.1 to 14,194.33 km2 because of successive years
of drought, which has a significant impact in agriculture
activities and the water ressources, particularly in the plain
area. The most recent drought, which lasted from November
2015 to spring 2016, resulted in a 3% drop in economic
growth. This was due to decreased agricultural output, pri-
marily in cereal production, and a lack of mitigation mea-
sures, such as crop insurance. The citrus and olive value
chains experienced output declines and increased sensitivity
to water shortages as a result of the 2015–2016 drought
(Verner et al., 2018). It also demonstrates and justifies the
utility of remote sensing and GIS techniques in detecting
drought-related stress in rain-fed crops. Unlike meteorolog-
ical data from sparsely distributed meteorological stations,
the remote sensing-based index VCI can successfully
delineate the spatiotemporal extent of agricultural drought
(Dutta et al., 2015).

a) b)

c)

d) e) f)

g) h)
i)

Fig. 2 SPI at annual timescale for 9 stations in Moulouya basin
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4 Conclusion

The present study aims to employ the Standard Precipitation
Index (SPI) and the vegetation condition index (VCI) to
determine the spatiotemporal extent of agricultural drought
in the Moulouya basin, Morroco. The VCI results showed

that 89% of the Moulouya basin in 2022 is suffering from
severe drought-related stress. In contrast to meteorological
data from sparsely dispersed meteorological stations; VCI,
the remote sensing-based index, can successfully delineate
the spatiotemporal extent of agricultural drought. These
findings will potentially support constructing effective
planning and drought management tool for the agricultural
sector in the investigated area.
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Contribution of Automatic Processing
of LiDAR Data to Accelerate Topographic
Map Updating

Abdenbi Zagaoui, Mohammed Ettarid, and Abdelilah Tahayt

Abstract

The process of topographic maps updating in the
Moroccan Agency for Land Registration, Cadaster and
Cartography (ANCFCC) is essentially performed by
manual 2D or 3D plotting based on aerial or satellite
images. In this chapter, we use data from airborne LiDAR
to automatically extract some map features for the
purpose of speeding up the map updating process. We
processed LiDAR data with both ArcGIS and QGIS Grass
software to automatically generate some map data layers
like contour lines and hydrography streams. The obtained
features were compared by overlapping other data such as
orthoimages, manually stereoplot map and contour lines
generated after automatic photogrammetric correlation in
the same area. The comparison of all datasets showed that
LiDAR can bring a significant advantage in some areas
like shaded areas of aerial images or areas of complex
topographic structures like cliffs as well as in dense forest
zones or even relatively urban areas where classic
stereoplotting often presents difficulties. However, auto-
matic processing of LiDAR data requires adapted
parameters to avoid poorly or over detailed maps,
particularly with hydrographic features even if the
automatically obtained hydrographic streams present the
advantage of being ordered following the stream size. We
conclude that automated LiDAR data processing is of
high value in terms of accelerating map updating and the
extracted features like contours and hydrographic streams
are of better quality than traditional methods.

Keywords

LIDAR �Map updating � Topography � Hydrography �
Contour lines � GIS � ANCFCC

1 Introduction

The process for topographic map updating in the Moroccan
Agency for Land Registration, Cadaster and Cartography
(ANCFCC) is mainly based on aerial and satellite images
used in conventional photogrammetric processes, including
stereo preparation, aerial triangulation and interactive 3D
stereo plotting in most cases. This process is tedious for the
operators and also time-consuming (https://www.ancfcc.gov.
ma/nos-métiers/cartographie/processus-production/). The idea
behind the present work is to assess the possibility of using
ANCFCC LiDAR data together with automated tools for
topographic feature extraction (Awrangjeb et al., 2015) such
as hydrographic streams (Cantemir et al., 2016) and contour
lines (Petrovič & Podobnikar, 2011) to reduce map updating
time and effort.

Tools from QGIS free software and commercial ARCGIS
software (https://desktop.arcgis.com/fr/arcmap/10.3/tools/
spatial-analyst-toolbox/how-flow-accumulation-works.htm)
were used for hydrographic stream and contour line gener-
ation. The quality of the obtained features was assessed
based on comparison with the same features obtained from
the classical photogrammetric process and using digital
orthoimages as background.

2 Materials and Methods

To automatically generate hydrographic streams and con-
tour lines map layers, a LiDAR based DTM with 5 m
resolution in tiff format was used. The DTM was interpo-
lated from a 0.3 pts/m2 LiDAR point cloud after calibration
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and classification to remove non-ground points using Ter-
rascan software. The point cloud was acquired in 2014 over
the area of Al Hoceima on the Mediterranean coast of
Morocco using an Airborne Leica ALS70-HA LiDAR
sensor in four East-West flight lines with 20% minimum
overlap.

The generated hydrographic streams and contour lines
were compared with the other sources of data including:

• Topographic map of Al Hoceima at 1:25 000 scale edited
in 2015.

• DTM with 5 m resolution generated with automatic cor-
relation followed by manual edition using 2016 aerial
images.

• 20 cm resolution orthoimages generated from 2016 aerial
images.

Contour lines obtained automatically from the
LiDAR DTM using ARCGIS and QGIS were visually
compared with each other and then compared with hydro-
graphic streams from 1:25 000 topographic maps to check
for consistency, then with manually stereoplotted contour
lines from the same map, as well as with interpolated con-
tours from the DTM that was generated with automatic
correlation.

Hydrographic streams were extracted several times from
the LiDAR DTM with a different value for watershed min-
imum size. The values 100, 500, 750 and 1000 pixels for the
watershed parameter were tested. Hydrographic streams
obtained using LiDAR DTM from both ARCGIS Spatial
analyst toolbox and QGIS GRASS were compared with each
other, and then compared to the hydrography from the 1:25
000 topographic map.

3 Results

3.1 Results Regarding Contour Lines

Contour lines generated from LiDAR data using QGIS and
ArcGIS have a near-perfect overlap. When compared with
hydrographic streams from the 1:25 000 map, the consis-
tency was very good especially in the contours with
V-shaped summits. Comparing LiDAR contours with auto-
matic correlation contours and manually plotted contours
(Fig. 1) reveals that the two first contours are generally
matching quite well. Manually plotted contours however
show some important and nonsystematic differences from
the two other contours.

In shaded areas as well as on cliffs, LiDAR contours were
by far better than contours from manual plotting or from
automatic correlation DTM. In forested areas, LiDAR con-
tours fit better with the ground than contours from manual
plotting. In urban areas, even if contours from the
LiDAR DTM were less smooth they fitted well with those
from the correlation DTM.

3.2 Results Regarding Hydrographic Streams

Hydrographic streams generated from the LiDAR DTM
were very similar using either ARCGIS or QGIS GRASS.
They were generated in.shp format with streams structured
depending on their size (Fig. 2).

Even though the network of hydrographic streams gen-
erated from the LiDAR DTM coincides geometrically with
streams from the 1:25 000 map, LiDAR generated streams
are denser when small values of the parameter “minimum

Fig. 1 Overlap of contour lines
from LiDAR DTM (in cyan) with
contour lines from the correlation
DTM (in yellow), and contours
manually stereoplotted (in
brown). Red arrows show some
areas of big differences
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watershed size” (e.g. 100 pixels) are chosen. LiDAR streams
become less dense when larger values (like 1000 pixels) are
selected. Stream density in the generated layer decreases as
values for minimum watershed size increases from 500 to
750 pixels.

4 Discussion

The difference between contour lines from LiDAR and
manual plotting can be explained by the lower accuracy of
manual 3D plotting of contour lines. This is confirmed by the
good matching of contour lines from the LiDAR with those
obtained from the correlation DTM which was manually
edited based on stereo images that were precisely oriented.

The quality of the interpolated contours depends on the
DTM used as input. When the LiDAR point cloud classifi-
cation is of poor quality, this reduces the quality of the DTM
and therefore the accuracy of derived contour lines, espe-
cially in forests and urban areas, resulting in less smooth
contour lines. The advantage of LiDAR contours compared
to manual plotting or contours interpolated from automatic
correlation to the DTM appears in areas like cliffs or shaded
areas where the ground is invisible on images but well
covered with LiDAR data, as well as in dense forest zones
where the ground is hardly visible on aerial images but still
reached by laser pulses from the LiDAR.

Regarding hydrographic streams, their density depends
on the chosen parameter for minimum watershed size. The
smallest streams are detected with small values like 100
pixels but the resulting map might be overdetailed. Bigger
values for this parameter lead to the representation on the
map of only the largest streams. The appropriate value of

this parameter should be chosen depending on the dominant
map topography. The structured format of the generated
layer can be more easily included in a GIS database.

5 Conclusions

LDAR data could play an important role in accelerating the
process of topographic map updating especially for features
like contour lines and hydrographic streams, either using
free software like QGIS or commercial one like ARCGIS,
provided that the point cloud is well classified in urban and
forest areas and proper parameters for minimum watershed
size are specified.
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Local Geodatabase as Tool for Monitoring
the Landslide “Thracian Cliffs”

Hristo Nikolov and Mila Atanasova

Abstract

The goal of the presented research was to establish sound
basis for studying the current geodynamic processes at
single landslide area located between the villages of
Topola and Bozhurets at the Bulgarian Black Sea coast.
The investigated zone has been under high anthropogenic
pressure in the last decade by constructing several
touristic and holiday properties some of them already
collapsed because of lack of preliminary monitoring of
the surface motions in it. In order to register past
and ongoing surface motions, we used data from
satellite-based synthetic aperture radar (SAR), which is
the main instrument of the Sentinel-1 (S-1) mission. To
this end, created was local geodatabase (LGDB) into
which collected all available information concerning this
specific zone including, geological and techtonic maps,
hydrology inventories, geodetic data from local geody-
namic GNSS networks, information for land use/land
cover in the said coastal zone, optical imagery from
unmanned aerial systems and satellites, to name a few,
besides the SAR data. Currently, such detailed and
well-organized information for the studied region is not
available in centralized repository for public use. Other
objective of this study was to create and keep updated the
mentioned LGDB using free and open source processing
tools, such as QGIS, ingesting publicly available data
from different sources e.g. Copernicus data and products.
Key element of this research was to harmonize the
already available data and to create methodology for their
integration into the LGDB as well as to establish a
protocol for future data acquisition from the mentioned

sources and their integration into the geodatabase. The
established LGDB allowed synergetic interpretation of
the data thus providing better modelling of the studied
geodynamic processes by large number of experts in
different application domains. The authors are confident
that the resulting information product is of high quality
and allows seamless integration the produced LGDB into
regional datacubes that are gaining popularity for
machine learning applications in Earth sciences and even
are used to offer products for the wide public.

Keywords

Geodynamic processes � “Thracian Cliffs” landslide �
SAR data � Local geodatabase

1 Introduction

The Northeast part of the Black Sea coast of Bulgaria is
known with large number of landslides registered there by the
national authorities (Annual Report 2021 of Geozastita–Varna
Ltd., https://tinyurl.com/3yutscme) and well studied by the
scientific community. In this research, the specific object of
study is the active landslide located near the “Thracian Cliffs”
golf club (Nankin et al., 2020). From the terrain observations
made in the zone of this landslide is estimated that its area is
11 ha with irregular shape, the landslide retreat scarp having
height between 12 and 15 m. It was suggested by the experts
that the sliding plane is located at depths of 10–15 m. The
surface motions in its area are caused by two different, but
complementary processes—the first one being the over-
wetting the earth masses by rains and snow melting as well as
other water sources having unknown origin and the second
one is the marine erosion. In the study of Nankin et al. (2020),
it is stated that main material of the earth masses are aragonite
clays, which exhibit considerable sensitivity and are prone to
form landslides when wet.
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The location of the investigated zone and a recent picture
of the landslide area are provided on Fig. 1a. On it also seen
is the extremely steep slope at the lower part of the landslide,
which makes the terrain observations impossible. The
approximate area of landslide is delineated by the red line on
Fig. 1b (Annual Report 2021 of Geozastita–Varna Ltd.,
https://tinyurl.com/3yutscme). The five buildings visible
inside this area are severely damaged and unhabituated. On
the road seen between them and the sea seen are a lot of
cracks some of them reaching 2–3 cm. With regard to the
sea erosion, it needs to be mentioned that it contributes to the
activations of the landslide since no measures have been
taken to stop it so far.

2 Methods and Data

To meet the objectives of this research to monitor the surface
motions in the zone of the studied landslide implemented
was an approach that integrated data and other information
from several sources. The main piece of information is from
interferometric processing of SAR products from S-1 mis-
sion, which is made available at regular basis. The initial
SAR products were downloaded from one of the S-1 data
archive (e.g., https://scihub.copernicus.eu/dhus/#/home).
This information from the interferometric processing repre-
sents the surface displacements occurred in the line-of sight
(LOS) of the satellite between its two consecutive passes
over the studied area. To increase the quality of that infor-
mation only data from descending orbits of the satellite and
from seasons with little vegetation were used. To elaborate
and to verify the SAR results data from referent stations of
national GNSS networks (Kenyeres et al., 2019) as well data
from local GNSS networks were used too. In the process of
creation of the LGDB the mentioned sources were supple-
mented by other available ones such as geological (e.g.
national geological map scale 1:100 000) and lithological

maps, soil maps, seismological information, land cover/land
use maps (Copernucus Coastal Zones Datasets, 2022), digital
elevation models (DEM) at different scale (EU Dem, https://
land.copernicus.eu/imagery-in-situ/eu-dem/eu-dem-v1.1),
optical imagery from multispectral instruments with high
and middle spatial resolution.

From methodological point of view the structure of the
LGDB is flexible and shall accommodate, after some pre-
processing, other emerging sources of spatial information
concerning the studied object too. Examples of such sources
are continuously enhanced spatial resolution of the data
regarding precipitation and soil moisture (Soil Water Index,
https://land.copernicus.eu/global/products/swi).

3 Results

The results produced are from SAR data processed by SBAS
(Berardino et al., 2002) approach. An example of the inter-
ferometric images resulting of this research is provided on
Fig. 1a. It was produced from S-1 SAR data 29 November
2018 and 28 March 2019 and proves that the registered
movements in LOS are located on the east part of the
landslide. Other important results are the displacements
produced from interferometric images that include the
inaccessible parts of the landslide due to steep terrain.

The next important source of information came from the
purposely established local geodetic network. The points of
this geodynamic network are presented on Fig. 2b and were
used to provide GNSS measurements with high accuracy for
verification of the SAR results.

On the Fig. 3 below shown are the currently included into
the LGDB layers as described in the Sect. 2. The main
purpose of LGDB is to serve as tool for experts to better
understand the currently ongoing processes at the studied
area and thus to produce models that could predict their
behavior under different scenarios.

Fig. 1 Location and approximate
contour of the studied landslide
area
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4 Discussion

To mitigate the unfavorable effects of the landslide activa-
tions the authors created specific LGDB in GIS, which shall
lead to better understanding of the reasons and factors that
cause them. The set of SAR results was produced from
regular processing of the purposely established local SAR
archive, which currently consists of more than 250 inter-
ferometric images and is constantly growing. The open
source based LGDB expands the number of potential users
since no licenses are needed.

5 Conclusions

This paper justified the purpose of the produced LGDB as
valuable tool to monitor the “Thracian Cliffs” landslide and
is considered as work in progress since more data could be
added seamlessly to it. This study was supported by Bul-
garian National Science Fund under contract KP-06-OPR
06/1.14.12.2018.

References

Annual Report 2021 of Geozastita–Varna Ltd (in Bulgarian). https://
tinyurl.com/3yutscme. Last accessed July 2022.

Berardino, P., Fornaro, G., Lanari, R., & Sansosti, E. (2002). A new
algorithm for surface deformation monitoring based on small
baseline differential SAR interferograms. IEEE Transactions on
Geoscience and Remote Sensing, 40, 2375–2383.

Copernucus Coastal Zones Datasets. https://land.copernicus.eu/local/
coastal-zones. Accessed June 2022.

EU DEM. https://land.copernicus.eu/imagery-in-situ/eu-dem/eu-dem-
v1.1. Accessed June 2022.

Kenyeres, A., et al. (2019). Regional integration of long-term national
dense GNSS network solutions. GPS Solutions, 23, 122. https://doi.
org/10.1007/s10291-019-0902-7

Nankin, R., Ivanov, P., & Krastanov, M. (2020). Thracian Cliffs
landslide, Northern Bulgarian Black Sea Coast. Review of the
Bulgarian Geological Society, 81, part 3, pp. 215–217, National
Conference with international participation “Geosciences 2020”.

Soil Water Index. https://land.copernicus.eu/global/products/swi.
Accessed June 2022.

Fig. 3 Structure of the LGDB for
“Thracian Cliffs” landslide

Fig. 2 Uwrapped interferometric
image and local geodetic network
for the “Thracian Cliffs” landslide
area
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Extraction of the Network of Fractures
by the Technique of Remote Sensing
Integrating the Methods of Multivariate
Analysis and Evaluation of Its Impact
on the Layout of the Hydrographic Network
(Case of the Coastal Basin of Tarfaya,
South-West of Morocco)

Fatima Jira, My Hachem Aouragh, Mohammed Jelbi,
Abdellah Lakhouili, and Asma Belasri

Abstract

This study focuses on the recognition and analysis of
fracturing in the coastal basin of Tarfaya located in
southwestern Morocco, through the extraction of linea-
ments using the remote sensing method. This extraction
was carried out by processing and interpretation of the
Landsat-8 OLI satellite image. For amore in-depth analysis
of the spatial distribution of the lineaments, we opted for a
comparison of the average lengths and directions of the
lineaments in the four zones of the basin using Kruskal–
Wallis test. The Ascending Hierarchical Classification
(AHC) was designed, in our study, to group individuals
(lineament directions) that represent the same directions.
The lineament analysis carried allowed to highlight a
network of 1603 lineaments oriented in three directions:
NNE-SSW, NE-SW and WNW-ESE. These directions
suggest that the bedrock fracturing of the Tarfaya coastal
basin results from several tectonic phases. The application
of the tests (ANOVA) proved the absence of an interaction
between the length and the orientation of the lineaments.
The Ascending Hierarchical Classification (AHC) of the
directions of the lineaments allowed the study of their
spatial distribution in the basin and subsequently the
identification of the fracturingwhich impacted the layout of
the hydrographic network of the basin.

Keywords

Tarfaya coastal basin � Lineaments � ANOVA � AHC �
Hydrographic network � Remote sensing

1 Introduction

The Tarfaya coastal basin is located between 27° and 29°
North latitude and 11° and 13° West longitude. It belongs to
the Atlantic margin of Morocco which was formed following
the Triassic rifting during the opening of the central Atlantic
(Klingelhefer et al., 2016). Several studies have been carried
out mainly to assess the oil potential of the area (Michard
et al., 2017). These studies were able to identify structural
elements related to the rifting and the opening of the central
Atlantic Ocean (Fig. 1).

Secondary and tertiary series were piled up in this ditch
then modeled in stepped trays: the upper trays correspond
to hamadas; and the lower tray corresponds to the coastal
platform inclined 1% at least towards the NE. The mor-
phostructural study carried out by Jira (1993) in the coastal
basin of Tarfaya highlighted the existence of an important
folding materialized by anticlines and synclines and sig-
nificant fracturing revealed by discontinuities along the
Draa and Chebeika wadis, which made it possible to sub-
divide the basin into four structural zones. The land
outcropping the basin is mainly made-up Cretaceous for-
mations with a monoclinal structure which have recorded
the effects of two different tectonics: a distensive synsedi-
mentary tectonic of a Lower Cretaceous age and a com-
pressive tectonic of an Upper Cretaceous to Tertiary age
(Abou Ali et al., 2005).

The methodology of our study is designed to achieve the
following objectives:
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• Contribute to a better knowledge of the state of fracturing
of the basement of the Tarfaya coastal basin through the
characterization and identification of lineaments;

• Highlight the structural details of the surface of the Tarfaya
coastal basin characterized by its tabular morphology.

• Detect the impact of the structuring of the basin on the
architecture of the hydrographic network that drains it.

2 Methods

As part of this work, the hydrographic network was digitized
from topographic maps at 1/100,000 that cover the study
area and from Digital Terrain Model.

To highlight the fracturing of the coastal basin of Tarfaya,
an extraction of the lineaments usually used by the tech-
niques of remote sensing was carried out by Three Landsat-8
OLI/TIR scenes; The manual lineament extraction is per-
formed by visual interpretation in the GIS tool using the
composite color enhancement of the different PCA band
combinations. The automated extraction is carried out using
the Line algorithm associated with the PCI Geomatica
software. The two methods were merged and analyzed
statically to produce the directions, lengths, densities of the
lineaments.

A statistical study of the orientations and the lengths of
the lineaments was adopted, in particular an analysis of
variances (ANOVA) to determine the existence or the
absence of significant difference between the means of the
variables. In our study, the Kruskal–Wallis test was selected
since the hypothesis of the normality of the data distribution
was rejected. The rank-based Kruskal–Wallis test (Kruskal
& Wallis, 1952) was applied based on the p-value (proba-
bility), extracted from the Kruskal–Wallis test, and its
comparison with the probability corresponding to the sig-
nificance level of a = 1% (Kakaï & Lykke, 2016).

The Ascending Hierarchical Classification (AHC) is a
multivariate statistical analysis, used to measure
(dissimilarity/similarity) between individuals, using Ward’s
method and Euclidean distance (Ward, 1963). In our case,
the utility of the method (CAH) was designed to group
individuals (lineament directions) that have the same orien-
tations, distinguish between them, and compare them with
the hydrographic network.

3 Results

By examining the lineaments map, we notice that the coastal
basin of Tarfaya is fractured by a network of 1603 linea-
ments with a length varying between 0.27 km and 29.35 km
and a density of 1.02 km/km2 (Fig. 2).

All the lineaments are distributed according to an organi-
zation which subdivides the basin into four zones.
High-density values are recorded especially in zone 3, zone 1
and also toward the south of zone 4. The lineaments are
oriented in three directions: NNE-SSW, NE-SW and
WNW-ESE (Fig. 3). A check on the geological map confirms
that the lineaments are often consistent with the discontinu-
ities and the lithological contacts. The directional rosettes of
the lineaments clearly show a difference between the four
zones. However, in the area located in the NE of the Wadi
Draa, the direction of the lineaments is NE-SW with a fre-
quency of 8%. In zone 2, between Wadi Draa and Wadi
Chebeika, a main ENE-WSW direction has been highlighted
with frequency of 6% and a secondary NE-SW direction with
more than a 4% frequency. The lineaments in zone 3, which is
located between Wadi Chebeika and the cliff of Ed Dzeroua,
is marked by an NNE-SSW direction with a frequency of 6%.
The lineaments in zone 4, which is located SW of the cliff of
Ed Dzeroua, follow a main NE-SW to NNE-SSW direction
with a frequency of 6% and a secondary ENE-WSW direction
with more than a 4% frequency.

Fig. 1 Geological map of
Tarfaya coastal basin and location
of the study area (Bensaid, 1985)
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The comparison of the means of the lengths and direc-
tions of the lineaments of the four zones according to the
Kruskal–Wallis test show that for the directions, the value of
the probability (p-value < 0.0001) is lower than the signifi-
cance level of a = 0.01, which allows us to conclude that
there is a significant difference between the averages of the
lineament directions in the four zones. However, we notice
that the average lineament lengths don’t show any signifi-
cant difference with a p-value of 0.967, which is well above
0.01 (Table 1).

The application of the ascending hierarchical classifica-
tion (AHC) to the directions of the lineaments, allowed us to
distinguish six groups from the dendrogram. The directional
rosettes, shown in Fig. 4 show that the high frequency
directions of the six groups are respectively: ENE-WSW,
WNW-ESE, NE-SW, NNE-SSW, ENE-WSW and
NNW-SSE.

4 Discussion

In our study, the validation of the lineaments is performed by
comparing the preferential directions of the automatic lin-
eaments with those of previous works. Also, various works
have shown the potential of the LINE algorithm to detect
lineaments for hydrogeological studies (Mallast et al., 2011).
The network of lineaments shows a high density south of
zone 4, on the site of the sebkha Tah where two synclinal
furrows-oriented WSW-ENE emerge (Glangeaud, 1953).
Glangeaud L. also reported anticlinal and syncline undula-
tions in the Cretaceous bedrock in zone 3 of the basin where
high lineament density values were recorded. The high

Fig. 2 Results obtained after
extracting lineaments from
Landsat 8 OLI

Fig. 3 Zonation of the Tarfaya
coastal basin and the directional
rosettes

Table 1 Kruskal–Wallis test

Kruskal–Wallis test Variables

Orientation Length

K (Observed value) 52.0665 0.2635

K (Critical value) 7.8147 7.8147

DDL 3 3

p-value < 0.0001 0.9667

a 0.01 0.01
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values noted in zone 1 are linked to the Moghrebian platform
falling from the SW to the NE of the basin and the rap-
prochement of this zone with the mountains of the Western
Anti Atlas.

The three main directions of the lineaments ENE-WSW,
NNE-SSW and NE-SW show a similarity with those
obtained by Glangeaud (1953) and by Jira (1993) and the
directions of the tectonic events (the Hercynian and Atlas
orogeny’s) having affected the bedrock of the Tarfaya
coastal basin. The ascending hierarchical classification
applied to the lineament directions allowed to distinguish six
groups of lineament directions. By confronting these groups
of directions with the hydrographic network which drains
the basin, it was found that only groups 2 and 6 of direction
respectively WNW-ESE, E-W and NNW-SSE, N-S influ-
enced the architecture of the network hydrographic.

5 Conclusions

The extraction technique applied in our study allowed us to
detect the maximum of lineaments in the coastal basin of
Tarfaya. The arrangement of these lineaments made it pos-
sible to subdivide the basin into four zones. The ANOVA
test applied to the means of the lineament directions clearly
showed a significant difference between the four zones of the
basin. The directional rosettes resulting from these linea-
ments present three main directions; ENE-WSW, NNE-SSW
and NE-SW which are in conformity with previous work and
the Hercynian and Atlasic orogeny’s which affected the
basement of our study area. The ascending hierarchy clas-
sification applied to the lineaments allowed us to distinguish

six groups of directions. The superposition of the maps of
the six groups with the map of the hydrographic network
made it possible to illustrate the spatial and directional
relationships that exist between the elements of the network
and the lineaments of the 2nd and 6th directional groups.
This classification reflected the effect on the structuring of
the basin on the layout of the hydrographic network that
drains it.
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A Composite Approach to Assessing
Similarity in the Risk Level of Agricultural
Drought: An Example of the Tensift
and Moulouya Watershed in Morocco

Ismaguil Hanadé Houmma, Sébastien Gadal, Loubna El Mansouri,
Rachid Hadria, and Paul Gérard Gbetkom

Abstract

In this chapter, a per-pixel trend analysis approach and the
temporal variance of drought risk were used to compare
the seasonal dynamics of the multivariate risk level of
agricultural drought in two hydrological systems (Tensift
and Moulouya watersheds in Morocco). The multivariate
risk level is calculated from the time series of the
enhanced composite model for agricultural drought
monitoring constructed from anomalies in precipitation,
evapotranspiration, soil moisture, NDVI and land surface
temperature (LST). These five factors of agricultural
drought are obtained from multi-sensor remote sensing
data (MODIS, CHIRPS) for the period 2004 to 2022. In
both watersheds, the results show a significant upward
trend in the level of extreme and moderate risk and a very
contrasting seasonal variance. At the same time, over the
past two decades, risk levels (normal and low) have
shown a marked downward trend. The multivariate
frequency of generalized extreme risk is identical in both
hydrological systems. Over the data period, the seasonal
occurrence of multivariate risk is 6/19 (extreme risk),
7/19 (moderate risk) and 6/19 (low to normal risk). The
recent spatio-temporal dynamics of the level of extreme

risk have significant negative correlations (−0.6 at Tensift
and −0.62 at Moulouya) with cereal yield anomalies.
Multivariate risk is positively correlated with the SPI
index at the seven-month scale of the growing season.
The maximum correlation is 0.86 with a p-value of
0.0000 at Tensift and 0.74 with a p-value of 0.0004 at
Moulouya. Depending on the year, the multivariate
extreme risk can vary from 0 to 100% in terms of
exposed areas in both the Tensift and the Moulouya
watersheds. It is generalized over all the spatial extents of
these watersheds for the years 2022, 2020, and 2016 and
non-existent for the years 2004, 2006, 2009, 2010, 2013,
and 2015.

Keywords

Drought risk � Index � Multivariate mapping � Remote
sensing � Watershed

1 Introduction

In traditional approaches, weather station data are used in
drought risk assessments based on hydroclimatic indices
such as the Standardized Precipitation Index (SPI), the Pal-
mer Drought Severity Index (PDSI). However, in most
underdeveloped countries, weather station networks do not
reflect local variability related to topography or latitude, and
therefore, the spatial diversity of agricultural and climatic
landscapes are poorly considered (Nam et al., 2018). To
address this limitation, several studies (Enenkel et al., 2016;
Hanadé et al., 2022; Nam et al., 2018) agree on the impor-
tance of multivariate mapping based on the integration of
multiple climate and biophysical variables. Multivariate
drought risk mapping is an essential component of
prospective drought modelling in highly changeable envi-
ronments. By aggregating the historical variance of drought
co-variables into a single indicator, multivariate risk-level
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mapping is useful for assessing the magnitude of a drought
during its development. In semiarid regions due to high local
climate variability, it is commonly observed that even when
precipitation is around normal, the extreme variability of
other stress factors most often leads to more severely stres-
sed conditions than expected. This situation is frequently
observed in many Mediterranean watersheds that have been
affected by intense and severe drought episodes, because of
very intense heat waves. As a direct consequence, the
question of water resources rationalization in the case of
prolonged severe droughts arises. Here, reliable indicators
are necessary to establish the diagnosis and provide early
warning indications of drought onset. In this respect, mul-
tivariate risk mapping is a support to decision making
because a zonal classification of multivariate risk level
allows for the development of emergency measures to pri-
ority areas. Thus, this study proposes a comparative
approach of multivariate mapping of the level of risk of
agricultural drought in two watersheds in the Mediterranean
climate of Morocco.

2 Study Area

A comparative analysis of the multivariate risk of drought
concerns the Tensift watershed with an area of 20,450 km2

in west-central Morocco and the Moulouya watershed with
an area of 55,500 km2 of eastern Morocco (Fig. 1). Both
areas are characterized by arid and semiarid conditions of a
Mediterranean climate. They are particularly vulnerable to
the increased frequency of extreme events that often occur
simultaneously and significantly impact the agricultural
sector.

Moulouya is characterized by an annual rainfall varying
between 230 and 380 mm and temperatures 5 °C to 31 °C,

strong winds reaching a maximum speed of 50 m/s and its
main wadi takes its source in the High Atlas at 2000 m
altitude. It has a major socio-economic importance, espe-
cially for irrigated crops as it hosts the third largest citrus
region of Morocco on an area of 21,200 ha in 2018. Tensift
is one of the most important watersheds due to its extent, the
heterogeneity of its relief and its strong mobilization of
water resources. It extends from 4 to 4141 m altitude and its
climate is subject to influence of the Atlantic Ocean. Annual
precipitation varies between 300 and 700 mm in the
mountainous upstream part and the temperatures are very
high in summer (37.7 °C maximum average) and low in
winter (4.9 °C minimum average). More than 60% of its
land use is used for cereal crops. It is characterized by poor
vegetation which varies according to the altitude and the
nature of the land and the irrigated area of Haouz Haouz
Center.

3 Data and Methods

The remote sensing data used are the 10-day NDVI, the
8-day LST product of MODIS MOD11A2, the monthly
evapotranspiration anomaly of the MODIS MOD16A pro-
duct, the cumulative precipitation over 10 days of the
CHIRPS with their spatial resolutions of 250 m, 1000 m,
500 m and 5 km respectively. These data series covering the
period 2003–2021 were resampled at a spatial resolution of
250 m. Soil moisture was estimated by considering the
difference between the LST day and night values. Each of
the variables was transformed into a biophysical indicator
through normalization based on the maximum and minimum
values of each pixel over the study period. In addition to
these remote sensing data, performance anomaly data and
data from six weather stations were used as auxiliary data for
statistical validation of the approach. Rainfall data from
stations were acquired at https://www.infoclimat.fr/
climatologie/ and yield anomalies data were based on a
World Bank database of major cereal crops (barley, durum,
and soft wheat).

After data processing, the improved composite model for
drought monitoring (CDMIa_RF) developed by Houmma
et al. (2022) was used to evaluate the dynamics of drought
conditions in the two watersheds (Eq. 1). After assessment
of the state of the historical dynamics of drought given by
CDMIa_RF, to assess the multivariate drought risk level, the
approach of Enenkel et al. (2016) was used to assess the
drought risk level using the composite index (ECDI) in
Ethiopia. Thus, the drought risk alert level based on the
CDMIa_RF was calculated as shown in Eq. 2. Multivariate
risk was classified into four intensity levels for comparative
mapping between the two watersheds and statisticalFig. 1 Location of the study area
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analyses. After this step, an R code was used to assess the
magnitude of the trend per pixel over the last two decades
(2004–2022). The pixels of significant trends were classified
as follows: from (−2.5 to −1.8) very significant trends; (−1.8
to 1.6) significant trends and (−1.6 to −1.4) slightly signif-
icant trends.

CDMIaRF ¼ 0:36� PCIþ 0:16� TCI þ 0:12
� VCI þ 0:17� ETCIþ 0:2� ISMA ð1Þ

MRL ¼ Seasonal values of the CDMIa RF for theyearðiÞ � Average values of the series
Standard deviation values

ð2Þ
The standardized precipitation index (SPI) at the seven-

month scale of the agricultural season (October to April)
was used to validate the reliability of the developed
approach. Precipitation data (2003 to 2021) from the three
stations per watershed were used to calculate the SPI
(Eq. 3). The stations of Marrackech, Safi and Essaouria
were considered for the Tensift watershed and for the
Moulouya watershed the stations of Taza, Oujda and Nador
were used.

SPI ¼ PðiÞ � Pm
rP

ð3Þ

where p: Total precipitation of a period (mm); Pm: Historical
mean precipitation of the period (mm) and rP: Historical
standard deviation of precipitation of the period (mm).

4 Results

4.1 Spatio-Temporal Analysis of Multivariate
Risk Similarities

The comparative mapping of five levels of multivariate risk
of agricultural drought (Fig. 2) shows high accordance in the
spatio-temporal evolution of drought risk in the two water-
sheds. This accordance is observed in its temporal occur-
rence, the intensity of the multivariate risk level, and its
spatial magnitude. The level of extreme to moderate risk is
dominant at the expense of normal conditions (zero risk).
Over the period 2004 to 2022, the exceptional and gener-
alized normal conditions of 2009 remained atypical.

Fig. 2 Comparative mapping of
the level of multivariate risk from
2004 to 2022
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4.2 Comparative Histograms of the Level
of Multivariate Risk

Figure 3 shows the proportional variation of five classes of
multivariate risk of the agricultural season at the watershed
scale of Tensift and Moulouya. The multivariate risk of
drought reflects very high interannual variability, but it has
great similarity I terms of occurrence in the two watersheds.
High annual differences in extreme risk are observed in both
Tensift and Moulouya. The level of risk can vary from 0 to
100%. It was zero for the exceptionally wet year (2009) and
generalized at 94% in Tensift and 93.6% in Moulouya for
the hot and dry year of 2022 which is distinguished by the
highest multivariate risk. The seasonal occurrence of mul-
tivariate risk is 6/19 (extreme risk), 7/19 (moderate risk) and
6/19 (low to normal risk). However, the proportional
occurrence of low and moderate risk is very dominant at 12
out of 19 years. Overall, the proportion of the level of
extreme risk is increasing sharply and the occurrence of
normal conditions translates into a clear decrease over the
last decade of the series.

4.3 Comparative Trend Analysis of Risk Level

Analysis of chronological trends per pixel (Fig. 4) reveals a
highly significant magnitude of changes in the level of
multivariate risk in both watersheds. In Tensift and Mou-
louya, the intensity of the change in multivariate risk is

mainly driven by seasonal vegetation cover. In a large part of
the watersheds, the trend of change in multivariate risk is not
significant. But the most significant trend is mainly observed
in rainfed areas such as the province of Taza. The temporal
trend in the proportion of pixels of extreme risk level illus-
trates the magnitude of the change.

4.4 Validation of Multivariate Modeling
of Drought Risk Level

The multivariate risk of drought derived from five variables
was statically evaluated using the standardized precipitation
index recommended by the World Meteorological Organi-
zation as a reference index. The results in Fig. 5 show
positive and very high correlations between the Min, Max
and Mean values of multivariate risk and the SPI at the
seven-month scale of the agricultural season. These corre-
lations range from 0.78 to 0.86 in the Tensif watershed and
slightly less in the Moulouya watershed from 0.68 to 0.74.
However, the p-value test suggests that the statistical rela-
tionship between SPI and multivariate risk level is statically
significant (0.0017 to 0.0000) in both watersheds. Similarly,
when considering cereal yield anomalies on a national scale
as a reference variable, recent spatio-temporal dynamics of
the level of extreme risk show significant negative correla-
tions (− 0.60 in Tensift and − 0.62 in Moulouya) with cereal
yield anomalies. These correlations may be higher by con-
sidering only the agricultural yield data at the scale of the

Fig. 3 Proportion in percentage
of the distribution of the
chronological occurrence of five
multivariate risk level classes
from 2004 to 2022, a Tensift and
b Moulouya

134 I. H. Houmma et al.



two watersheds, as this would reduce the imprecision that
may affect the yield data as a carrier of the impact of climate
stress.

5 Discussion and Conclusions

In this chapter, agricultural drought risk was assessed by
adopting a multifactorial approach based on open-source
remote sensing data. Given the multifactorial dimension of
drought, the approach would be more suitable for spatialized
drought risk assessment than using hydroclimatic indices
based on in situ measurements. Unlike approaches based on
in situ measurements, it allows a spatially continuous
assessment of agricultural drought risk at different intensity
levels. The drought risk warning level is provided in five
multivariate risk levels and was statistically assessed by the
SPI index for the growing season. In both watersheds, it was
found to be strongly correlated with the SPI index with a
maximum correlation of 0.86 on the Tensift scale and a very

significant p-value (0.0000 < 0.05). Spatio-temporal analy-
sis of the similarities of the multivariate risk established
reveals a very large interannual variability in the level of risk
of agricultural drought but a high accordance is highlighted
between the two watersheds. Three categories of years can
be distinguished according to the spatial magnitude of the
level of risk: years when extreme multivariate risk is gen-
eralized, intermediate years of moderate risk, and years
when extreme risk was almost zero. In terms of occurrence,
we can also distinguish an alternation of years of extreme
peaks as well as a succession of years of normal conditions.
The differences between years are such that the level of
multivariate risk can increase from 0 to 94% from one year
to the next. In the Tensift area, the year 2009, which was
distinguished by the lowest level of risk, the flow of rivers
was about four times higher compared to 2008. Similarly, in
2015, which was characterized by a low risk, the annual
rainfall total (256 mm) was three times greater than the
rainfall of 2016 (73 mm) which clearly has a higher risk
level than in 2008. The difference in terms of river flow was

Fig. 4 Temporal variability of
extreme risk level and trend
magnitude per pixel

Fig. 5 Statistical relationship
between SPI (October to April)
and multivariate drought risk
level
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also 10 times larger (11.04 m3/s) in 2015 compared to 1.25
m3/s in 2016). Based on frequency analysis of the level of
risk, the study shows that there is two times more risk of
having a dry year than a wet year in both watersheds. This
corroborates with the results of several other studies based
on the analysis of climate data series that have highlighted a
growing trend of increasingly dry conditions and a down-
ward trend in wet conditions (Fniguire et al., 2017; Hadri
et al., 2021). In both hydrological systems, the chronological
evolution of extreme risk is characterized by an increasing
trend. Occurrence of generalized multivariate risk is 9/19 or
on average every other year. At the same time, the chrono-
logical proportion of normal to moderate risk levels shows a
significant decrease. Based on these findings, one should
therefore expect an increase in multivariate risk of agricul-
tural drought in coming years. Thus, given the results of the
study, the integration of multivariate agricultural drought
risk into drought impact prediction modeling is an avenue to
explore in future research. Nevertheless, in this analysis,
lagged effects of variables were not considered. Recent
studies such as Khatun et al. (2022) have shown that the
delayed impacts of rainfall and temperature on vegetation
condition are about four months and 5.2 to 3 months
respectively. Future studies on multivariate agricultural
drought risk assessment may explore this avenue.
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Topography-Based Estimation
of Evapotranspiration at High Altitudes
in Semi-arid Regions

Badreddine Sebbar, Olivier Merlin, Saïd Khabba, Vincent Simonneaux,
Marine Bouchet, and Abdelghani Chehbouni

Abstract

Assessing the surface water balance of mountains is a real
challenge given notably the extreme variability of meteo-
rological conditions and the sparsity of in-situ monitoring.
While mountains are recognized as water towers feeding
the surrounding plains, there is only unconsolidated
knowledge about the individual water balance components
especially the evapotranspiration (ET). Satellites land
surface temperature (LST) along with air temperature
(Ta) and incoming solar radiation (Rg) can be used to
assess the energy budget and provide a reasonable estima-
tion of instantaneous ET. Nevertheless, over mountains, the
Ta and Rg, respectively, undergo strong topographical
changes due to elevation and sun exposure effects.
Moreover, upscaling the instantaneous ET to its daily
value is expected to be uncertain in mountains as the
evaporative fraction (EF, defined as the ratio of ET to
available energy ratio) of a given pixel can no longer be
considered constant during daytime until proven otherwise.
In this context, this contribution focuses on a topography-
based estimation of ET using the two-source energy
balance (TSEB) model. We also examine the variability
of hourly and daily EF estimates through both satellite and

in-situ monitoring. An eddy covariance tower was installed
at 3850 m.a.s.l over the High Atlas Mountains in central
Morocco and has been operating since September 2020 to
present. The 30 m resolution LST is derived from thermal
data collected by Landsat-7, 8, and 9 on clear sky days. Rg
is estimated at the Landsat (30 m) resolution from the
SRTM’s digital elevation model (DEM) and two different
topography-based approaches: a physically based model
(DART) and a simplified semi-empirical model. The 9 km
resolution ERA5-Land’s air temperature product is spatial-
ized at the same (30 m) resolution by applying the
environmental lapse rate (ELR) retrieved at the Landsat
overpass time over a 9 km2 area including the eddy
covariance tower. Satellite-derived estimates of ET and EF
are compared to instantaneous station measurements for
three and nine dates in 2020 and 2021, respectively. The
variability during daytime of the in-situ EF is also assessed
to evaluate the potential for upscaling instantaneous
remotely sensed ET to a daily scale.

Keywords

Evapotranspiration � Topography � Evaporative fraction� Remote sensing � Energy balance

1 Introduction

The estimation of evapotranspiration (ET) in mountainous
areas using temperature-based models that rely on remotely
sensed land surface temperature (LST) is challenging due to
the influence of topographical effects. The elevation-
dependent air temperature (Ta) and incoming shortwave
radiation (Rg) (including from adjacent surfaces) make it
difficult to spatially distribute the necessary inputs. To
overcome this challenge, a new methodological approach is
proposed in this study. This approach considers these effects
prior to estimating ET in mountainous regions.
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2 Materials and Methods

The study area is the Rheraya sub-basin located in the High
Atlas Mountains in central Morocco. The area is marked by a
semi-arid climate, and its elevation varies from about 1000 to
4127 m. The high-altitude regions are characterized by low
temperatures, rugged terrain, and sparse vegetation cover.

Malbeteau et al. (Malbéteau et al., 2017) normalized LST
for topographical effects. Dynamic environmental lapse rate
(ELR) was physically inverted through an energy balance
model, whereas Rg was spatialized based on the DART
model (Gastellu-Etchegorry et al., 1996). Ta was then spa-
tialized following the expression:

Tpixel ¼ Tstation þELR Epixel � Estation
� � ð1Þ

We adapted a similar methodological approach through
replacing in-situ measurements with ERA5-Land meteoro-
logical data. Rg was estimated using an alternative approach
based on direct radiation (Samani et al., 2007) that was
calibrated on smaller sub-zone using the DART model
(which is potentially very precise but difficult to apply over
large areas).

Using these meteorological forcing data that has been
corrected for topography, along with LST observations, ET
is estimated as a residual of the two-source energy balance
(TSEB) model. The latter calculates the energy balance of
the soil-canopy-atmosphere continuum, where transpiration
is initially determined by the Priestley–Taylor equation
(Kustas & Norman, 2000).

3 Results

3.1 Ta and Rg Spatialization

Figure 1 depicts scatterplots of simulated Rg and Ta com-
pared to in-situ observations using the Samani et al. (2007)
and ELR methods, respectively. Resulting net radiation (Rn
as a function of Rg, Ta, and LST) is also compared.
The RMSE values for Rg, Ta, and Rn are 49.8 W/m², 1.9°C,
and 43.3 W/m² respectively. Corresponding R² values are:
0.80 for Rg, 0.85 for Ta, and 0.76 for Rn.

3.2 EF Daily Variation

Figure 2 compares the model-based instantaneous EF esti-
mate at the satellite overpass to hourly and daily measure-
ments. The satellite's midday overpass gives an interesting
configuration; the modelled/measured instantaneous EF
values are fairly close to the daily observed EF. The highest
recorded bias is approximately 5%, which corresponds to the
August 7, 2021, when the observed EF around sunset rises
abruptly due to instrumentation faults.

3.3 ET Estimation

Taking topographic effects into account (Fig. 3) results in an
RMSE of 27.08 W/m2 and an R2 of 0.81 for the simulated ET
indicating a strong model performance in capturing ET
dynamics. For Rn, these values are 42.73 W/m2 and 0.67; and
for the sensible heat flux (H)56.43 W/m2 and 0.79 demon-
strating a reasonably high degree of model fidelity. Although
the conductive flux (G), approximated as a percentage of Rn,
shows a lower performance with an RMSE of 73.26 W/m²
and an R² of 0.12, its small magnitude suggests that the
overall impact on the model's accuracy is still acceptable.

4 Discussion

The results of our study indicate that the topographically
corrected Rg, Ta, and Rn used in the TSEB-PT model are
highly effective in predicting energy fluxes, with values that
closely align with observations. Our analysis also revealed
that the instantaneous EF could potentially be used to
extrapolate instantaneous to daily ET values, particularly
when the satellite overpass occurs around midday. These
findings are in extention consistent with previous studies that
have demonstrated the utility of the EF in estimating daily
energy fluxes over flat regions (e.g., Crago, 1996; Hoedjes
et al., 2008). Furthermore, the present study highlights the
significant influence of topography on modeled fluxes, as
evidenced by strong correlations between modeled and mea-
sured fluxes when meteorological forcing are topographically

Fig. 1 Scatterplots of measured
versus modeled Rg (left), Ta
(middle), and Rn (right).
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corrected. These results are consistent with previous studies
that have shown the importance of incorporating topographic
information in energy flux estimation models (e.g., Hao et al.,
2021; Rana et al., 2007). Overall, this study contributes to the
growing body of literature on energy flux estimation in ter-
restrial ecosystems and supports the use of the TSEB-PT
model in accurately predicting energy fluxes in various
meteorological and topographical conditions.

5 Conclusions

The estimation of ET over mountainous terrain is the pri-
mary emphasis of this work. The removal of topographic
influences is essential for achieving an accurate estimate of
the spatial variation in ET values. When topographic effects
are considered, the TSEB-PT model exhibits satisfactory
performance. As a perspective, our aim is to estimate ET by

applying a more straightforward contextual model, such as
the LST-VI model while considering topographic normal-
ization of LST.
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Evaluating the Accuracy of iPhone Lidar
Sensor for Building Façades Conservation

Sahar F. Abbas and Fanar M. Abed

Abstract

Apple company recently started to include lidar sensor in
iPhone 12, 13 Pro, and iPad Pro system devices. Lidar
was introduced by Apple to improve camera focusing and
support augmented reality (AR) applications. However,
Apple lidar attracted app developers and users to start
scan indoor and outdoor environments within the spec-
ified range configurations. Although Apple has not
revealed the type of the 3D scanner used, some scholars
believe Apple’s lidar is based on direct time of flight
(DToF) lidar. It is a mobile handheld scanner that
provides greater flexibility and control when scanning
close objects, and therefore, more affordable and much
cheaper than TLS devices in very close ranges. This study
aims to assess the positional accuracy of the new lidar
sensor in the iPhone 12 Pro Max in outdoor environment,
particularly for scanning building façades. Sitescape app
was used for scanning objects using this device where it is
primarily concerned with extracting 3D point clouds
following specific scanning pattern. The study is carried
on the façade of a selected building, where a number of
artificial targets are affixed and observed using three
different laser-based remote sensing techniques (total
station, iPhone lidar, and TLS). The research study is
divided into two stages where total station measurements
used as reference ground-truth dataset. The first stage
compares mobile DToF to static TLS sensor in terms of
precision. The data are collected in the same range and
environmental conditions to analyze the level of accuracy.
The result showed that the accuracy of the iPhone lidar
and TLS are comparable. The RMSE of TLS data was

3.44 mm, while the iPhone lidar delivered 4.89 mm. In
the second stage, the sensor accuracy was tested over
various ranges starting from 0.25 to 5 m to show range
dependency on the positional accuracy. The accuracy
shows convergent results; however, errors increased
slightly as range increased. The data acquisition time
was generally short and directly proportional to the scene
size. Results are later analyzed and studied for future
conservation applications.

Keywords

iPhone lidar � DToF �Mobile laser scanning � Accuracy
assessment � Augmented reality � Façades conservation

1 Introduction

At the end of 2020, Apple included a lidar sensor in the iPad
Pro and iPhone 12 Pro, which is mainly utilized for aug-
mented reality (AR) applications as well as photographic
purposes such as improving low-light auto-focusing shots. It
is a more affordable sensor and has flexible and speed usage
when scanning close objects. Apple’s lidar considers to be a
DTOF sensor based on a single-photon avalanche diode
(SPAD) and a pulsed laser source (Murtiyoso et al., 2021;
Spreafico et al., 2021; Tontini et al., 2020).The potential to
integrate a lidar sensor in a tablet or smartphone appears
promising for rapid surveying as the sensor can quickly
capture reliable 3D point clouds sufficiently for 1:200 scale
architectural mapping (Spreafico et al., 2021). The Apple
lidar sensors are verified to be identical for close-range
applications (Luetzenburg et al., 2021). It can scan the
topography of small and medium-sized landmasses quickly
by delivering fine spatial resolution, and replacing traditional
topographic land surveying methods like TLS and
SfM-MVS photogrammetry (Luetzenburg et al., 2021). The
objective of this paper is to validate the accuracy of the new
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Apple lidar sensor in iPhone 12 Pro Max, as well as
assessing the range dependency on the spatial accuracy
between the minimum and maximum scan distances when
scanning a typical building facade.

2 Materials and Methods

In this research, the accuracy of the iPhone 12 Pro Max
lidar sensor was evaluated through two main tests, which
were carried out on a wall designed for this experiment.
A bunch of artificial targets with (8 * 8 cm) size was pin-
ned to the wall (Fig. 1a) and observed with the total station
device (Topcon GM-50) to use its data as a reference to
analyze mobile laser scanner (MLS) accuracy in two indi-
vidual tests. Both tests were carried out using the Sitescape
app on the iPhone, which generates a 3D point cloud of the
scanned object (https://www.sitescape.ai/) for further pro-
cessing, by using high-quality scanning mode (Max detail
and high point density). In the first test, the iPhone 12 Pro
Max lidar was compared to terrestrial laser scanning
(Stonex X300) to assess the accuracy of the MLS in
comparison with the TLS (Fig. 1b), which is accurate and
widely used.

The adopted scanning pattern of MLS in both tests was
walking in a straight line from right to left while holding the
iPhone on a mini portable tripod to maintain the same height

and angle during the scanning. This is important to avoid
these two parameters influencing the scan quality. For the
initial test, observation with MLS and TLS was accom-
plished in the same range, which was 4.60 m away from the
wall to be scanned, and under the same weather conditions.
However, the objective of the second test was to verify the
accuracy and the level of details (LOD) of the MLS sensor in
different ranges (0.25, 0.5, 1.25, 2, 3, 4 and 5 m), where 5 m
is the maximum range of the lidar sensor.

3 Result and Discussion

Following cloud compare data analysis, TLS data found to
deliver 3.44 mm RMSE, whereas MLS delivers 4.89 mm in
the first test. Figure 2 illustrates a comparison of the scan-
ning results using TLS and MLS sensors.

The study’s findings reveal that the iPhone MLS sensor
scans the building’s facade with excellent coverage in
comparison with TLS; however, the TRMSE for individual
sensors is comparable. This indicates that in close range, the
precision of this innovative MLS sensor is nearly equal to
TLS. In contrary, the accuracy results of range dependency
test (second test) analysis are revealed in Table 1.

It can be shown from Table 1 that the errors in MLS
measures increased as the distance increases, and as illus-
trated in Fig. 3.

Fig. 1 Scanning the artificial targets of the selected building façade. a Artificial targets and the selected building façade. b TLS device (Stonex
X300) and iPhone 12 Pro Max lidar

Fig. 2 Scan pattern results:
a MLS b TLS
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An additional scan was done at a distance of 6.16 m to
verify if the tracking of this sensor can extend over 5 m. It
only scanned the concrete benches and a portion of the floor,
as shown in Fig. 4, and the total number of points has
decreased to 1,305,712 points.

The scans were analyzed and also found to be subjected to
roughness level within the range of 0.25 m where the STD
was 0.382 mm in 0.25 m range compared to 0.962 mm in
5 m range. The findings of this analysis show that the amount
of noise grows with distance, and the level of detail is higher
in the very close range; however, the coverage of the building
facade in the 5 m range is greater than 0.25 m, see Fig. 5a.

Automatic noise filtering was applied and shown improve-
ments in STD values to be 0.16 and 0.103 mm for 0.25 and
5 m range, respectively. Some noticeable changes in the
LOD were also targeted after noise filtering, see Fig. 5b.

4 Conclusions

The primary objective of this study is to evaluate the per-
formance of the new lidar iPhone12 MLS sensor for building
facades conservation applications. To do so, it is better to
use a proper scanning pattern with a steady motion. In this

Table 1 TRMSE of the iPhone MLS in various ranges

Range 0.25 m 0.5 m 1.25 m 2 m 3 m 4 m 5 m

Number of clouds 7,390,336 9,149,659 11,569,899 8,389,714 9,096,701 8,107,558 5,372,031

TRMSE (mm) 2.02922 2.66485 2.96118 3.74224 4.06383 4.34152 5.22048

Fig. 3 RMSE in iPhone Lidar
(MLS) sensor measures in
multiple ranges

Fig. 4 Tracking of the iPhone
lidar sensor at range of 6.16 m

Fig. 5 LOD Analysis after noise
removal: a LOD @ 0.25 and 5 m
ranges. b The noise filter impact
on targets
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study, the iPhone sensor provided millimeter accuracy. The
scanning time with iPhone lidar was generally short and only
takes a few minutes. Therefore, the study findings revealed
the promised results of this sensor in conserving building’s
facades in close-range environment. It is vital to note that all
findings are based on using the Sitescape app with the
highest quality setting; other apps may produce different
outcomes.
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Flood Inundation Mapping Using Earth
Observation Data in the Po River
(North of Italy)

Meriam Lahsaini and Meriame Mohajane

Abstract

Floods have caused severe consequences on the environ-
ment in different areas of the world and also in Italy.
Therefore, this study explores the opportunity of com-
bining the Earth Observation data (both radar and optical
images) for flood mapping in the Po River, located in the
north part of Italy. Based on a multi-temporal approach,
synthetic aperture radar Sentinel 1 images between
August and November 2016 were used in the period.
The methodology adopted is semi-automatic method
using GEE to detect a flooded area. We selected images
before and after flood event using VH band flood
detection. It was concluded that the use of synthetic
aperture radar (SAR) data produces results with low
accuracy especially in building areas due to the spectral
signatures of urban features. To deal with this, we used an
optical image (Landsat 8 OLI) based on automatic
threshold using Normalized Difference Vegetation Index
(NDVI) and Normalized Difference Water Index (NDWI)
for change detection to accentuate changes likely caused
by flooding. The results were calibrated by hydraulic
model using HEC-RAS software. Thus, the approach
developed in this study could be a crucial step toward
adequate flood risk mitigation and management strategies.

Keywords

Earth observation (EO)� Flood� SAR image� Landsat 8
OLI � HEC-RAS

1 Introduction

The flood event caused lot of losses in life and economic
scale, and it is difficult to manage the flood risk with missing
field data. However, this task could be done based on
monitoring and prediction results generated by the use of
spatial data collected from Earth Observation (EO) data
(Çubukçu et al., 2023; Gaagai et al., 2022). In addition, an
indirect assessment of the interval flood events in a poorly
gauged basin was tried by combining hydraulic modeling
and remote sensing. Based on the synthetic aperture radar
(SAR) image classification, it is possible to provide valuable
information for the monitoring flood events that represent
the hazard. Unfortunately, it does not represent well the
flood details in the urban area, because the SAR data pro-
duces a result with low accuracy in densely populated areas
due to the increased amount of backscattering from houses
and other objects (Franceschetti et al., 2002; Hennig et al.,
2007). For this reason, the methodology developed here is
based on the combination with an optical image (Landsat 8
OLI) based on automatic threshold using Normalized Dif-
ference Vegetation Index (NDVI) and Normalized Differ-
ence Water Index (NDWI) for change detection to
accentuate changes likely caused by flooding. Then, the
HEC-RAS model was used for simulating flooded area and
calibrate the results.

2 Data Collection and Methods

The methodology flowed in this work based on the approach
of thresholding for water extraction coupling the flood
detection method using two types of images, SAR images
(Franceschetti et al., 2002; Hennig et al., 2007) useful for
flood mapping since it covering the study area in descending
orbit have been obtained. Level-1 ground-range detected
(GRD) products have been acquired and Landsat 8 OLI. In
order to evaluate this approach, the results were compared to
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those of hydraulic-based flood mapping using HEC-RAS
(version 6) software. We used annual maximum flows
(AMFs) recorded by COSs for calculating discharge
(Table 1).

3 Results

All SAR images downloaded were georeferenced and
stacked to perform thresholding process in Google earth
engine (Cloud platform). To calibrate the model, we adopted
an automatic algorithm in SAR based on flood mapping; we
have used multi-temporal Sentinel 1 images to monitor
severe and dynamic flood event in the north of Italy, in
November 2016. The flooded area was detected by thresh-
olding and classification algorithm using Google Earth
Engine (GEE) platform. The objective of this method is to
evaluate the affected zone by flood risk and compared the
results with hydraulic modeling to validate our simulation.

4 Discussion

Based on the thresholding method, detecting water area
using Sentinel 1 is to obtain accurate results. Figure 1 shows
the post-flooded area and pre-flooded area. In SAR images,
the low backscattering value shown in red color means that
the pixel is covered by water, where we have a lower VH
intensities due to specular reflection typical of smooth
surfaces.

Permanent water surfaces like the lakes in the northern
part of the study area constantly have low backscattering

values, even in the pre-flood image. Their backscattering
values are similar to the flooded pixels. These areas were
masked out to minimize the challenges caused by the
backscattering similarities of these areas and flooded areas.

We validated the accuracy of thresholding method
applied in Po basin, and we calculated the feature statistical
agreement F1 and F2 values of backscattering threshold
values, using validated pixels selected on the high-resolution
(Bates & Roo, 2000; Lim & Brandt, 2019; Mason
et al., 2009).

5 Conclusion

SAR images from Sentinel 1 GRD and Landsat OLI 8 are
used and applied thresholding algorithm for deriving flood
extent using GEE, to calibrate and validate the HEC-RAS
model. The overall accuracies were higher than 90%, con-
firming the applicability of the approach adopted. Thus, the
approach developed in this study could be a crucial step
toward adequate flood risk mitigation and management
strategies.
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data along the Po River (AIPO,
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Name Lat Long Elevation Average
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Average flow
velocity

Average
discharge

(°) (°) (m) (km) (m/s) (m3/s)
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Fig. 1 Extracted flood-prone
areas using synthetic aperture
radar (SAR) images
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Effects of Urbanization on Urban Ecosystem
Services (UESS)—A Framework

Deeksha Nayak, Anoop Kumar Shukla, and Nandineni Rama Devi

Abstract

Ecosystem services are a complex relationship between
humans and nature. Interactions among these ecosystems
are self-sustainable if they are unaltered. But, due to rapid
urban expansion, changes in land use land cover (LULC),
and anthropogenic activities, these ecosystem services
(ES) are exerted under tremendous pressure. In the
Mangaluru urban agglomeration, a coastal region of
Karnataka, this study examined changes in land use and
land cover (LULC). In order to categorize the spatiotem-
poral changes in LULC over the course of five decades,
1980, 1990, 2000, 2010, and 2022, the study used the
object-based image analysis (OBIA) technique. Deriving
knowledge about various LULC classifications is the
primary goal of this work. The study area is divided into
five categories using the OBIA technique: built-up area,
water body, forest area, agricultural land, and barren land.
The categorization accuracy is assessed using images
from Google Earth, SoI Topo maps, and on-the-ground
confirmation. We discover that between 1980 and 2022,
the area used for agriculture has decreased, the area used
for forests has increased, the area used for buildings has
dramatically increased, while the area used for water
bodies and arid land has primarily remained the same.
The results of the accuracy evaluation demonstrate that
the LULC variations discussed in this work are legiti-
mately correct and applicable to subsequent uses. In order
to expand the city in the future, decision-makers may find
the study's findings helpful in determining the best course
of action. This study also demonstrates GIS and remote
sensing (RS) in LULC applications, particularly in the
coastal regions.

Keywords

Urban ecosystem services � LULC � Urbanization �
GIS � Remote sensing

1 Introduction

Due to rapid urbanization, ecosystem services are deterio-
rating because anthropogenic interventions impact bio-
chemical cycles and earth’s energy equilibrium, causing
global warming and climate changes (MEA, 2005; Shukla
et al., 2020). However, studying the state of the ecosystem at
the regional level is a critical issue in corroborating sus-
tainable development. There is an insufficient knowledge
repository on the factors that impact ecosystem services
caused by rapid urbanization. Establishing the relationship
among the ecosystem services and to understand the
trade-offs and synergies among these services is a tedious
challenge. Other problems associated with the insufficient
knowledge of ecosystem services at the regional/local level
are seen in the decision-making of land use/cover (LULC).
The regional processes are interlinked with global events
contributing to sustainable global parameters; therefore, they
must be assessed and maintained.

Urbanization has occurred in the present due to popula-
tion growth and the country’s economic development. As a
result, the LULC change has a variety of effects on
ecosystem services and intensifies natural hazards due to
hydrology. One of the main benefits of using Earth Obser-
vation satellite data is the ability to detect these spatiotem-
poral changes in LULC (Apostolopoulos & Nikolakopoulos,
2021; Dhanaraj & Angadi, 2022; Mihi et al., 2019; Shukla
et al., 2018). Due to societal factors like politics, economics,
culture, and other factors, the land cover is constantly
changing. The analysis of landscape elements, the detection
of development patterns, the prevention of destructive pro-
cesses, and the measurement of natural and man-made
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damage to the landscape can all be done by keeping track of
long-term land cover changes. The tier II city of Mangaluru
is located on the western coast of India. The city spans 569
km2 in total. Geographic limitations constrain urban growth
on the north and south sides. Understanding the pattern of
LULC change at a regional scale is critical due to the current
rapid urbanization (Dhanaraj & Angadi, 2021; Mohajane
et al., 2018). The innovative aspect of this study is the
method suggested for evaluating changes to the LULC for
Mangaluru city. This study aims to use multitemporal
satellite images using OBIA classification approach (Mah-
moud et al., 2022; Tabib Mahmoudi & Hosseini, 2021) to
examine the LULC changes in Mangaluru city, Karnataka,
India.

2 Methodology

Remote sensing and GIS technologies are used to extract the
images of LULC. The maps were created using satellite
imageries from United States Geological Survey Earth
Explorer. Image of 1980 was collected from Landsat 5
(MSS), 1990 from Landsat 5 (TM), 2000 from Landsat 7
(ETM+), 2010 from Landsat 7 (ETM+), and 2022 from

Landsat 9 (OLI/TRS), respectively. The methodology
implemented for LULC classification and change detection
is showed in Fig. 1. The initial step involved in procuring
the decadal images from satellite form 1980–2022 and
processed. Initial image processing was done with the help
of ERDAS Imagine image software, where image
pre-processing mosaicking is performed, followed by map-
ping done using ArcGIS. Finally, the LULC classification
was created with the help of eCOgnition software.

3 Results and Discussion

Multi-temporal remotely sensed images were used to clas-
sify LULC accurately. The classified LULC maps of the
study area are shown in Fig. 2. The study shows how the
LULC classifications (agricultural land, forest area, water
body, built-up area, and barren land) have changed geo-
graphically between 1980, 1990, 2000, 2010, and 2022.
According to the LULC percentage changes of these classes
over the timeline given above, agricultural land decreased by
38%, while forest areas increased by 27%, water bodies
decreased by 1%, and there was a significant increase in
built-up area by 23% wasteland also reduced by 11%. In

Fig. 1 Framework the dynamics
of land use land cover changes
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Fig. 2 Classified LULC map of the years 1980, 1990, 2000, 2010, and 2022
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thematic mapping from remotely sensed data, the term
accuracy is used typically to express the degree of correct-
ness of a map of classification (Arar & Chenchouni, 2012;
Foody, 2002). The confusion matrix is currently at the
mostly used accuracy assessment method, which includes a
simple cross-tabulation of the mapped class label against that
observed in the ground or reference data for a sample of
cases at specified locations (Congalton & Green, 2008). It is
difficult to carry out accuracy assessment for all the LULC
maps because of lack of ground truth data. Hence, we uti-
lized the 2002 image for ground truth verification and
accuracy assessment of the LULC analysis. Confusion
matrix for 2022 LULC map was prepared by ground truthing
at several location on the field as well as from secondary
sources. The images from Google Earth tool, which has
temporal information is used as secondary data source for
carrying out accuracy assessment. For the 2022 LULC, a
total of 517 known location points corresponding to image
objects were randomly generated and verified with reference
data. The results showed an overall accuracy of 92.65% and
kappa index of agreement of 0.91. In terms of producer’s
accuracy, all classes were over 90%, while in terms of user’s
accuracy, all classes were over 90% except forest class. The
minimum threshold of the overall classification accuracy for
a LULC map should be 85% (Anderson, 1976). A good
overall classification accuracy of 92.65% and kappa coeffi-
cient (K) of 0.91 is obtained for LULC map of the year

2022, which is in accordance with the Anderson’s minimum
threshold for LULC classification.

The study is limited to Mangaluru urban agglomeration,
addressing the gap in the relative effect of LULC changes on
urban ES. The result points toward the emphasis on con-
ducting a regional study on ES changes, which could give a
better picture of damages that occurred than the national scale.

4 Conclusions

Utilizing data from Landsat 5, 7, 8, and 9 from the years
1980, 1990, 2000, 2010, and 2022, a thorough OBIA LULC
classification of the Mangaluru City agglomeration is carried
out. The land coverings identified in the study region include
agricultural land, forest area, water body, built-up area, and
barren land. The LULC classes show significant changes
between 1980 and 2022. The built-up area has increased
between 1980 and 2022. The results of the accuracy evalu-
ation demonstrate the validity and applicability of the LULC
variations described in this study. The outcome of this study
can help the urban designers/planners and policymakers in
undertaking adequate steps to enhance and conserve the
ecological relationships of the coastal city of Mangaluru and
take appropriate decisions in future LULC planning. It also
helps us understand the percentage of contribution by specific
ecosystem services to global warming and climatic changes
that can be considered critical issues and address the same.
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An Approach for Salinity Recovery Using
in Situ and Satellite Observations
on the Example of the Sea of Azov

Tatyana Shulga and Vyacheslav Suslin

Abstract

The work proposes a salinity recovery method for the Sea
of Azov based on implementation of a general regression
compiled from archival in situ data and regional bioop-
tical parameters obtained from standard MODIS L2
products. The observational data from the open Internet
services were acquired directly from data providers. The
authors’ procedures for quality control and merging were
implemented for these data. We researched the following
biooptical parameters: aph(678) is the absorption coeffi-
cient by phytoplankton at 678 nm, Tchl is the sum
concentration of chlorophyll-a and pheophetin-a,
atot(438) is the total absorption coefficient by all optically
active components at 438 nm, aCDM(438) is the absorp-
tion coefficient by colored detrital matter at 438 nm, and
bbp(438) is the particulate backscattering coefficient at
438 nm. We chose these variables because they are the
operational satellite ocean color products of the MODIS
(NASA). Each measurement of satellite data with 1 km
spatial resolution processed to spatial maps of five
biooptical parameters on a regular grid of the Sea of
Azov. Based on the linear regressions satisfying the
condition R � 0.5, general equations of the following
form were compiled y = (aaver ± r1) ⋅ x + (baver ± r2),
where aaver and baver—averaged linear coefficients a и b,
r1 and r2—standard deviations, x—regional biooptical
products, y—salinity (‰). The results of the study
showed the possibility of using different approaches to
building generalized empirical regressions for the spring
and summer. The result is merged regressions for spring
and summer designed for reconstruction of salinity and

obtaining the data sets for spatiotemporal variability
analysis of salinity. Average values of salinity recovered
indirectly using our proposed method are within the 95%
confidence bands for the long-term average seasonal
trends for periods 1986–2018 and 2000–2018 from in situ
data. The main result is merged regressions for spring and
summer seasons designed for reconstruction of salinity
and obtaining the data sets for spatiotemporal variability
analysis of salinity in the Sea of Azov. In addition, the
values of salinity reconstructed from aCDM(438) are found
to reflect its changes most realistically within the
observed salinity range (1–18‰). These results allow us
to use in the future reconstructed salinity datasets in the
assimilation procedures of the 3D hydrodynamic model
and for retrospective salinity recovery.

Keywords

Sea of Azov � Salinity � Ocean-color data � Biooptical
regional products � Regression analysis

1 Introduction

The most continental, shallow, and almost closed Sea of
Azov is characterized by significant variability of the main
hydrometeorological parameters associated with the seasonal
volume of river flow, the inflow of salt water, weather
conditions, and anthropogenic pollution. Unlike tempera-
ture, obtaining regular information on salinity from remote
sensing data is possible only indirectly, for example, by
establishing empirical regression relationships with bioopti-
cal parameters (Glukhovets & Goldin, 2018). At the same
time, comparison of in situ and salinity data obtained from
off-the-shelf satellite tools (e.g., SNAP, https://smap.jpl.
nasa.gov/) revealed weak data correlation. This is due to the
fact that the Sea of Azov is one of the smallest and freshest
in the world, which leads to low sensitivity of satellite
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measurements. In this work, the approach to the restoration
of the salinity fields of the Sea of Azov is based on obtaining
generalized regression equations relating in situ archival data
with regional biooptical parameters obtained using standard
products of the second-level MODIS (oceancolor.
gsfc.nasa.gov).

2 Materials and Methods

At the first stage of this study, based on the systemized and
analysis of global set of RV’s in situ data for 1913–2018
(atlas.ssc-ras.ru/azs/azs-invent.html), conclusions were
drawn about the long-term seasonal variability of tempera-
ture and salinity (Nacef et al., 2016). For the purpose of use
at the next stages of the work, these data were distributed in
arrays the average long-term values of temperature and
salinity for three sub-regions of the Sea of Azov: sea surface,
middle, and deep water. At the second stage, the data cover
the recent period of MODIS satellite ocean-color data
between 2002 and 2018 which were analyzed and system-
atized. Salinity data are obtained at the third stage of this
study based on the proposed method of salinity recovery
from the ocean-color data regional products proposed in
Suslin and Churilova (2016). We research the following
biooptical parameters: aph(678), TChl, atot(438), aCDM(438),
and bbp(438). The listed variables were chosen as they are
the operational satellite ocean-color products of the MODIS:
Rrs is the remote sensing reflectance. The each set of satellite
data with kilometer spatial resolution was converted into
spatial maps of all biooptical parameters on a regular grid of
the Sea of Azov with a resolution of 1/59° � 1/84°. At the
final stage, the results of salinity recovery were verified
using the established generalized empirical (regression)
dependencies. For this purpose, the average values of the
restored salinity were compared with the average long-term
trends in the salinity of the Sea of Azov according to in situ
data for 1986–2018 and 2000–2018.

3 Results

3.1 Generalized Regression for the Spring–
Summer Seasons in the Sea of Azov

For each of the fives biooptical parameters for the Sea of
Azov in the spring and summer seasons, regression depen-
dencies were obtained that connect them with salinity in situ
data using the OriginLab (originlab.com). Table 1 presents
generalized linear regressions equations obtained by aver-
aging the coefficients of single linear regressions in 2000–
2018 in the presence of linear relationships with correlation
coefficients > 0.5 (Fig. 1).

3.2 Results of Salinity Recovery in the Sea
of Azov

The established general (averaged) equations of linear
regressions, given in Table 1, were used in the procedure for
restoring salinity fields in the Sea of Azov. As an example,
Fig. 2 shows the salinity fields reconstructed from the
biooptical parameter aCDM(438) for June 24, 2009. As can
be seen in Fig. 2, in general, the salinity fields reconstructed
by various biooptical parameters are of a common nature,
but there are also differences related to areas with higher and
lower salinity values.

3.3 Verification of Salinity Recovery in the Sea
of Azov

A comparison of the results of the restored salinity values
was carried out for the modern periods of 1986–2018 and
2000–2018 (see Fig. 3), the choice of which is due to the
availability of sounding data since 2000. The comparison is
carried out of the Sea of Azov in the spring and summer
seasons. For this analysis, two arrays for the summer and

Table 1 Generalized linear regression equations

Spring Summer

aph(678) (m
–1) y = (0.038 ± 0.008)x + (− 0.334 ± 0.132) y = (0.041 ± 0.024)x + (− 0.355 ± 0.250)

Tchl (mg m3) y = (2.442 ± 0.110)x + (− 20.940 ± 2.594) y = (1.894 ± 1.008)x + (− 16.500 ± 11.004)

atot(438) (m
–1) Nonlinear relations y = (− 0.192 ± 0.078)x + (3.654 ± 0.515)

aCDM(438) (m
–1) y = (− 0.287 ± 0.303)x + (4.710 ± 3.816) y = (− 0.261 ± 0.071)x + (4.217 ± 0.548)

bbp(438) (m
–1) y = (− 0.082 ± 0.029)x + (1.006 ± 0.334) y = (− 0.043 ± 0.029)x + (0.561 ± 0.296)
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Fig. 1 Correlation coefficients of the linear regressions with corresponding sample sizes

Fig. 2 Results of recovering salinity fields of the Sea of Azov

Fig. 3 Summer and spring salinity trends for the periods 1986–2018 and 2000–2018
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spring seasons were formed from in situ datasets and
regional MODIS products. These data are use in the salinity
recovery procedure for each of the biooptical parameters
based on the equations (Table 1) and then averaged.

4 Conclusions

The result of comparing the reconstructed mean salinity
values showed good agreement with the observed salinity
trends. It has been established that the graphs of the average
values of the restored salinity are in the region of 95% of the
confidence bands of the modern long-term average trends in
1986–2018 and 2000–2018.
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A New Approach for Sand and Dust Storm
Monitoring Using Satellite Data

Mohsin Jamil Butt, Mazen Ebraheem Assiri,
and Essam Mohammed Alghamdi

Abstract

The aim of the current study is to monitor sand and dust
storm events, which are one of the key environmental
apprehensions over the Kingdom of Saudi Arabia, using
MODIS satellite data. A new approach, Saudi Dust
Detection Index (SDDI), is presented based on spectral
characteristics of sand and dust features to monitor SDS
events. The index-based results are validated by using
MODIS combined dark target (DT) and deep blue
(DB) aerosol optical depth (AOD) product and AOD
product from AERONET station data. The accuracy of
the SDDI is determined by using probability of
false-positive detection (POFD), probability of correct
positive detection (POCD), and algorithm accuracy
approach. Results of the study show that SDDI can
identify SDS events based on various threshold values
(between 0 and 0.5) with high accuracy. This research is
at a preliminary stage, and the future objectives are
further improvements and validation of the developed
index.

Keywords

SDDI � MODIS � SDS � POFD � POCD

1 Introduction

Sand and dust storm (SDS) plays an important role in the
environment of the earth through the loading of aerosols in
the atmosphere. Sand and dust uplifted in the air can form
SDS events and thereby increasing the concentration of
aerosols in the atmosphere which have severe climatological

affects (Choobari et al., 2014). Many studies have been
conducted related with SDS events in the past in different
parts of the world (Butt & Mashat, 2018; Butt et al., 2017).
However, there is a need to strengthen the SDS monitoring
network system by using modern techniques and technolo-
gies. The data collection from ground-based stations are time
consuming and spatially limited which gave the pave to use
satellite-based data due to many advantages. Researchers
have been using satellite data for the monitoring of SDS
events in different parts of the world (Albugami et al., 2018;
Bibi et al., 2015; Huang et al., 2007; Kaskaoutis, 2012;
Kaskaoutis et al., 2007; Labban & Butt, 2021; Qu et al.,
2006). At present, the most commonly used sources of
satellite data for SDS monitoring are from Spinning
Enhanced Visible and Infrared Imager onboard Meteosat
Second Generation, from NOAA’s Advance Very High
Resolution Radiometer, and from Moderate Resolution
Imaging Spectroradiometer onboard Terra and Aqua satellite
systems. MODIS due to high spectral resolution and mod-
erate temporal and spatial resolution is the main source of
data in the current study. Studies have also been conducted
to develop indices for the monitoring of SDS events using
MODIS data in different parts of the world (Karimi et al.,
2012; Qu et al., 2006; Samadi et al., 2014).

In the KSA, severe SDS events are very frequent and
devastating (human and animal diseases, traffic accident and
disruption in flights due to reduced visibility, and major
infrastructure and economic losses), and therefore, it is very
important to monitor SDS events in a near real time.

2 Materials and Methods

A near real-time detection approach with reasonable accu-
racy is the need of the hour to mitigate hazards associated
with SDS events. In the current research, Saudi Dust
Detection Index (SDDI) based on spectral signatures of sand
and dust in MODIS bands 3, 4, and 7 (Eq. 1) is applied.
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SDDI ¼ q2:13lm� q0:55lm þ q0:469lm
� �

=2
� �� �

=

q2:13lm þ q0:55lm þ q0:469lm
� �

=2
� �� � ð1Þ

where q0.468 µm, q0.55 µm, and q2.13 µm are reflectance in
MODIS bands 3, 4, and 7, respectively. We have selected
eight SDS events that were reported during the year 2003 in
the current study (Table 1) while the event of March 26,
2003, is discussed in detail. MODIS and five days (two days
before and after the SDS event) AERONET AOD data
located at solar village (SV) are retrieved from NASA while
MODIS DT-DB AOD product is retrieved form Giovanni.
The accuracy of the index is tested by using Eqs. 2, 3, and 4.

POFD ¼ b= aþ bð Þð Þ � 100 ð2Þ

POCD ¼ a= aþ cð Þð Þ � 100 ð3Þ

Accuracy ¼ aþ d= aþ bþ cþ dð Þð Þ � 100 ð4Þ
where a is the true positives (number of time both NCM and
index indicate SDS event), b is the false positives (number of
time when NCM indicates no SDS but index indicates SDS),
c is the false negatives (number of time when NCM indicates
SDS and index indicates no SDS), and d is the true negatives
(number of time both NCM and index indicate no SDS).

3 Results

The spectral analysis of all the SDS events was performed
by applying SDDI index, and various threshold values (be-
tween + 1 and − 1) corresponding to different features were
detected over the study area. The determination of threshold
values is based on a number of factors that includes visual
interpretation, image processing, and ground-based data that
classify SDS events into different classes, and DT-DB AOD
product. For example, negative values are detected for

clouds (aqua marine color), greater than 0 but less than 0.5
(0–0.2 is weak, 0.2–0.4 is moderate, and 0.4–0.5 is sever) for
SDS events (peach color), and greater than equal to 0.5 for
surface features (red color). The results of the SDDI for the
year 2003 SDS events are given in Table 1. Similarly, the
result of SDDI index on March 26, 2003, event is presented
in Fig. 1a, while MODIS DT-DB AOD product and
AERONET station based AOD are shown in Fig. 1b, c,
respectively.

4 Discussion

It is evident from Table 1 that the SDDI has successfully
detected all the SDS events which were studied in the cur-
rent research over the KSA. This can be further elaborated
from the SDDI index based resultant image (Fig. 1a) where
sand and dust features are clearly separated from other
objects as well as the index successfully differentiated
atmospheric sand and dust features (peach color in Fig. 1a)
from that located on the earth (red color in Fig. 1a).

In the process of validation, it is evident from Fig. 1b
(MODIS DT-DB AOD product) that large amount of aero-
sols are present in the atmosphere in the north, east, and
south. It is also evident from Fig. 1c (AERONET station
based AOD) that the region has lowest amount of aerosols
two days before SDS event which gradually increases and
reaches at its maximum on the day of the event. However,
the aerosols started decreasing again once the event day is
passed.

Finally, the results of the accuracy analysis of the index
indicate that the POFD, POCD, and accuracy of the index
are 3%, 100%, and 97%, respectively, for the events of the
year 2003 over the KSA. This clearly indicates that the
SDDI can successfully detect SDS events over the KSA with
high accuracy.

Table 1 SDS events for the year
2003

Date Stations reported SDS event SDDI detection

25/02/2003 Dammam, Hfr Batin, Qaisumah YES

19/03/2003 Hfr Batin, Jouf, Qaisumah YES

26/03/2003 Ahsa, Arar, Dahran, Dammam, Guraiat, Hfr Batin,
Jouf, Qaisumah, Rafha, Sharorah, Turaif

YES

16/05/2003 Hfr Batain, Riyadh, Qaisumah YES

17/05/2003 Arar, Riyadh, Qaisumah, Rafha, Wadi Dawaser YES

25/05/2003 Guraiat, Jouf, Turaif YES

01/06/2003 Gassim, Hfr Batin, Qaisumah YES

12/08/2003 Baha, Bishah YES
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5 Conclusions

The SDDI tested in the current research is capable of sepa-
rating sand and dust features from water and ice clouds in
the atmosphere with various threshold values. The inclusion
of band 3 and band 4 has enabled the index to further
classify SDS events into light, moderate, and intense again
based on the threshold values. Though not all factors can be
explained that produces errors in the monitoring of SDS, the
contributions from the surface features cannot be ignored in
the applied indices. This the future goal of our research that
can further improve the index results over the KSA.
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Temporal Issues in 3D Strata Management

Usman Mehmood, Uznir Ujang, Suhaibah Azri, and Tan Liat Choon

Abstract

Due to population growth and urbanization, high-rise
residential strata have developed in Malaysia's big cities.
People from diverse socioeconomic backgrounds must
share a ground parcel and use the same common utilities.
Strata tenants must deal with several management issues
to maintain an attractive, standardized living environ-
ment. Poor strata administration caused several problems
for owners. Unlike conventional housing, residential
strata require an executable model for proactive manage-
ment. This research aims to identify the temporal
management issues in 3D residential strata and join them
with the existing Land Administration Domain Model
(LADM) in the form of the management package in the
LADM. A conceptual domain model in unified modeling
language (UML) is developed in this research. Temporal
management issues, actors involved, and management
procedures for residential strata are identified by literature
review from 2000 to 2021. Furthermore, it is concluded
that proactive and preventive management is required to
increase the residential strata’s market value and life span.
The developed generic conceptual domain model for
temporal management of residential strata can further be
used by the management bodies worldwide to perform
proactive management by developing database manage-
ment systems and software based on this model.

Keywords

UML � Domain model � LADM � Strata management

1 Introduction

High-rise residential strata (HrRS) are growing more popular
worldwide, especially among city dwellers. HrRS is a par-
titioned building with accessory parcels and provisional
blocks (if any). Most individuals choose HrRS for its
housing amenities (Che Ani et al., 2010); corridors, pools,
lifts, external barriers, parking, open space, mosques, and
water tanks are common properties (Mohamad et al., 2015).

HrRS is unique as there are many apartments on a single
ground parcel (Linariza & Ashok, 2003). Management cor-
poration (MC) controls every facility in collaboration with
residents. Due to the different origins and ethnicities of
for-sale property buyers/owners, housing plan management
must be systematic and acceptable. This protects most
owners while not exploiting the minority (Liias, 1998).

2 Temporal Strata Management Issues

MC of HrRS strata must deal with budget administration, risk
management, project, and renovations, building operation and
maintenance, licenses and certificates, and legal documentation
governing owner rights and obligations (Hui, 2005). Further-
more, (Baldwin, 1994; Chong et al., 2021; Kamarudin, 2014),
in their work, highlight the issue of strata disputes. Strata
management bodies must frequently resolve tenant disputes.

The annual management fee levied on residents is
essentially fixed, and poor collection is also noticed
throughout the residential strata (Baldwin, 1994; Hui, 2005).
Fewer funds are collected, which leads to poor management
facilities (Chong et al., 2021). Many strata apartments with
many occupants who live close together have resulted in
numerous disputes among strata residents, which always
entail by-law violations, unlawful use of common property,
repairs and maintenance difficulties, and questions about the
strata managing agency (Chong et al., 2021; Kamarudin,
2014; Mohamad, 2015).
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Furthermore, residents are concerned about hazards such
as fire, gas leaks, typhoons, flooding, landslides, and power
outages (Hui, 2005). Similarly, in the event of an emer-
gency, evacuation of HrRS neighborhoods is a vital concern
(Chu et al., 2019). Strata should be properly surveyed to
identify the hazards under the MC to avoid mishaps. Lastly,
to satisfy the tenants’ requirements, improvise security and
safety, up-gradation, and meet the latest market requirement,
renovation projects of strata must be planned from time to
time (Hui, 2005).

In addition, HrRS must be fully maintained and renovated
to retain their rental and sale values, especially the common
properties like lifts, corridors, etc. (Au-Yong et al., 2018;
Mat Noor & Eves, 2011; Yen, 2018). Here in this work, the
issues directly related to MC will be joined with the Land
Administration Domain Model (LADM) as a management
package.

3 LADM and Temporal Strata Management

LADM consists of four packages, i.e., the Party package,
which involves people and organizations, basic admin-
istration, RRR (rights, restrictions, and responsibilities),

and the spatial unit package LADM is a conceptual
framework that any country can adopt for land adminis-
tration (van Oosterom & Lemmen, 2015). Temporal
issues can be seen in many, i.e., BIM, and smart city
applications (Azri et al., 2018; Basir et al., 2018) Now, in
relation to temporal strata management issues with
LADM, a conceptual domain model is presented, as
shown in Fig. 1.

4 Discussion

HrRS have various challenges over time when individuals
from different cultures, religions, mindsets, and professions
share similar facilities, including lifts, parking spaces, lob-
bies, and corridors. The parcel owner usually maintains and
renovates the apartments. MC holds and renovates common
properties. Poor collection of funds is one of the main rea-
sons for poor strata management since surveys show that
many residential strata do not trust MC. Tenants are not
satisfied with the quality of maintenance and renovation
works performed by the MC.

On the other hand, MC depends upon the funds to per-
form its management operations. Every residential strata

Fig. 1 Conceptual domain
model for temporal strata
management issues
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have specific renovation responsibilities. Tenants remodel
their residences according to their own will and ideas and do
not consider renovation roles and regulations. These tenants’
ignorance may induce risks and hazards in the strata. MC
usually contracts with maintenance services provider con-
tractors in private residential strata to maintain common
property. Delay in contractor response and poor maintenance
work quality also leads to the low-quality living standard of
the strata.

Neighbors and other tenants of the strata are very
important to consider as they all have to share many com-
mon properties within the strata. It is found that more are
more strata disputes arises when different cultural and ethical
background people share the walls. It is suggested that a
trustworthy relationship between the tenants and MC of
strata should be established by frequently arranging
meet-ups and group activities for the tenants of residential
strata to tackle budget issues and disputes.

5 Conclusion

In Malaysia, increase in urbanization leads to increase the
development of HrRS in the cities. Nowadays, we can
observe hundreds of HrRS in the major cities of Malaysia.
Management and life style of HrRS are completely different
from conventional landed houses due to two reasons, i.e.,
mixed distribution of ownership and multiple management
bodies. Within a same HrRS scheme, there are two or three
management bodies. Parcel owners for the upkeep of their
owned parcel, MC for the management of common prop-
erties and subsidiary management corporation for the
upkeep of limited common property. This lead to the
requirement of a conceptual unified domain model which
will be helpful to manage HrRS all over the world more
effectively.
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Road Traffic Noise Visualization Modeling
in Two- and Three-Dimensional Space:
A Review

Nevil Wickramathilaka, Uznir Ujang, Suhaibah Azri,
and Salfarina Samsuddin

Abstract

Traffic noise causes 90% of urban noise pollution.
Visualizing noise is challenging. Three-dimensional
(3D) space noise visualization reflects natural movement
or acoustic dispersion. However, improving traffic noise
visualization is hardly addressed. This review paper aims
to fulfill the gap mentioned earlier. Noise models such as
the Federal Highway Administration (U.S.), RLS-90
Model (Germany), Road Traffic Noise Prediction (U.K.),
Stop and Go model (Thailand), and Henk de Kluijver
model are compared and described. Noise is visualized
using hotspots, contours, and building facades. The shape
and direction of building facades do not affect 3D noise
visualization. Traffic volume, composition, speed, road
gradient, surface, ground covering, and distance to traffic
sources affect noise. Green spaces absorb noise and
provide acoustic relief. The 2D and 3D propagation
should address noise screening and diffraction. Interpo-
lating noise for visualization uses IDW, Kriging, and
TIN. TIN outputs correct noise contours. Flat triangles
must be avoided to remove unpredictable oscillation of
interpolated noise levels in 3D space. For 2D noise
visualization, raster cell size and noise level accuracy are
essential. Noise interpolation requires 2 m minimum
observation points. Plus, this review identifies the IDW
distance weighted factor and the optimal Kriging vari-
ogram. Furthermore, this review suggests purple instead
of red to denote high noise levels.

Keywords

Road traffic noise model � Two-dimensional (2D) �
Three-dimensional (3D) � Spatial interpolations

1 Introduction

Noise pollution is 90% of urban noise pollution (Butler,
2004). A maximum of 55 dB can be exposed without
physical and mental disturbances. Road traffic noise com-
bines engine noise, road surface type, traffic, and environ-
mental conditions (Ibili, 2021). The noise emanating from
the considered point source is dispersed throughout the
environment. Therefore, noise visualization in 3D is essen-
tial rather than in 2D (Alam et al., 2020). In the domain of
reality, 3D visualization provides a more comprehensive
understanding (Azri et al., 2018; Mohd et al., 2018; Ujang
et al., 2013). The 2D only displays patterns, trends, and
relationships in visualization (Hasara et al., 2020; Alam
et al., 2022; Dias et al., 2022; Rupathunga et al., 2022).

2 Methods

But still, there are no conversions regarding improving the
quality of traffic noise visualization in 2D and 3D. This
review paper aims to fulfill the gap mentioned above. The
hundred (100) research papers were collected for review.
The fifty (50) best research papers for this review were
selected concerning the sub-topics: road traffic noise models,
noise propagation, noise interpolations, and noise visual-
ization. Moreover, 11 papers were selected to improve the
discussion and conclusion (see Fig. 1).
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3 Results

Traffic noise models: The FHWA model (Seong et al.,
2011), the RLS-90 (Quartieri et al., 2009), the CoRTN
model (Rajakumara and Gowda, 2008), the Stop and Go
model (Pamanikabud and Tharasawatpipat, 1999), and the
Henk de Klujijver's model (Kurakula, 2007) are widely used
in traffic noise calculations. Noise propagation: The traffic
propagation path may be changed because of the noise
barriers (Lu et al., 2017). Green spaces help to mitigate
traffic noise by providing an acoustic barrier (Wickra-
mathilaka et al., 2022). Reducing barriers is vital to visualize
traffic noise (Dudiev & Tupov, 2020). When propagation,
the noise will reduce from log(r), r: distance from the noise
source to receiver (Ranjbar et al., 2012). Therefore, the
horizontal and vertical intervals between noise observation
points are vital (Kurakula, 2007). The building's orientation
and shape influence the horizontal noise effect. Hence, 3D
building shapes may not be as valid as 2D. Noise interpo-
lation: The observed sample noise levels are not represented
the entire study area, and the noise levels in significant
locations of the city area will be considered (Puyana-Romero
et al., 2020). Therefore, spatial interpolation is important for
noise mapping (Konde and Saran, 2017). The inverse dis-
tance weighted (IDW), Kriging, and triangular irregular
network (TIN) interpolation techniques have been used to
interpolate noise levels in 2D and 3D. Flat triangles have
been eliminated to design noise observation points along the
vertical axis (Kurakula, 2007). The accuracy comparison is
vital for identifying the performance of interpolations
(Harman et al., 2016). Noise visualization: Noise visualiza-
tion uses 2D and 3D hotspots and contours (Farcas, 2020).
Most European countries use standard (DIN 18005-2) color
schemes for noise visualization. Alberts and Alfe`rez have
introduced a new color scheme with better lightness than
(DIN 18005-2). The highest dB levels represent by using
purple color in the new scheme (Weninger, 2015).

4 Discussion

A valid traffic noise model is vital to calculate the noise
levels. Several amendments may be applied to the model
according to environmental conditions (Munir et al., 2021).

However, prior knowledge of the accuracy validation for
the traffic noise models is essential (Debnath & Singh,
2018). The FHWA noise model's validation results are
± 0.58–1.58, the CoRTN noise model is + 1.4 dB to 50–
54.9 dB noise levels, and − 1.3 dB for 80–84.9 dB noise
levels, the Stop-and-go noise model is 0.1165 dB (Ranjbar
et al., 2012). There are several factors that affect traffic noise.
Furthermore, the Henk de Kluijver noise model considers
the reflection noise and absorbed noise levels from the air.
Thus, several studies have used this model (Kurakula, 2007;
Ranjbar et al., 2012). Green space is vital to mitigate traffic
noise levels (Dobson & Ryan, 2000). Especially, the trees’
leaves absorb the noise (Watanabe & Yamada, 1996). Green
areas will absorb noise from 5 dB (A) to 10 dB
(A) (Orikpete et al., 2021), and it is from 10% to 24% noise
reduction (Li et al., 2021). Observing the noise levels
everywhere is not a possible task. Therefore, calculating the
noise levels for the noise observation points using a noise
model is vital (see Fig. 2). Then, spatial interpolation can be
applied to the noise levels (Kurakula, 2007; Harman et al.,
2016). When designing noise observation points in 3D
space, the flat triangle should be eliminated. It means that the
exact x, and y coordinates must be eliminated for any z val-
ues (flat triangles) of noise interpolation in 3D space (see
Fig. 2) (Ranjbar et al., 2012). Inaccurate distribution of noise
receiver locations impacts the accuracy of noise levels (Cai
et al., 2015). The uncertainty errors may have occurred in
noise visualization; the output raster cell size may not match
the accuracy range of noise levels (Escobara, 2021). IDW,
Kriging, and TIN spatial interpolations are widely used for

Problem identification 

Noise propagation-10 papers 

Discussion and Conclusion 

N=100+ papers found according to the main title 

The Thirty-nine (39) best research 

Traffic noise models-7 papers Noise interpolation-9 papers 

Noise visualization-13 papers

The six (11) best research 

Fig. 1 Flowchart

Fig. 2 3D noise points (Kurakula, 2007)
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noise mapping. Further, elements of spatial interpolation
impact the accuracy. The weighting factor of IDW, the
Gaussian variogram of Kriging, and the Delaunay triangu-
lation of TIN are vital elements for interpolation (Kurakula
& Kaffer, 2008; Tan & Xu, 2014; Harman et al., 2016). IDW
is best for 2D noise interpolation, and TIN is best for 3D.
Interpolated IDW, 3D visualization, and Kriging noise
contours are irregular. The 3D contours do not match noise
calculation points. But TIN contours are extracted for noise
computation (see Fig. 3) (Kurakula, 2007). The warm color
intensity was reduced, and mostly cool color was used in
noise visualization. But to enhance the recognition, the green
and warm color red represented 65–70 dB noise levels and
high purple noise levels (see Fig. 4) (Weninger, 2015).

5 Conclusion

A proposed noise model must consider the research area's
environmental and physical elements. Distance reduces
noise. Noise interpolation requires a 2 m minimum between
noise observation locations. It is important to choose
between IDW and kriging for spatial interpolation. For
interpolation, consider the IDW distance weighted factor and
Kriging variogram. Noise maps with color alerts are better.
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Muography Applied in Underground
Geological Surveys: Ongoing Work
at the Lousal Mine (Iberian Pyrite Belt,
Portugal)

Pedro Teixeira, Alberto Blanco, Bento Caldeira, Bernardo Tomé,
Isabel Alexandre, João Matos, Jorge Silva, José Borges,
Lorenzo Cazon, Luís Afonso, Luís Lopes, Magda Duarte,
Mário Pimenta, Mourad Bezzeghoud, Paolo Dobrilla, Pedro Assis,
Raul Sarmento, Rui Oliveira, and Sofia Andringa

Abstract

The LouMu Project is an ongoing collaboration between
the Laboratory of Instrumentation and Experimental
Particle Physics (LIP), the Institute of Earth Sciences—
University of Évora and the Lousal Ciência Viva Center
which is evaluating the muography potential in the Lousal
Mine, with the general aim to create the conditions to use
muography as a novel method for geophysical surveys in
Portugal. The National Laboratory of Energy and

Geology is also supporting the project. The aim is to do
a first geological survey of the area, mapping already
known structures and ore lenses and measuring their
densities. In the end, newfound data will be added to the
existing information to improve it, but the whole process
is also serving to test the performance of the muon
telescope and the muographic analysis tools. The muon
telescope, developed by LIP, uses RPC detectors to
observe the crossing muons in real time. Available
geological and geophysical information and new mea-
surements done with seismic refraction and ground
penetrating radar are being used to create a 3D model,
which provides a reference against which to compare the
muography results. From the muography data, an equiv-
alent 3D map of densities will be reconstructed, and the
geological model will be used to cross-check and improve
the muography results. This paper provides an overview
of this ongoing project, focused on the muography work
done so far. Its implementation is described, and the first
image obtained with the telescope is presented, showing
the local geology and in particular the Corona N–S
direction strike-slip fault visible in the mine gallery. The
planned work progression is shared as a final
consideration.

Keywords

Underground muography � Geophysical survey � Lousal
Mine � Iberian Pyrite Belt

1 Introduction

Muography is an imaging technique that uses muons, a
natural background radiation generated in the atmosphere
that can cross large columns of matter enabling non-invasive
and remote observations to create average density
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distribution maps. The use of muons withing the geosciences
field has been proved successful in numerous applications
around the world (Bonechi et al., 2020; Zhang et al., 2020).

This paper aims to share the work done so far, and for the
first time in Portugal, of muography in geophysical appli-
cations. A collaboration has been established for that pur-
pose between the Laboratory of Instrumentation and
Experimental Particle Physics (LIP), the Institute of Earth
Sciences of the University of Évora (ICT-UE), the Lousal
Ciência Viva Center (science museum), and with the support
from National Laboratory of Energy and Geology (LNEG).
The use of muography for underground geophysical surveys
has been the aim of the Lousal Muography Project (LouMu)
(https://pages.lip.pt/loumu/en/loumu/; Teixeira et al., 2022),
that is now applying it to the Lousal volcanogenic massive
sulfide deposit (VMS), located in South Portugal (Iberian
Pyrite Belt mineral province). The mine was exploited for
pyrite until 1988 and is currently run as a science museum,
standing as an excellent European example of environmental
rehabilitation (Relvas et al., 2012).

The project comprises the development of muon tele-
scopes and their use to create density maps and a 3D model.
The process involves building and running muography
simulations and the development of muography analysis
tools, using geological and geophysical standard methods to
study the terrain above the mine and the muography
implementation in the Lousal Mine. Outreach activities are
also elaborated, which aimed to the academic and general
publics. The goal of this work is to map the densities of the
terrain between the surface and the mine gallery, to evaluate
the performance of the detectors and the muography analysis
tools and to add the obtained data to the geological knowl-
edge of the area.

2 Methods and Implementation

To make a survey, a telescope measures the muons trans-
mitted through the column of matter in each direction, which
is called transmission muography. The muon detection in an
underground environment is protected from the background
radiation measured on the surface, but the number of muons
reaching further in depth is much lower. For the develop-
ment of the muon detectors, the geological and underground
conditions which define the required exposure time were
considered.

The muon telescope, built by LIP, use robust resistive
plate chambers (RPCs) that detect the crossing muons in real
time. RPCs are a type of gaseous particle detectors, used to
track charged particles. The passage of muons ionizes the
gas and causes an avalanche of electrons that produce an
electrical signal. The trajectory of the muons is given by
simultaneous detections in the different parallel RPCs. The
gas is sent to the RPCs with a low flux, from a container
located in a storage house outside the mine, without leakage
to the environment. The telescope, nicknamed CorePix, is
equipped with four square RPC detectors measuring 1 m
1 m and is installed in an empty storeroom of the Waldemar
gallery (the uppermost mine gallery), 18 m below the
surface.

In 2019, a smaller scale prototype was installed inside the
Waldemar gallery near the Waldemar shaft (Fig. 1, position
A, Lousal Mine southern sector), to test the equipment
response to the mine environment. After that, the CorePix
was assembled and stayed in the laboratory for about a year
for calibration and testing while muographing the structure
of the building above it. In April of 2022, it was placed in
the Waldemar gallery storeroom 4 (Fig. 1, position B) where

Fig. 1 Left: Excerpt of the
Lousal Mine Waldemar gallery
geological map showing the
CorePix (blue square) location in
the storeroom 4 (position B) and
the Corona Fault (adapted from
Matos et al. 2022); Right:
CorePix telescope positioned
inside the storeroom 4 of the
Waldemar gallery
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it has been collecting data. The current observation position
(B) was chosen based not only on space availability but also
on the local geology setting defined by rock fracking related
with the regional late Variscan strike-slip Corona Fault
(Matos, 2021). This subvertical N5E direction fault, which
crosses the area being surveyed, is, at the moment, the main
survey target. Using Geant4 software (Agostinelli et al.,
2003), reference simulations, based on the telescope location
area, are also being used in the muography analysis.

In this approach, available geological and geophysical
information and new measurements taken with ground
penetrating radar (GPR) and seismic refraction are being
used to build a reference 3D geological model to compare
with the muography results.

3 Preliminary Results

The left picture of Fig. 1 is an excerpt of the Waldemar
gallery map that shows the different lithologies and geo-
logical faults known on the site and the outline of the mine
gallery with the indicated location of the CorePix telescope
(blue square), inside the storeroom 4. Depicted as orange are
phyllites and quartzites from the phyllite-quartzite group,
and in color gray are gray shales from the volcano-
sedimentary complex. The right picture of Fig. 1 is the
CorePix telescope collecting data in its observation position,
with the detectors aligned parallel to the vertical.

The image shown in Fig. 2 (left) is a treated muon
detection map that is called a muograph and shows the ratio
between the detected muon flux (transmission map) and the
open-air muon flux (OAF) measured at the surface. The axis
values are tan(x) and tan(y) and are calculated as:

tanðxÞ ¼ px=pz tanðyÞ ¼ py=pz ð1Þ

where px, py, and pz are the components of the direction
vector of the muons trajectory. The color bar indicates the
fraction of muons that are transmitted across the ground and
reach the detector (e.g., green corresponds to a 10%
survival). Yellow corresponds to pixels with more muon
detections and blue to pixels with less muon detections. The
middle square corresponds to an area of 17 m � 17 m at
surface. It is obtained with the 33 cm � 33 cm center pads
(the telescope current working resolution) of two RPCs
vertically separated by 67 cm. Using other combinations of
two RPCs, like at half that vertical separation, the field of
view is extended, although with less angular resolution
(outer square of 30 m � 30 m).

In this first two-months muograph, the contrast created
by the Corona Fault geological zone in the terrain is
already visible as the yellow area. The fault zone corridor
is characterized by rock fracking and weathering due to the
fault movement. Clay fault gauge is also common in a
brittle tectonic setting. This geological constrains are
reflected into a lower average rock density than the side
rock geology, translating into a higher muon transmission
rate (yellow). Because of the geological movement hap-
pening across the fault, two different geological settings
exist on each side of it on the studied area, creating a
density contrast that is also measurable. A framing of the
muograph with the corresponding surveyed area is shown
in Fig. 3. A digital model of the surface, obtained with
photogrammetry, and a 3D scanning of the mine gallery,
obtained with a ground lidar, were georeferenced using
control points acquired by differential GNSS measure-
ments. Figure 3 has a projection of those two clouds seen
from above, aligned, and cropped to the studied area, and a
white rectangle representing the 5 m width Corona Fault
zone, approximately.

Fig. 2 Left: Muograph from the
survey of the telescope, created
with two months of data; Right:
Corresponding sizes of the
detection area at the surface
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Referring to Fig. 3 orientation, the geology on the lower
right half (blue in the muograph, orange in the geological
map) has an average density higher than the fault zone
(yellow), which gives a lower muon transmission rate. The
differences in the measured muon transmission in the sur-
veyed area correlate with the average density values mea-
sured on site, and in most of the area, the topographic
variation is less than 1 m. The orientation of the fault zone
that can be seen on the muograph seems the same as what is
known from the geological map (almost N-S), but the
location does not fit perfectly. It is something to check on
further analysis.

Disclaimer: the muograph shown on Fig. 2 confirms that
in this configuration, the detectors are able to discern the
survey target, i.e., the Corona Fault, that is known to exist at
the site, and this is a relevant step in the current application
of muography. However, this result is obtained with an
almost online analysis and is very preliminary, as the data
selection and combination are still being optimized as well
as the final open-air-flux normalization. Some corrections
will still be made, and subsequent results may contain
variations that reflect these changes.

4 Final Considerations

The muons detection will continue in the following months,
increasing the muon statistic and enhancing the density
contrasts in the observed site. The physical changes in the
rocks within and outside the fault zone are gradual and not
always very clear, even when surveyed with standard geo-
physical methods. The orientation and inclination of the fault
zone above the storeroom might be slightly different than
what was previously known. Another location for the tele-
scope is already planned to see the fault zone from another
angle and to search for more targets.

The simulations are being improved to match the results
and for better understanding them. The geophysical data is
being obtained with standard and independent geophysical
methods, and the 3D geological reference model will be built
as soon as all data processing and its analysis is finished. The
end-result will be the reconstruction of a 3D map of densities
from the muography data that will use the reference model to
help solve the problem of the non-unicity of solutions that
appear in this type of analysis.

The inclusion of the telescopes in the mine public tours
organized by the science museum offer a great opportunity
for education and outreach activities that represent a major
aspect of the project. The successful muography survey in
the Lousal Mine is the first stage of this collaboration which
has the goal to make muography available in Portugal for
applications in geophysics, developing stand-alone tele-
scopes for the geophysical community and generalized
muography methods to apply in other scenarios.
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Estimating Water Infiltration Rate Using
Time-Lapse GPR Technique

Hamdan Hamdan, Daniel Moraetis, Nikos Economou,
A. Mahmoud Elsamani, and Mohamed Abdel-Fattah

Abstract

Estimating soil infiltration rate is of utmost importance in
agricultural applications. The infiltration rate determines
the amount of water to enter the soil, which in turn
controls the load of dissolved chemicals (nutrients or
pollutants) that will interact with the soil. The soil
infiltration rate is commonly measured using the cylinder
infiltrometer method, which is tedious and time consum-
ing. Geophysical methods on the other hand have proven
to be a powerful tool in providing valuable information
about water content in the soil, but rarely used to give a
quantitative estimation of the infiltration rate. Ground-
penetrating radar (GPR) in particular has the potential to
offer a suitable, non-invasive, and cost-effective method
for studying the wetting front at shallow depths.
A time-lapse GPR experiment was conducted in order
to study the feasibility of utilizing GPR method in
estimating the soil infiltration rate. A GPR survey was
conducted along a 20 m traverse before and immediately
after pouring water at two specific locations over the
traverse. The GPR measurements were repeated over the
same traverse with 5 min time interval, to monitor the
downward movement of the wetting front. The time-lapse
GPR sections were successful in monitoring the changes
of the location of the wetting front with time, which can
be used to estimate the vertical soil infiltration rate. The
preliminary results are quite encouraging and show that
GPR can be efficiently used in monitoring the wetting
front downwards movement.

Keywords

Time-lapse GPR � Infiltration rate � GPR migration �
Wetting front

1 Introduction

Geophysical methods have been increasingly applied in
agriculture over the last few decades. They can provide a
fast, reliable, and non-destructive description of the shallow
soil, which can be used for assessment of the cultivated area,
soil nutrient monitoring, and hydrologic monitoring of
agricultural sites (Toushmalani, 2010). The GPR is among
the most commonly used geophysical methods in agricul-
tural applications, due to its high resolution and speed of
data acquisition and processing. In addition, the electro-
magnetic waves used in this method are highly sensitive to
changes in soil water content, making it a powerful tool in
soil hydrologic characterization (Bano, 2006).

Measuring and monitoring the efficiency of an installed
irrigation system is critical to the success of any agricultural
site. Irrigation water is stored in the soil for some time,
therefore allowing it to be available for root uptake, growth
of plants, and organism habitation in soil. The rate of the
downward movement of the water, represented by the wet-
ting front, dictates the infiltration rate. Fast infiltration rate
may decrease water availability for the plant roots, while
slow infiltration may rot the plant roots. The soil infiltration
rate can be estimated using different versions of the ring
infiltrometer method, or more advance methods like the
neutron probe method. These methods are time consuming,
invasive, and expensive over large areas as the tests have to
be carried out at one point at a time.

Many researchers have proved the efficiency of the GPR
method in estimating different parameters of the soil wetted
body (SWB) which represents the moist area of soil under
irrigation systems (Peng et al., 2020; Wang et al., 2022).
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Most of their work was concentrating on measuring the
subsurface water content or the geometrical parameters of
the SWB like their shape, size, and thickness. They have
proved that the depth of SWP can be located using GPR
radargrams, which lead us to the conclusion that GPR might
be used to estimate the infiltration rate. Here, we will present
preliminary results from a time-lapse GPR survey to monitor
the changes of the location of the SWP wetting front with
time. If these changes are successfully recorded, we can use
them to estimate the vertical soil infiltration rate.

2 Methodology and Results

A time-lapse GPR experiment was conducted at a selected
location in order to study the feasibility of utilizing GPR
method in estimating the soil infiltration rate. The study area
was covered with 5–10 cm of gravel, laying over dry sand,
which increases in density with depth. Initially, the GPR
data were collected using 400 MHz antenna, along a 20 m
traverse. Later, sufficient amount of water (around 5 L) was
poured at around 12 m from the GPR traverse start point.
The GPR data acquisition was repeated on the same traverse
every 5 min. Approximately 15 min later, around 7.5 L of
water were poured at 6 m of the GPR traverse start point.
The time interval was between 5 and 10 min.

Three infiltration tests using the conventional ring infil-
trometer were performed close to the GPR traverse. The
modeled equilibrium water velocity from the three infiltra-
tion tests is 0.12, 2.00, and 1.54 cm/min for Test 1, 2, and 3,
respectively. In Fig. 1, we demonstrate the results of the two
infiltration tests (Test 3—close to the start of the GPR tra-
verse, Test 2—middle of the GPR traverse).

The great difference in the “dielectric permittivity” between
the external and internal zones of the SWB, due to the mois-
ture content, gives clear reflection patterns even in the raw data
GPR sections. Reflections of the SWB are shown as high
amplitude hyperbolas, which are related to changes of the

dielectric constant of the saturated sand compared to the sur-
rounding dry sand. Different schemes for the processing of the
GPR data were employed in order to locate the SWB front,
including the scheme proposed by Peng et al. (2020) and
Wang et al. (2022). For the specific data set, the processing
was implemented using the MatGPR software (Tzanis, 2010)
involving time zero shifting, removal of DC component, and
removal of global background noise. Figure 2 presents a
sample of the results (focused at 11–13 m and at 0–3.5 ns) at
different times using the wiggle trace display. The velocity of
electromagnetic waves was estimated around 0.13 m/s using
hyperbola fitting. Since the absolute depth of the SWB is not
crucial in estimating the SWB movement rate, we picked
another point within the SWB that could be located easily in
the different GPR sections (Fig. 2). The depth and time of the
same point were located at different time intervals and were
used to calculate the velocity of SWB down movement.

3 Discussion

The different locations of the SWB in the time-slice GPR
sections were used to estimate the relation of the SWB
velocity with time as shown in Fig. 3. The curves look very
similar to that estimated using the infiltration test (Fig. 1),
where the velocity starts with high values close to 4 cm/min,
but stabilizes after the first 3–4 min around 1.5 cm/min.
The GPR estimation shows similar results at the first 4–
6 min but with fewer readings. However, the GPR results
show that the SWB velocity decreases to much smaller
values after the first hour. This could be related to the
changes in lithology, especially after the first 30 cm, where a
denser sand layer is observed. The Horton equation is usu-
ally used in hydrogeology to utilize the observed velocities
of the water infiltration in estimating the modeled equilib-
rium water velocity. More analysis is needed if this equation
can also be used to utilize the time-lapse GPR readings in
calculating the infiltration rate.

Fig. 1 Infiltration results for a field and b modeled data for Tests 2 and 3
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4 Conclusions

The use of time-lapse GPR survey showed promising results
in estimating the infiltration rate. Although the velocity
values calculated using the proposed methodology are dif-
ferent from the results of the conventional ring infiltrometer
method, the relationship between time and velocity has
similar pattern in both methodologies. Since the infiltration
test uses the velocity of the downward movement of water at
the surface, while the GPR method estimates the SWB
velocity within the subsurface, further analysis is needed to
examine if the Horton equation can be replaced by another
experimental equation to calculate equilibrium water veloc-
ity using the time-lapse GPR data. Future work includes also
the use of higher frequency antenna with smaller time
interval to improve both the spatial and temporal resolution
of the proposed methodology.
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Advanced Geophysical Processing
of Ground-Penetrating Radar
and Magnetic Datasets

Rui Jorge Oliveira, Bento Caldeira, Teresa Teixidó,
and José Fernando Borges

Abstract

Due to the presence of an excessive amount of noise in
the data, archeological geophysics frequently produces
results that cannot be used to evaluate the content that
may exist in the subsurface. If it is impossible to
differentiate between signal and noise, excessive noise
will result. Its genesis, when it is attributable to hetero-
geneities in the ground (overthrows, corners) that produce
as many reflections as structures that may exist, prevents a
fair assessment of the subsoil composition. Low percep-
tibility circumstances happen when there is no contrast
between buried structures and the surrounding environ-
ment. It could be due to elements that are harmful to the
method (metals and ceramics in the magnetic method;
clay and water in the electromagnetic method) or when
the buried objects are formed of the same material as the
surrounding medium. The problem of the identification
and selection of useful signals in geophysical data is one
of the research topics of effective methodologies of
archeological geophysics, with the aim of producing more
accurate models that allow a more precise interpretation
of structures buried beneath the earth. In this paper, three
approaches conceived by the team are described, which
allow: to increase the sharpness of the GPR models by
reducing the background noise through factoring tech-
niques applied in the 2-D spectral domain; to increase the
resolution of the models by increasing the density of the
profiles with Fourier interpolation; and to increase model
information by combining maps from the two geophysical
methods, using data fusion techniques that combine
mathematical transformations and statistical analysis.

Keywords

Archeological geophysics � Advanced processing �
Digital signal processing � Geophysical data
enhancement

1 Introduction

This paper describes three geophysical methods for
enhancing geophysical datasets. Even under ideal conditions
for the use of geophysical technologies, such as a broad
region to be surveyed with few obstructions, the data pro-
duced may have issues with excessive noise, density/
sampling, or lack of perceptibility (Oliveira, 2020). In the
sections that follow, some of these challenges are addressed
and a proposed solution is offered.

2 Advanced Geophysical Processing
to Enhance Geophysical Data

2.1 Removal of Clutter Noise in GPR Datasets

Due to the reflections caused by the collapse of structures,
GPR datasets taken from archeological sites are frequently
influenced by clutter noise. If this noise predominates, the
important data may be obscured, and the user will be unable
to draw conclusions regarding hidden structures on the site.
The elimination of clutter noise in the spectral domain
(Oliveira et al., 2021) is an efficient method for filtering GPR
datasets with this issue.

Clutter reflection noise filtering for GPR data (Oliveira,
2020) is a method based on singular value decomposition
(SVD) (Chen et al., 2019). Considering the 2-D spectral
domain of GPR data, this simplifies the parametrization of
filters due to their circular symmetry and constant processing
effort, regardless of the amount of data. Using SVD to
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calculate the modified data, the first principal component
corresponds to clutter noise (Oliveira et al., 2021). By
reconstructing the data considering all the principal com-
ponents except the first, followed by the application of the
inverse Fourier transform to restore the time–space domain
of the GPR data, the filtered dataset contains only the useful
information of the B-scan while automatically removing the
clutter noise.

The case study used to demonstrate the success of this
method displays two B-scans (Fig. 1), input data taken in the
laboratory with a 1600-MHz antenna (GSSI SIR-3000) and
filtered data containing only the information linked to hidden
items.

2.2 Fourier Interpolation of GPR Datasets

The GPR has a subsampling issue as a result of the data
acquisition setting, which is caused by the method itself.
With a sample rate of 40 to 50 traces per meter, which offers
a spacing between traces of 0.025 m and 0.020 m, respec-
tively, the data are dense in the B-scan direction. In an
archeological survey, each one is normally spaced between
0.25 and 0.50 m perpendicular to the B-scan direction. There
is always a data imbalance in both directions, regardless of
how close the B-scans are to one another. This inquiry
implies that data density may be a factor to consider. During
the acquisition step, for instance, a regular square mesh
might be utilized to avoid this transit impact of the antennas
on the ground. On the other hand, the proposed method
allows for the expansion of data and information from the
initial dataset.

An approach for lateral data densification is offered as a
supplement to regular processing. Interpolating GPR B-scans
in the spectral domain after applying the Fourier transform
(Oliveira et al., 2022) enables the creation of B-scans
between each other. To calculate spatial derivatives, this
method employs automatic event recognition techniques.
This enables the identification of spatial discontinuities by

detecting very tiny signal changes. This mitigates the sub-
sampling issue of 3-D GPR models and enables a more
efficient interpolation devoid of artifacts or signal degrada-
tion. Widely utilized in seismic processing, the approach
permits the estimation of missing traces from extant traces
(Spitz, 1991).

Two 3-D GPR datasets obtained in the Roman villa of
Horta da Torre (Fronteira, Portugal) using a 400-MHz
antenna and GSSI SIR-3000 equipment serve as the case
study for testing this technology (Fig. 2).

The 2013 dataset has a profile spacing of 0.25 m. The
space was reduced to 0.125 m after the density increase.
Space dropped from 0.50 m to 0.25 m for the 2015 dataset.
The results demonstrate an increase in the clarity and
graphical information pertaining to subterranean structures
of the wall and pavement variety.

2.3 Geophysical Data Fusion of GPR
and Magnetic Datasets

Due to the frequent perceptibility issues associated with
geophysical data, the concept of data fusion using GPR and
vertical magnetic gradient (MAG) datasets was conceived.
The fusion method is useful in case it is impossible to
interpret the results regarding the existence of subterranean
structures due to a significant lack of perceptibility.

The proposed method to combine GPR and MAG data
(Oliveira et al., 2022) was based on the work of Gautam and
Kumar (2015), who describes a method for fusing images
acquired by separate equipment by combining the 2-D
wavelet transform; multiresolution singular value decom-
position; and gradient computation. The fusion method
involves applying the 2-D wavelet transform to each input
dataset, dividing them into sub-bands, then calculating the
multiresolution singular value decomposition and the gra-
dient. All sub-band pairs are fused according to predeter-
mined fusion rules. We obtain the fused dataset by using the
inverse of the wavelet transform to restore the spatial

Fig. 1 On the input data, the
effect of the clutter reflection
noise filtering. Data that have
been filtered expose information
about objects buried underneath
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domain. Case study used GPR and MAG data from the
Roman site of Cortijo de Quintos (Córdoba, Spain) to test
data fusion approach (Peña et al., 2008).

The resulting image is of higher quality and sharpness
than the individual inputs (Fig. 3). It is possible to observe
spatial alignments that match to circular-shaped wall rem-
nants. According to magnetic evidence, these artifacts are
associated with ancient ovens. This site was excavated, and
Roman ovens were discovered.

3 Conclusion

An important characteristic of archeological geophysics is
that it is noninvasive and nondestructive, and each technique
has a unique ability to discover a buried item of study. The
approaches can provide a model of the subterranean that
represents the spatial distribution of a particular property as a
representation of reality. These models are not identical by
nature, but because they refer to the same space with

structures, they must have some characteristics. The greater
the resolution of the measured or estimated physical
parameters, the simpler it is to comprehend the resemblance
between characteristics. A problem for geophysicists is to
match geophysical models to glean the best and most
meaningful archeological information from the object under
investigation.

This work exemplifies this paradigm, as the offered
innovative approaches are focused on enhancing the models
arising from routine acquisition and processing. The objec-
tive of the three proposed methods is to improve the
signal-to-noise ratio of GPR and magnetic data under con-
ditions of poor detectability. This study illustrates that the
implementation of this processing can improve the resolu-
tion of GPR subsurface images by lowering background
noise, the resolution of models by increasing the profile
density, and the information of models by combining the
maps of the two geophysical methods. In addition to the
standard geophysical data processing routines, these meth-
ods can be applied singly or collectively.

Fig. 2 The impact of Fourier interpolation on 3-D GPR datasets. The densified datasets (INT-FFT) are more precise and contain more information
regarding subsurface wall and pavement features. The red arrows represent the acquisition profile direction
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Ground-Penetrating Radar Application
for ‘Water in İstanbul’ Project

Çiğdem Özkan-Aygün, Caner İmren, Beril Karadöller,
Lutgarde Vandeput, Jim Crow, Stefano Bordoni, Martin Crapper,
and Maria Monteleone

Abstract

‘Water in Istanbul: Rising to the Challenge?’ is the title of
a new 24-month project which brings archaeologists,
historians, engineers, and urban scientists together to
explore the historical water management infrastructure
and evolution of water technology in the city of Istanbul
through history. One of the outcomes of this research will
be producing a hydraulic model that will help us to
understand how the past system functioned and was
managed. This in-depth research also hopes to bring a
new perspective for the contemporary water-related
challenges. The archaeological field work geographically
focuses on the I. Hill of the Byzantine city where
Ottoman imperial palace called Topkapı gets located
over. This is the most challenging topographical area
regarding the historical water distribution which func-
tioned according to the principle of gravity.
Non-destructive survey methods are crucial in such
fragile archaeological areas. Also, the bureaucratical
difficulties related to the legal permissions make it a
necessity to apply archaeogeophysical methods. In the
first field work phase, we preferred ground-penetrating
radar (GPR) in order to identify the remains, including
supply lines providing freshwater to the Topkapı area.
Our survey based on previous research by Hülya Tezcan
and the archaeological survey results of Çiğdem Özkan
Aygün in order to identify the areas for investigation with
GPR. Thanks to GPR, the location, geometry, and depth
of the buried historical structures would be possible to

determine. GPR, which provides high-resolution infor-
mation from shallow areas, is a geophysical method
frequently used, especially in archaeogeophysical studies.
The method is based on recording the travel times of
reflected and scattered electromagnetic waves, which are
sent to the subsurface with high-frequency antennas, with
a receiver. In this study, results of the GPR study, which
was carried out using a 350 MHz centre antenna
frequency to detect the historical water channels beneath
the area surrounding the Topkapı Palace are mentioned.
After processing the data sensitively, GPR sections were
interpreted and all possible water channels were detected.
Depths of the detected channels are between 2 and 5 m
below the surface.

Keywords

Archaeology � Archaeogeophysics � Ground-penetrating
radar � Hydraulics � Water channels � Cisterns �
Drainage � Topkapı Palace � Hagia Sophia � İstanbul

1 Introduction

‘Water in Istanbul’ project is a multidisciplinary and multi-
national project bringing together the academicians from
İstanbul Technical University, University of Edinburgh and
Northumbria University. This work is supported by Scien-
tific Research Projects Department of Istanbul Technical
University. Project Number: 43072 and The British Acad-
emy, ‘Knowledge Frontiers: International Interdisciplinary
Research 2021’ Scheme.

İstanbul as a city with a history of more than 1700 years
and challenging for freshwater since its foundation makes it
a perfect laboratory for learning from the past and generating
sustainable solutions for the future. Topkapı Palace area is a
micro-scale representation of the Eastern Roman and Otto-
man historical water technology in Istanbul. That’s why we
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focus on the Topkapi for our multidisciplinary fieldwork and
archival research which will provide data to model the
Ottoman water management system.

Dr. Özkan Aygün of Istanbul Technical University (İTÜ)
whose work on Istanbul’s past water systems has provided new
evidences for the subterranean hydraulic infrastructure of
Hagia Sophia has also conducted an archaeological survey for
documenting the network of cisterns, channels, and wells of
Topkapı and surroundings (Özkan Aygün, 2010; Özkan
Aygün & Güney, 2014; Özkan Aygün & Kaçan, 2014).
Together with her findings, the data coming from Hülya Tez-
can (1989) and Kazım Çeçen’s (Çeçen & Kolay, 1997) pub-
lications construct the basis of the literal sources of this project.

Application of GPR methods has a crucial role for the new
data to be obtained as a part of Dr. Aygün’s survey for this
new project. Those results are being shared with hydraulic
engineers and modelled using GIS and engineering software
to enable research on the functionality of the system.

2 Application of Ground-Penetrating Radar
Method

Ground-penetrating radar is an electromagnetic method that
sends high-frequency signals into the ground, especially in
shallow geophysical surveys. Ground-penetrating radar was

first used in glacier studies by the German geophysicist
Walter Stern (1929). The method is based on the principle of
recording electromagnetic waves sent into the ground by a
transmitting antenna, reflected and scattered from subsurface
layers, and recorded by a receiving antenna. Depending on
the travel time of the reflected and scattered waves recorded
by the receiving antenna, the presence, position, and
geometry of structures in the ground can be determined. The
electromagnetic signal, which has a harmonic structure,
contains a centre frequency. The centre frequency determi-
nes the penetration depth, the amount of absorption, the
vertical resolution, and the degree of scattering. As the fre-
quency increases, the temporal resolution increases; how-
ever, the penetration depth decreases as absorption increases.
Conversely, information is collected with a lower resolution
from a higher penetration depth Telford et al. (1990).

In this study, approximately 5 km of data was collected
using shielded antenna with a central frequency of 350 MHz
(Fig. 1, yellow lines). Since the data collection was carried
out in an urban environment, the external disturbances that
may affect the electro wave were identified individually to
consider during the analysis. Due to the presence of narrow
areas in the study area, the data were collected in 4, in some
cases 5, parallel profiles spaced 0.5 m apart. The data col-
lection parameters were a sampling interval of 0.512 ns,
trig-interval of 0.02 m, and recording length of 250 ns.

Fig. 1 Possible water channels (green polygons) shown in site location map
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The collected raw ground-penetrating radar data were
exposed to a sensitive data processing process. Different
mathematical approaches are used to improve the quality of
the signal, allowing an accurate understanding of the geo-
physical response from the ground. Ground-penetrating
radar sections are analysed by applying various data pro-
cessing steps to obtain the most realistic image of the sub-
surface. The data were subjected to different data processing
steps such as 1D filtering (e.g. de-wow, bandpass, notch,
deconvolution), 2D filtering (e.g. running average, back-
ground removal), start time correction, static correction, gain
correction, frequency–wavenumber filter, velocity analysis,
and migration.

3 Results

The analysis and interpretation of the ground-penetrating
radar sections revealed geophysical signatures that are con-
sidered to be water channels and associated structures. In the
GPR section shown in Fig. 2, which belongs to one of the
profiles near the Topkapı Palace Bab-ı Hümayun Gate,
hyperbolic features with a depth of approximately 1.5 m and
a width of about 1.5 m are interpreted as three adjacent
water channel structures in this site.

4 Discussion

When the penetration depth of the GPR sections is anal-
ysed, it is concluded that the structure signatures obtained
could be lost in some places. Since the characteristics of the
topsoil cover are different in the study area and the

dielectric properties change due to varying water-holding
properties, it is concluded that the 350-MHz antenna is
insufficient in some areas. Therefore, it has been planned to
investigate the suspected areas in detail using antennas with
a larger wavelength of the source signal. With the 250-MHz
antenna, the second phase of the study has started and
approximately 3 km of data has been collected. The
250 MHz antenna data strongly follow the findings of the
350 MHz antenna data and reveal new information about
deeper structures. The new findings suggest that some water
channels may go even further down more than 5 m. Thus,
lower-frequency data are planned to be collected in the third
phase of the study.

5 Conclusions

It has been proven by many studies that GPR surveys are
highly effective for archaeological sites in urban areas
(Basile et al., 2000; Leucci & Negri, 2006; Leucci et al.,
2016; Rabbel et al., 2015). Through this study, the subter-
ranean historical water structures beneath the I. Hill of
İstanbul are being studied by the help of GPR for the first
time, with very promising results.
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Exploration and Evaluation of Groundwater
Potential Using Geoelectrical Method in Arid
Zones: A Case Study of Majel Bel Abbes
Aquifer (West-Central Tunisia)

Mouez Gouasmia, Ferid Dhahri, Abdelkader Mhamdi,
Moumni Lahmadi, and Mohamed Soussi

Abstract

The region of Majel Bel Abbes, west-central Tunisia, is
characterized by a semi-arid to arid climate. Groundwater
is the main source of water for domestic, agricultural and
industrial purposes in the region. In order to better
recognize the architecture and the lithology of the aquifer
system of Majel Bel Abbes and evaluate its hydrogeo-
logical potentialities, a geophysical study based on
electrical prospection was carried out. The latter allowed
the delimitation of two potential aquifers including (i) a
Plio-Quaternary hydrogeological unit exhibiting 30 to 50
Ω.m resistivity values and variable lithologies that
thicken toward the central part of Majel Bel Abbes basin
and (ii) a Miocene sandy hydrogeological unit exhibit-
ing *20 Ω.m resistivity values and acknowledged as
Beglia Formation. This unit rests on the Campanian–
Maastrichtian limestones of the Abiod Formation that
overlays the Cenomanian limestones to the east of the
basin and disappears toward their borders. The new
results concerning the Majel Bel Abbes basin architecture
and their hydrogeological unit lithologies, thickness and
potentialities should be considered by the local authorities
in the planning and design of new drilling hydraulics
wells to ensure safe management of water supplies.

Keywords

Geoelectrical method � Groundwater � Majel Bel Abbes

1 Introduction

The region of Majel Bel Abbes located in west-central
Tunisia is characterized by a continental arid to semi-arid
climate with irregular and scarce rainfall (170 mm/year).
Their watersheds are characterized by limited hydrographic
networks with seasonal and often occasional surface flows
making groundwater the main source of water supply. In
order to better recognize the hydrogeological units in this
region and to evaluate their potentialities, a geophysical
study using vertical electrical sounding was carried out.
The geoelectrical methods have been successfully used in
groundwater exploration worldwide. They use the electri-
cal properties of rocks to determine the nature of the
geological layers and their fluids content. Also, the
thickness and depth of the aquifer formations and the
chemical quality of the water are well assessed (Gouasmia
et al., 2018, 2021).

2 Site Description

The Majel Bel Abbes basin exemplifies a synclinal trough
in the so-called “central Tunisian atlas.” The region
exhibits several NE–SW folded structures affected by
multidirectional fault network. The study area is limited to
the north and to the east by the Gour Souane, Hoguef,
Toual, Nadhour and Sidi Aich Cretaceous cored anticlines,
to the west by the Algerian border (Fig. 1), and to the
south, by the Gafsa North plain drained by Kbir and Sidi
Aich wadis. It constitutes a basin filled by continental
detrital sediments that thicken toward its subsiding central
part. Faults are especially mappable within the competent
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Cretaceous rocks that core the anticlinal structures; how-
ever; near Majel Bel Abbes plain, they are sealed by the
detrital Mio-Plio-Quaternary fill. The most important
aquifer of this region is the Plio-Quaternary, and indeed, it
is intensively exploited. The Miocene sandstone aquifer
characterized by a high porosity and a significant thick-
ness is however exploited by a unique well (Gouasmia
et al., 2022).

3 Results and Discussion

To achieve the main objectives of this study, we have
implemented 46 vertical electrical sounding (VES) using
Schlumberger field arrangements with 1000–2000 m length
AB. These VES allowed to establish three ENE–WSW
profiles (P1–P3) and three NNW–SSE profiles (P4–P6)
(Fig. 1). Only P2 and P5 are illustrated in Fig. 2. The geo-
electrical profiles were established after the interpretation of
VES to determine the geoelectric parameters of the different
layers, namely the real resistivity and thickness. The inver-
sion of the VES data must be calibrated by wells data that
provide real information on the lithology and hydrogeolog-
ical nature of the different investigated levels. Lithological

data from MBA2 (18622) and MAK (19311) wells (Fig. 1)
were used to validate the geophysical results and to estimate
the resistivities of the different lithological levels. The VES
model was used to elaborate the geoelectrical profiles that
allowed to distinguish the following six different geoelec-
trical layers, from top to bottom:

• The first level includes the uppermost detrital materials
with contrasted resistivity attributed to the heterogeneous
Quaternary facies;

• The second geoelectrical unit displays 30 to 50 Ω.m
resistivities varying corresponding to Plio-Quaternary
sandy, clayey and clayey–sandy facies. It constitutes a
main hydrogeological unit that thickens toward the center
of the Majel Bel Abbes basin and exceeds 400 m thick to
the SW of Majel Bel Abbes city.

• The third level is moderately conductive with 15–27 Ω.m
resistivities. It corresponds to the Miocene sandy Beglia
Formation drilled by MAK19311 well in Majel Akrout
(Fig. 1). The top of this Formation deepens to about
580 m under Majel Bel Abbes city. It exhibits *100 m
thick near Majel Bel Abbes city; however, it thins pro-
gressively toward Majel Akrout, in the SE, due to the
deformation of the subsurface geologic layers responsible

Fig. 1 Simplified geological map of the study area with location of the vertical electrical sounding and the geoelectrical profiles
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also of the gap of this Formation in the eastern part of the
study area where Plio-Quaternary series rest uncon-
formably over Upper Cretaceous series (Fig. 2).

• The fourth and fifth levels are both resistant and exhibit,
respectively, 50–72 and >100 Ω.m resistivity. These
levels are interpreted as carbonated facies and are attrib-
uted to the Campanian–Maastrichtian (Abiod Formation)
and the Turonian–Cenomanian, respectively.

• The last level exhibits low resistivities of 19–24 Ω.m and
corresponds plausibly to the Cenomanian marls and
limestones alternations.

The lateral and vertical distribution of VES data and their
possible association in many ranges of resistivity intervals
allowed to distinguish six geoelectrical layers. The Upper
Cretaceous and Miocene layers appear to be deformed;
however, the post-Miocene series come to fill the generated
trough. The geoelectrical interpretation seems accurately
done for a depth of investigation near 700 m; however, in
the deepest part of the geoelectrical profiles, some uncer-
tainties can occur due to tectonic deformations and similar
resistance of rocks from different formations. Therefore, the
clayey facies that appears between the fourth and fifth
geoelectrical levels in Fig. 2b is not easy to decern at a
significant depth, and it is represented as a logical interpre-
tation of the Coniacian–Santonian facies expected to be
intercalated there.

From a hydrogeological point of view, the geoelectric
results have well characterized the two aquifers and eluci-
dated the basin architecture. Indeed, the Plio-Quaternary
aquifer seems to be unconfined and occupies wide area. Its
recharge is ensured by the direct infiltration of meteoric
waters and surface flows from wadis. The unexploited
Miocene sandy aquifer represents a potential strategic
reserve for future water supply. Thus, the results allowed us
to underline the lateral (and so vertical) extension of these
sands, and Fig. 3 delimits the area of possible exploitation of
this aquifer. As recommendation, a piezometric well can be
drilled to the southwest of Majel Bel Abbes to monitor
groundwater levels, determine the Miocene aquifer param-
eters and provide groundwater sample for chemical analysis.
It will help also in deciphering possible hydrodynamic
relations between the aquifers systems of Majel Bel Abbes in
the north and Gafsa North in the south.

4 Conclusions

The geoelectrical study of the aquifer system of Majel Bel
Abbes basin allowed to recognize the basin architecture, the
different lithologies of its sedimentary fill and their hydro-
geological characterization at about 700 m depth. The
results showed that Majel Bel Abbes basin exemplifies a
structural trough in which Mio-Plio-Quaternary series

Fig. 2 Geoelectrical profiles
(a P2 and b P5)
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thicken toward the central part. These series are mainly made
of heterogeneous detrital sediments with important hydro-
geological potentialities. The Miocene sands drilled in Majel
Akrout and the Plio-Quaternary aquifer units constitute
together an unconfined aquifer system. The deep Miocene
aquifer in the region is not exploited yet and is considered a
potential strategic reserve for future water supply. The
results of this study will be useful for the local authorities in
the planning and design of new monitoring and drilling wells
to ensure safe management of groundwater resources in the
region.
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On the Origin of Sand Injectites in Bahrah
Area, Northern Kuwait Bay: A Fluid Dynamic
Numerical Modeling

Filippo Marchelli, Renzo Di Felice, Mubarak Al-Hajeri,
and Aimen Amer

Abstract

This work aims at describing from a fluid dynamic point
of view the occurrence and the origin of sand injectites
outcrops observed in two sites within the Bahrah coastal
plain area, northern Kuwait Bay, through analogies with
the knowledge on spouted beds. For non-cohesive
systems, the channel formation can be easily reproduced
through Eulerian–Eulerian computational fluid dynamics
(CFD) simulations. When a certain fluid inlet velocity is
set, the fluid breaks through the bed of particles creating
the central channel. Cohesiveness, most likely present and
relevant in the field of interest, was introduced by
simulating the fluid–sand multiphase system with the
CFD software adapted to satisfactorily describe previ-
ously reported field observation. To simulate such
systems, the volume-of-fluid (VOF) method yielded the
best results. In fact, cohesiveness can be taken into
account through the Bingham model, which introduces
additional parameters to estimate, and these parameters
determine whether the fluid can create a central vertical
channel or diagonal cracks. The CFD simulations proved
to be a valid tool to reproduce laboratory-scale observa-
tions and may further explain the mechanisms behind
these enigmatic formations, confirming the role of fluid–
solid drag in the creation of the injectites. Future works
will address further development of this approach and the
application on larger scales.

Keywords

Sand injectites � Computational fluid dynamics �
Multiphase systems � Kuwait Bay � Fluid–solid
momentum exchange

1 Introduction

The origin and properties of sand injectites have been
investigated by scientists for centuries, with many aspects
still being unclear (Hurst et al., 2011). Two recent works
have focused on those that can be observed in the Bahrah
coastal plains, northern Kuwait Bay, pointing out their fea-
tures and differences through various analyses (Al-Hajeri
et al., 2020, 2021).

Several geological phenomena, including sand injectites,
are caused by fluid–solid transport phenomena. The under-
lying physical mechanisms are similar to those that can be
found in different fields, such as fluidization in chemical
engineering. Thus, similar modeling strategies may be useful
to obtain numerical predictions that would not be possible to
achieve experimentally. Fluidization has often been repro-
duced through computational fluid dynamics (CFD) simula-
tions, based on the numerical solution of local balance
equations. Different techniques permit reproducing the solid
phase, with advantages and disadvantages (Guo & Yu, 2017;
Moliner et al., 2019a; Pan et al., 2016), also for the case of
soils (Zhou et al., 2019).

Experimental observations from the literature can be
relevant in the context of sand injectites formation: Nermoen
(Nermoen, 2010) shows a comparison of the different
behaviors of non-cohesive and cohesive solid particles when
subjected to a fluid flow. This is comparable to the dis-
crepancies between Site 1 and Site 2 reported in the previous
papers about the Bahrah injectites (Al-Hajeri et al., 2020,
2021). Cohesive forces are common in soils, complicating
the simulation setup. Several approaches have been
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proposed, whose validity depends on the origin and intensity
of the forces (Xu et al., 2022). This preliminary work
investigates the application of such approaches to a physical
configuration that may be useful in understanding the
origin of the Bahrah injectites, reinforcing the hypotheses on
their origin.

2 Methods

We performed the simulations with the well-known com-
mercial program Ansys Fluent. For the sake of brevity, the
equations of the various models are not included here but
can be found in the program’s guide or in previous publi-
cations. The expected fluidization pattern resembles that of
spouted beds (Moliner et al., 2017), which are often simu-
lated via CFD, with both discrete- (Marchelli et al., 2019)
and continuum-based (Moliner et al., 2019) methods for
solids. Since the involved particles are very fine, the latter
are more appropriate due to the lower computational
requirements (Moliner et al., 2019). Non-cohesive particles
are often simulated through the reliable and established
kinetic theory of granular flows (KTGF) (Moliner et al.,
2019). This approach can be modified to include cohesive

forces (Zhong et al., 2020), but depending on the mecha-
nism, the volume-of-fluid (VOF) approach may be more
suitable (Chen et al., 2014; Wang & Song, 2019), especially
when the solid medium is so compact that the fluid cannot
pass through it. In this case, the two phases can be consid-
ered as immiscible. Cohesiveness can thus be included in the
viscosity, often through the Bingham approach (Nogami &
Yagi, 2004), which was employed here.

The simulations focused on a 2D case, with a 7 m width
and a 12 m height, meshed with squared cells with dimen-
sions of 1 cm and a fluid (air or water depending on the case)
entering the volume vertically upward from a 10-cm nozzle
at the center of the base. The simulations began with a bed of
sand (density 2500 kg/m3 and diameter 0.25 mm) settled at
the bottom, with an initial height of 6 m, and were run until a
steady state was reached (typically a few seconds).

3 Results and Discussion

For the case of non-cohesive particles, Eulerian–Eulerian
simulations employing the KTGF seem adequate to repro-
duce the expected behavior of the solid bed. As an example,
Fig. 1 shows the results of a simulation of this kind, which is
similar to the fluid dynamic regime of a spouted bed
(Moliner et al., 2019). The mathematical treatment for this
case is straightforward as the literature is abundant. The
values of the fluid superficial velocity or its pressure, com-
bined with the solids properties, are usually enough to verify
whether it is sufficient to break through the bed of solids and
create a channel, which can be verified through either
empirical correlations (Moliner et al., 2017) or simulations
(Marchelli et al., 2017).

For the cohesive case, various approaches were tested;
Fig. 2 shows a selection. The VOF approach seems more
adequate to represent the less ideal cases, in which cohesive
forces are so strong that hinder the upward movement of the
flow. Conversely, with the KTGF, the fluid is always able to
pass through the bed of particles, which always has a
non-null porosity. Cohesive particles are more challenging

Fig. 1 Volume fraction of sand and air in a non-cohesive case; red is
where sand reaches its maximum volume fraction (0.6), whereas blue is
100% water

Fig. 2 Volume fraction of sand and air in cohesive cases, which from
left to right are: KTGF air–sand simulation with the approach of Zhong
et al. (2020); KTGF water–sand simulation with a null restitution

coefficient; VOF water–sand simulation with low cohesive forces; VOF
water–sand simulation with high cohesive forces
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but more interesting from a modeling point of view, as it is a
much more unexplored topic. The combination of the VOF
method and the Bingham approach seems to be the key to
reproduce some peculiar formations that involve asymmet-
rical shapes. On the other hand, the large number of input
parameters may be detrimental for a field in which experi-
mental observations and measurement are limited, so it is
fundamental to limit the modeling complexity as much as
possible.

4 Conclusions

CFD simulations are able to confirm our initial speculations
about the analogies between the geological phenomena that
lead to the formation of the Bahrah sand injectites and
spouted beds. The theoretical and empirical knowledge on
spouted beds can be fruitfully applied to the formation these
injectites, whose formation process can be simulated by
different CFD techniques. The flexibility and detail of these
simulations may prove to be useful in future studies to show
the influence of several phenomena and operating variables,
helping to shed more light on these enigmatic formations.
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Fluid Identification in Carbonate Stringer
Reservoirs: A Modeling Study from Oman

Hilal Al-Obaidani and Mohammed Farfour

Abstract

Carbonate stringers are self-charging reservoirs residing
inside salt structures and known for their challenging
characterization and fluid identification. We build a
geological model that conceptualizes stringers in some
fields from south Oman Salt Basin. We use the model to
produce P-wave and S-wave velocity, and density
models. The models are used to create pre-stack gathers
from which AVO attributes are extracted. The gathers are
inverted back to impedances and density models using
pseudo-well logs that are created from the input models.
The AVO analysis demonstrated that AVO attributes may
not be able to detect the carbonate reservoirs because of
the increase of Vp/Vs from the Ara salt to the reservoir
rock. However, the post-stack and pre-stack inversion
results suggested that the reservoirs can be detected using
different elastic products, namely Vp/Vs, Poisson ratio,
bulk modulus, and Lambda Rho among other impedance-
based fluid indicator. The result from the study will be
used for the interpretation of a new seismic data which is
acquired in the area.

Keywords

Carbonate reservoir � Seismic � Fluid � AVO �
Stringers � Oman

1 Introduction

AVO analysis attempts to study the behavior of amplitude
with respect to offset (or angles) and relate amplitude vari-
ations to lithology and fluids (Farfour, 2020). Generally,

fluid expressions can be addressed using fluid indicators
computed from primary AVO attributes, namely the inter-
cept and gradient or P-wave and S-wave reflectivities. Over
the years, a number of successful uses of AVO for hydro-
carbon detection and reservoir characterization have been
published. Examples include: Farfour (2020) and Foster
et al. (2010).

Seismic inversion is the process that allows interpreter to
retrieve impedances of geological layers from processed
seismic traces. Different inversion types and workflows are
available in industry. Some of the inversions convert stacked
seismic traces to impedances, while others convert pre-stack
NMO-corrected gathers to P-wave impedance, S-wave
impedance, and density models. Geophysicists use Zoep-
pritz equations and their approximations to model or invert
seismic data. These equations help compute impedances and
density from traces or compute traces from the impedance
and density models.

Carbonate stringers are known for their complicated
characterization due to their heterogeneity, deposition, and
diagenetic properties. Carbonate stringers in southern part of
the Sultanate of Oman are a typical example of such chal-
lenging reservoirs. Different challenges have been encoun-
tered in their imaging and characterization (Al-Barawani &
McClay, 2005; Al-Siyabi, 2005). The aim of this work is to
improve the understanding of these reservoirs by testing
different approaches used in reservoirs delineation and
characterization. This includes AVO modeling and analysis,
post-stack and pre-stack inversion.

2 Methods

We create P-wave velocity, S-wave velocity, and density
model. The models are inspired from Al-Jahdhami and
Healey (2013) and from Al-Siyabi (2005). The elastic
models are used to create synthetic gathers which are then
implemented to compute AVO attributes. The AVO
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attributes are used to perform AVO analysis by computing
different fluid factors. Next, the gathers are used for AVO
inversion to derive impedance and density models within
seismic resolution. From P-wave and S-wave impedances,
we compute different impedance-based attributes such as
Vp/Vs, Poisson ratio, bulk modulus, lame parameters, and
impedance fluid indicators introduced by Russell (2014).

3 Results and Discussion

Figure 1 shows P-wave model that we built for the field of
the study. The model shows that the carbonate stringers are
characterized by their high P-wave velocity, which differ-
entiates them from their surrounding salt bodies. Due partly
to their high compaction and to the high attenuation of
seismic energy caused by the host salt, fluid presence may
not cause large drop in velocity. This makes identifying

fluid-saturated interval challenging. However, Vp/Vs model
in Fig. 2 showed a better capability of fluid detection.

We used values for Vp, Vs, and density from published
papers and from well logs in a nearby field to build the
models and to conduct AVO and fluid modeling. The
analysis inferred that fluid expressions are not easy to
observe in seismic data in general and in pre-stack gathers in
particular. The difficulty of detecting fluid using AVO
attributes is because of the increasing Vp/Vs at the top of the
reservoir unlike the case of common AVO classes in clastic
reservoirs. However, we found also that in case the fluid
presence will cause a considerable drop in Vp/Vs of the
reservoir to values lower than that of the salt, we can start
see fluid expressions.

Figure 3 illustrates modeled gathers using Zoeppritz
equations at the present conditions and in case Vp/Vs drops.
We observe that we will have clear drop in amplitude at far
offset which will reduce the amplitude in stack data.

P-wave velocity model
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showing carbonate stringers in
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Next, to go beyond reflectivity-based AVO, we carried out
pre-stack seismic inversion to produce P-impedance,
S-impedance, and density models from the gathers. We cre-
ated a pseudo-well passing by the fluid-saturated interval.
The data in the well include: Vp, Vs, and density. A number
of inversion workflows were implemented and evaluated.
The inversion tests demonstrated the importance and the
impact of the initial model on the inversion results. We first
used only horizons picked at the top and bottom of the Ara
salt. We found that the salt trend will influence the trend of
the reservoir and will even mask it in some areas. Next, we
included a horizon picked at the top of the carbonate reservoir
to better constrain the inversion process. Editing the latter
horizon has improved significantly the inversion models and

their imaging ability and accuracy. From the inversion, we
extracted a number of impedance-based fluid indicators such
as Vp/Vs, Poisson ratio, bulk modulus, and Lambda Rho, and
others. The latter attributes demonstrated a better capability
in detecting the fluid in the reservoir (Fig. 4).

4 Conclusions

In this study, we conducted a geophysical modeling which
involves elastic properties (Vp, Vs, and density) and seismic
properties (synthetic gathers and stacks) to examine the
ability of AVO reflectivity and impedance attribute for
detecting hydrocarbon-saturated carbonate reservoirs from

Fig. 3 AVO modeling results with present Vp/Vs (top) and after Vp/Vs drops (bottom). Note the drop in amplitude of the reservoir at far offset
(middle reflection)
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South Oman Salt Basin. The AVO attributes derived from
the synthetic gathers showed a difficulty in detecting fluid
expressions because of the increasing Vp/Vs of the reservoir.
However, attributes derived from AVO inversion showed a
better capability in detecting fluid-saturated reservoirs. The
study suggests that to achieve a good detection and char-
acterization of the carbonate reservoirs, a good number of
interpreted seismic horizons and well data is required. It
shows also that the reservoirs will be visible in AVO and
inversion attributes if the presence of the fluid causes a drop
in Vp/Vs of the reservoir.
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Structural Interpretation of the Essaouira
Basin and Its Coastal Zone in Central-
Western Morocco from Gravity Data:
Hydrogeological Implications

Abdelah Khouz, Mohammed Jaffal, Blaid Bougadir, Fatima El Bchari,
Jorge Trindade, Siham Afraou, Azzouz Kchikach, Mustapha El Ghorfi,
Mourad Jadoud, Ahmed Manar, and Jean-Louis Bodinier

Abstract

Located in the central-western part of Morocco, where the
climate is arid and semi-arid, the Essaouira basin is an
area at high risk of water shortage due to the decrease in
precipitation as a consequence of climate change on the
one hand, and on the other hand to the incessant increase
in the demand for this resource necessary for life. That is
why, more and more underground water resources are
used to meet the needs of the population, whether for
domestic use or for irrigation. However, the mobilization

of these resources requires a good knowledge of the
aquifers of the Essaouira basin. The present study was
undertaken with this perspective. Its main purpose is to
achieve a better understanding of the deep structure of
this basin. This study is based on the analysis of gravity
data. The methodological approach involves, in addition
to the qualitative interpretation of these data, the use of
various filtering processes that help map hidden geolog-
ical structures. The obtained results reveal the existence
of a network of faults that complement the structural map
of the study area. Some negative anomalies are clearly
associated with evaporate deposits. However, most of
them are in all probability related to structural lows and
subsided depressions that represent favorable areas for
groundwater accumulation and, consequently, favorable
zones for drilling water exploitation boreholes.

Keywords

Gravity � Filtering � Contact analysis � Structure �
Hydrogeology � Essaouira basin � Morocco

1 Introduction

During the last decades, Morocco has been strongly affected
by climate change, which was responsible for the random
advent of several periods of drought, especially in arid and
semi-arid regions. Located in the central-western part of
Morocco, where this kind of climate prevails, the Essaouira
basin is not spared from the effects of these unforeseen
hazards. It constitutes an area of high risk of water scarcity
because of the rainfall decline and the increasing demand for
this necessary resource. Consequently, the groundwater of
the Essaouira basin is subjected to intense exploitation in
order to meet the needs of water supply for irrigation and
domestic use. However, the mobilization of these resources
requires a good knowledge of the hydrogeology of this
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region, especially the structure of its aquifers. The present
study was undertaken with this perspective. It aims to
investigate the deep geological structure of the Essaouira
basin using a geophysical approach based on the interpre-
tation of gravity data. The methodology involves, besides
the qualitative analysis of these data, the use of different
filtering techniques to delineate the major structural features
of the study area, which includes the Essaouira basin and its
coastal zone. This area represents a vast domain that extends
over 3000 square kilometers and is circumscribed by a
rectangle defined by the latitudes 31.22°N and 32.01°N and
by the longitudes 9.77°W and 9.1°W. The study area
belongs to the Atlantic plains zone of central Morocco,
which extends from El Jadida to Agadir. In the absence of a
perennial stream network in this area, groundwater is the
main source of water supply for domestic needs and
irrigation.

2 Methodology

The gravity data used in this study were kindly provided by
the Moroccan Ministry of Energy and Mines. They are
available as a Bouguer anomaly map established with a
reduction density of 2.3 g/cm3 after a measurement cam-
paign conducted by the General Geophysics Company in
1975 on behalf of the Bureau of Research and Mining
Participations (BRPM, Morocco). The map provided as a
scanned image was digitized in order to have a digital
database necessary for the subsequent processing and map-
ping steps. Such processing particularly includes the contact
analysis approach that allows the detection of geological
structures and the determination of their dip. This approach
is based on the analysis of the gravity field gradient using
horizontal gradient and upward continuation techniques. It
constitutes a useful tool for gravity data interpretation which
is particularly effective in mapping tectonic faults delineated
by density contrasts (Archibald et al., 1999; Jaffal et al.,
2010, 2022).

3 Results and Discussion

The residual gravity map shows several positive and nega-
tive anomalies designated P1 to P10 and N1 to N13,
respectively. The superimposition of these anomalies on the
geological map of the study area provides information on
their origin. Indeed, some negative anomalies are clearly
associated with salt deposits. This is the case of the
anomalies that coincide with the anticlinal folds with Tri-
assic saline core of Jebel Hadid (N1) and Tidzi (N8 and N9).
The N10 anomaly is also related to Triassic evaporates

recognized in the Smimou area. In addition, the circular
shape of the N11 anomaly would similarly indicate the
presence of a salt dome in the south of Essaouira. The other
negative anomalies and the positive anomalies would,
respectively, reflect structural lows and highs due to the
synclinorium structure of the basin, as evidenced by
anomalies N5, N6 and N7, which coincide with synclinal
troughs whose core is occupied by Eocene formations.
Therefore, except for salt-core anticlines, we can consider
that the negative anomalies would represent depressions that
act as receptacles for groundwater accumulation.

Furthermore, the filtering of the gravity data using the
horizontal gradient (HG) and upward continuation (UC)
techniques helps detect various geological structures and
determine their dip direction. The maxima of the HG that
underline the highlighted contacts were superimposed on the
residual gravity map. This clearly shows that these contacts
mark the boundary between the positive and negative
anomalies. They have different shapes, lengths, directions
and dips. In fact, most of the contacts represent linear
structures. Some extend over several tens of kilometers in
different directions: N–S, NE–SW or NW–SE. Others have
circular shapes that mark the boundary of salt domes
(N8, N9, N10 and N11) or relatively closed synclinal
troughs (N7).

At the end of this study, a map summarizing all the results
was established. This document shows that the study area is
affected by a faults network of varying length and direction.
The corresponding rose diagram indicates that these faults
are mainly oriented NNE–SSW, i.e., parallel to the Atlantic
margin. This means that the structuring of the Essaouira
basin is mainly marked by the distensive phase that initiated
the Triassic rifting of the central Atlantic (Hafid, 2000). The
detected faults delineate structural depressions where
groundwater would converge, particularly at the approach to
Jebel Hadid. The latter corresponds to an anticlinal structure
with a saliferous core (Hafid, 2000) that generates a strong
negative gravity anomaly. The existence of this anticline has
major consequences for the hydrogeology of the study area.
Indeed, on the one hand, it constitutes a barrier that separates
the groundwater, which circulates in the Cenomanian–
Turonian aquifer of the Essaouira basin (Jalal et al., 2001),
from that contained in the coastal Plio-Quaternary aquifer
(Fig. 1).

4 Conclusions

In conclusion, the interpretation of the gravity data based on
the contact analysis technique has revealed a network of
geological structures that complement the structural map of
the Essaouira basin. The presence of evaporates deposits in
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the Essaouira basin explains some negative gravity anoma-
lies, but most of them are most likely related to structural
lows that represent favorable areas for groundwater accu-
mulation and, therefore, potentially productive zones.

On the other hand, the evaporate deposits that form the
core of the anticline may affect the salinity of the ground-
water of the two aquifers depending on the structural inter-
connection that the latter may have with the core of the
anticline, which was confirmed with some wells sampling.
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Fig. 1 a Geological map of the study area, b tilt derivative of the residual gravity anomaly
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Geophysical Responses of Paleoproterozoic
Rocks and Structures in Western Mali:
Magnetic and Electromagnetics
Data Analysis

Adama Youssouf Koné, Imen Hamdi Nasr, Adnen Amiri,
Mohamed Hedi Inoubli, Wajdi Belkhiria, Aboubacar Denon,
Souleymane Sangaré, and Saïdou Ly

Abstract

The western part of Mali belongs to the West African
Craton (WAC) which abounds in significant potential for
gold resources hosted in the Birimian Paleoproterozoic
formations. These formations and associated structures are
most often masked by the thickness sedimentary and
lateritic covers. It is why need to use of geophysical
methods. The geophysical signatures of these geological
formations are little studied specially in the Inlier of
Kedougou Kenieba. Previous studies have proposed a
magnetic signature model of geological structures in
western Mali, allowing to characterize some gold-bearing
structures. However, many auriferous structures have a
low magnetic response requiring the use of other
geophysical methods such as electromagnetism. This
allows understanding the resistant or conductor character
of structures. The electromagnetic and magnetic data will
be analyzed out in order to characterize the geophysical
signatures of the structures related to gold mineralization.
These results will be calibrated to geological field data in
order to consolidate the geophysical interpretation. This
study helped to assess the degrees of magnetization and
conductivity of rocks and linear structures within western

Mali. Structures related to gold mineralization have
low-to-moderate magnetism with a high conductivity.
This geophysical signature model is well known in
volcano-sedimentary rocks along the main shear zone as
well as NE–SW trend faults. These results support
previous work in western Mali and are also corrobo-
rated by surface geological data. The geology shows the
presence of gold in quartz veins and facies bearing sulfide
minerals. Generally, the massif sulfide minerals are known
by their high influence on the conductivity of rocks.

Keywords

Geophysical signature � Western Mali � Gold
mineralization � Kedougou-Kenieba Inlier � Birimian

1 Introduction

In western Mali, gold-bearing structures are less expressed
on the surface, which gives an important place to geophys-
ical studies in this region. Previous studies (Diallo et al.,
2020; Koné et al., 2018, 2019, 2021) have characterized
geological structures mostly linked to the gold showings.
This was useful for gold exploration in this region. However,
that there are less information on the geophysical signatures
of these structures, proving in this study the reinterpretation
of available geophysical data of Kossanto area. This study
aims to propose geophysical responses to these structures.

2 Geological Setting

The study area is located in the Kedougou-Kenieba Inlier
(KKI) within the West African Craton (WAC), which is
affected by many orogenic events (e.g., eburnean orogeny)
(Feybesse et al., 2006; Koné et al., 2021). WAC is composed
with the plutonic, volcano-sedimentary, metamorphic and
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migmatites rocks. These formations are known in the Reg-
uibat shield (in north) and that of Leo (in south) as well as
the Precambrian base inlier of Kayes and Kedougou-
Kenieba. The Kossanto area is located in the western
within magmatic and sedimentary rocks (Fig. 1).

3 Data and Methods (Magnetic
and Electromagnetic)

Aerodat collected magnetic data in 1996 with flight line
spacing of 200 m, flight height-120 m and line direction of
N65-245°. Quality control was completed by Sysmin project
(2001). Flight characteristics are: line spacing of 3000 m,
height of 120 m, line direction of N155-335° (Konate &
Reid, 2010). The total magnetic intensity (TMI) map has
been done and interpreted, in order to characterize magnetic
signature of geological structures. The TMI allows under-
standing the variations of magnetic contrast linked the pres-
ence of ferromagnesian rocks. Also, it allows highlighting
the magmatic sources (Blakely, 1996; Koné et al., 2018;
Diallo et al., 2020).

Electromagnetic (EM) data have been collected by
Aerodat in 2002 with the GEOTEM System and have the
follow characteristics: line spacing of 200 m, flight height of

120 m and direction of N245° during Sysmin project
(Konate & Reid, 2010). For other parameters, we have: basic
frequency of 75 Hz, impulsion of 3 ms, emitter buckle of
three turns, dipolar moment of 4.65 � 105 Am2, receptor
sensor with three induction coils (Konate & Reid, 2010).
The conductance has been calculated using the dipolar
moment. The conductivity anomalies can be due to the
presence of metal-bearing material such as gold and asso-
ciated minerals (sulfide).

4 Interpretation

Analysis of the TMI map shows many lineaments oriented
N–S to NNE–SSW, NE–SW, NW–SE and circular
anomalies (Fig. 2a). The circular anomalies constitute the
magnetic response of crystalline rocks. The high magnetic
signals coincide to the basic formations zones (Fig. 2a).
The N–S to NNE–SSW direction is central lineament and
marked by a moderate disturbance of the magnetic signal
along its direction. NE–SW lineaments have low magnetic
signal. Some NW–SE lineaments are marked by low
magnetic response while others are marked by an abrupt
passage between two poles of opposite magnetization
(Fig. 2a).

Fig. 1 Geological map of Kedougou-Kenieba Inlier showing Kossanto area (Masurel et al., 2016)
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The conductivity values range from 931.66 to 11,227.33
microsiemens. The conductivity map highlights a central
conductive lineament (N–S to NNE–SSW) with high con-
ductivity (Fig. 2b). It coincides with the central magnetic
lineament. It is noted NE–SW and NW–SE trends which
have also a high conductivity signal. In the western part, the
conductive NE–SW and NW–SE directions intersect. It is
also noted that many circular anomalies coincide with
resistive anomalies (Fig. 2b).

5 Results and Discussions

The central lineament corresponds to a major accident,
namely senegalo-malian shear zone (SMSZ). Characterized
NE–SW and NW–SE lineaments are spatially tied to this
SMSZ (Fig. 2). They can be qualified as secondary structures
of the SMSZ. Most of lineaments present a high conductivity
response (Fig. 2b). High circular magnetic signals are mainly
associated to crystalline rocks that contain a high magnetic
state minerals such as ferromagnesian and/or others basic

minerals. These rocks are distributed in two anomaly areas:
conductive and resistive (Fig. 2b). Anomalies of Saboussiré,
Kéniébandi and Koussili coincide with intermediate to basic
rock zones while the Linguekoto anomaly is related to
tourmaline sandstones. Those of Kolomba and Sekoto cor-
respond to carbonates/andesites intercalated within volcano-
sedimentary.

SMSZ is defined as the largest shear zone of the region
with a moderately disturbed magnetic signature along its
direction and a high conductivity (Koné et al., 2018, 2019,
2021). NE–SW directions have a low magnetic anomaly.
They are mostly conductive and coincide with quartz vein
zones and fault (Koné et al., 2018, 2019, 2021). NE–SW
directions often cross those NNE–SSW, implying the pres-
ence of a shear corridor. NW–SE trends are expressed by the
abrupt passage between the high and low magnetic values
(Koné et al., 2018). These directions present a low conduc-
tivity, except for a few west of SMSZ. NW–SE directions
mostly coincide with contact zones between magmatic and
metamorphic rocks. These structures have significant geo-
physical responses facilitating their identification (Fig. 2).

Fig. 2 a) Total magnetic intensity (Koné et al., 2018) and b) conductivity map of Kossanto area
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6 Conclusions

Geophysical interpretation helped identifying circular
anomalies comparable to rock areas, which have a high
magnetic signature and low conductivity response. In geol-
ogy, they correspond to outcrop rock areas. Also, this study
allows the characterization of structural directions that have
significant responses magnetic and EM. These directions
correspond to SMSZ and its ramifications. Integration of
magnetic and EM data permits to define geophysical sig-
natures of geological structures in western Mali that will be
contributed to the structures characterization in KKI or even
the WAC.
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Contribution of Geophysical and Borehole
Data in the Study of the Geological
Structures of the Gantour Plateau
and Bahira Basin (Morocco)

Anas Charbaoui, Azzouz Kchikach, Mohammed Jaffal,
Jean Louis Bodinier, Bouazzaoui Eljabbar, Oussama Khadiri Yazami,
Mourad Guernouche, and Es-Saïd Jourani

Abstract

Geophysical methods and geological investigations are
efficient techniques for studying the geological structures
of the sedimentary basins (Jaffal et al. Journal of African
Earth Sciences 193, 2022). By integrating subsurface and
surface geological information, we can improve geolog-
ical modeling and resource exploration. To gather this
information, we use an indirect approach that relies on
geophysical methods and direct observation through
boreholes and surface geological investigations. These
investigations help acquire a variety of geoscientific data
that can be used in resources exploration. This study
focuses on the Bahira basin that hosts, with the Gantour
plateau, an important part of Morocco’s phosphate
reserves. The main objective is to provide a better
understanding of the deep structure of the study area. The
methodological approach adopted in this study concerned
(i) the combined analysis and reinterpretation of existing
geophysical and borehole data and (ii) the implementation
of new electrical resistivity tomography surveys. The
processing and interpretation of gravity data highlight the
major geological structures such as faults and geological
contacts that are totally or partially covered by
plio-quaternary deposits. Additionally, the gravity anoma-
lies perfectly delineated the structural highs in the
basement and sedimentary thickening in depressions

and grabens. Furthermore, the combined analysis of
geoelectrical and borehole data provides more precisions
about the deep geological structure of the phosphatic
series of the Bahira basin, in terms of depth and lateral
changes in thickness.

Keywords

Phosphatic series � Gravity � Electrical resistivity
tomography � Borehole � Bahira basin � Morocco

1 Geographical and Geological Settings

The Bahira basin is located in central Morocco, about 30 km
north of Marrakech. It covers an area of about 5000 km2 and
is limited by the Rehamna Paleozoic massif to the north, the
Mouissate Jurassic plateau to the west, the Jebilet massif to
the south, and Oued Tessaout to the east.

The study area is part of the Moroccan Meseta domain. It
represents a synclinal basin that separates the Jebilet and the
Rehamna Hercynian massifs (Karroum, 2015). From the
geological point of view, the Bahira basin presents a tran-
sition from Paleozoic to Quaternary deposits (Fig. 1), and
includes the Maastrichtian-Eocene phosphatic series, which
outcrops in the Gantour plateau where it is currently being
extracted in open pit mines (Ihbach et al., 2020).

2 Materials and Methods

The Bahira basin has been the subject of regional gravity and
vertical electrical sounding (VES) surveys (Fig. 1). The
gravity measurements were made by the Moroccan Ministry
of Energy and Mines for mineral exploration purposes, while
the VES survey was carried out by the Tensift Basin
Hydraulic Agency as a part of a hydrogeological investiga-
tion project. The survey consisted of twelve VES profiles
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along the eastern part of the Bahira basin (Fig. 1) (Jaffal
et al., 2022).

In this study, data from these two geophysical campaigns
were analyzed. As part of the compilation and interpretation
of the available data, we established twelve geoelectrical
models (denoted A to L) and two borehole correlation sec-
tions (AB and AC) (Fig. 2b). These results help to charac-
terize the Bahira basin in terms of overall structure and
thickness variation of the sedimentary deposits.

Furthermore, to provide detailed images of these deposits
in the subsurface, ERT surveys were carried out along four
profiles in the study area. The electrical prospection was
performed using a Wenner-Schlumberger array with a unit
electrode spacing of 10 m, and the acquired resistivity data
was processed using the Res2Dinv software. An example of
the elaborated ERT geoelectrical models is represented in
Fig. 2c.

3 Results and Discussion

The analysis of the gravity data reveals the existence of
several positive and negative anomalies (Fig. 2a). A com-
parison of gravimetric and geological data shows that, in

general, positive anomalies correspond to outcropping areas
of the Paleozoic basement, while negative anomalies corre-
spond to the sediment fillings of depressions.

To better visualize the structure of the plio-quaternary
cover and the Lutetian limestones, the thickness of these two
formations was interpolated through the 12 geoelectrical
sections obtained from VES data. The established map for
the Eocene thickness, presented in Fig. 2b, clearly shows
that the Bahira basin corresponds to an extended east–west
depression where the Eocene thickness exceeds 80 m (red–
orange colors). Local depressions, where this thickness is
above 90 m, are observed at profiles J and G.

The cross-sections established from borehole data illus-
trate the thickness changes of the Eocene formations which
overlay either the Senonian marls or directly the Paleozoic
basement.

The analysis of ERT sections reveals the existence of a
first high-resistive superficial level (>280 Ω.m) (Fig. 2c).
This level represents calcareous encrustations that can be
easily seen in the field and play a crucial role against the
erosion of the phosphatic series. The resistivity increases
progressively with depth, especially in the central part of the
profiles. In this area, the ERT model shows moderate
resistivity, represented by yellow and green colors. Such

Fig. 1 Location of the geophysical surveys and the boreholes correlation profiles on the geological map of the study area
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values may correspond to the weathered upper part of the
basement. Further in depth, resistivity values are higher
(>200 Ω.m) and correspond to the electrical signature of the
Hercynian basement.

4 Conclusions

The aim of this study was to investigate the deep structure of
the Bahira basin and the Gantour plateau which hosts sig-
nificant phosphate reserves of Morocco. A multidisciplinary
approach was conducted to provide a more accurate under-
standing of the sedimentary fill of the Bahira basin and its
lateral variations. The combined analysis of geophysical and
borehole data was able to reconstruct the deep geological
structure of this basin. These findings have important
implications for future mining and hydrogeological investi-
gations in the studied region.
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Information System-Articulated Geophysical
Engineering and Survey Designs
and Plans—Managing Field Operations
and Environments

Shastri Nimmagadda, Andrew Ochan, Mahtab Rashidifard,
and Ausama Giwelli

Abstract

Surveyors, explorers and managers investigate for
improvements in geophysical operations in hassle-free
environments, including planning, survey designs and
budgetary regulations. The critical tasks are field crew
induction, wildlife and domestic animal protection, oil
spill prevention, land management, built-up areas and
shot hole drilling. Geophysical field-data acquisition tasks
include survey planning, landowner and community
consultations, ecological awareness, operations, road
and truck movements and campsite establishment.
Besides, field and cable layouts, survey type, arrays,
machinery and source usage and latitude and longitude of
survey areas need attention while scrutinizing survey
operations, including a detailed examination of geological
features. Waste management, explosive ordinance areas,
abandoning survey areas and campsites are added chal-
lenges while managing geophysical field operations.
Under survey operations, careful handling of chemicals
and hazardous material management, emergency
responses, geophysical survey completions and environ-
mental audits need attention in project executions.
Manageable crop compensations in the fields can ease
settlements with farmers and landowners whose lands are
damaged by geophysical surveys. Finally, rehabilitation
of field areas is focused on abandoning seismic lines and
tracks, including campsites. The research aims to examine
the challenges of the geophysical surveys in a diverse

range of environments, including land use. We interpret
various entities and dimensions of the geophysical survey
designs, plans to articulate, and model field operations
and the environments for which databases are opera-
tionalized. We construe the entities and dimensions for
articulating Information Systems (IS) artefacts in geo-
physical engineering. Several schemas are prepared
pertinent to geophysical operations, environment aware-
ness, men, machinery and materials movement and
management, including hazards, time and budgetary
constraints to integrate data-driven structures in reposi-
tory systems. We propose a shared common ontology
approach with knowledge-based connectivity between
attribute dimensions. Multidimensional structures are
designed to unify metadata and its management. The IS
artefacts are reusable by changing key attributes such as
period and geography attribute dimensions. The approach
facilitates easy handling of geophysical operations and
environmental challenges by explorers, surveyors and
managers involved in geophysical surveys, including land
procurement and disaster management, to acquire quality
geophysical data.

Keywords

Geophysical surveys � Field operations � Environment
management � Survey designs

1 Introduction

In prospecting areas, acquiring quality data is decisive for
interpreting prospective land-based drillable exploratory
locations in the upstream businesses (Dentith & Mudge,
2018; Nimmagadda, 2015). Unless we have valuable con-
nectable multidimensional data, it is difficult to interpret the
petroleum prospects in the investigating areas. The geo-
physical survey planning, survey design, survey operations,
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including rehabilitation are vital entities of any data acqui-
sition task (Aleshin et al., 2018; Curtis & Maurer, 2000).
Different attribute dimensions are construable from these
entities. Several dimensions and types are interpreted in each
entity to model the attribute models for exploratory
metadata.

2 Aims of the Study

The research purpose is to identify several attributes of geo-
physical survey planning, survey designs and operations and
interconnect them to assess how each affects the other. We
take help of the Information System (IS) tools and technolo-
gies to resolve the issues and challenges (Nimmagadda,
2015). Objectives of the study is to design various multidi-
mensional data schemas that depict the knowledge-based

attribute models. Secondly, develop an integrated framework
to manage data acquisition practices in any land-based data
acquisition systems.

3 Methodology

To build constructs and models (data models) that integrate
multiple dimensions and accommodate in an integrated
framework (Nimmagadda, 2015), we have designed five
different schemas pertaining to seismic survey planning,
survey design, seismic survey operations and rehabilitation,
including pandemic entities and dimensions to draw the
framework with various tasks (Aleshin et al., 2018; Curtis &
Maurer, 2000; Dentith & Mudge, 2018). We have identified
several attribute dimensions for mapping and modelling, as
summarized in Table 1.

Table 1 Identifying entities and dimensions for mapping and modelling

Entities and
dimensions

Connectable attribute dimensions Primary keys Secondary keys to connect with primary keys

Survey planning Planning, risk assessment Planning ID Environment ID, survey ID and operation ID

Regulation Acquisition, contracting Regulation ID Planning ID, survey ID and operations ID

Landholder and
community
involvement

Landowner, community involvement Landowner ID Road and tracks ID, planning ID, campsite ID

Environment
awareness

Regulatory, rehabilitation, field operations,
campsites

Environment ID Field operation ID, roads and tracks ID,
rehabilitation ID

Operating
procedure

Operations, designs, roads Operations ID Field designs ID, roads and tracks ID

Roads and tracks Field designs, operations, roads Roads and tracks ID Field design ID, operations ID, regulatory ID

Campsites Campsites, environments, crews, planning Campsite ID Environment ID, crew ID, planning ID

Survey design Survey operations, designs, machinery use,
planning

Survey design ID Field operation ID, planning ID, machinery
use ID

Timing Completion, operations, resources
management, landowner, time

Timing ID Operation ID, survey design ID, resources
management ID

Grid layout Wildlife protection, operations, designs,
environment

Grid layout ID Design ID, operation ID, environment ID,
wildlife protection ID

Machinery use Operations, designs, environments,
landowner agreements

Machinery use ID Operation IS, design ID, environment ID,
wildlife protection ID

Survey operations Crews, environment, wildlife protection, land
management, shot holes, waste management

Survey operation ID Environment ID, crew ID, shot hole ID, land
management ID, emergency ID

Crew induction Safety and health, pandemic management,
vaccination, environment, testing, campsite

Crew ID Campsite ID, environment ID, pandemic ID

Wildlife protection Environment, operations, survey designs,
shot holes, spill prevent

Wildlife protection ID Environment ID, spill prevention ID, shot
hole ID, survey operation ID

Land management Landowner, regulatory, lease, environment,
operations, designs, campsites

Land management ID Environment ID, operations ID, design ID,
planning ID, campsite ID

Shot holes Environment, surveys, designs, roads and
tracks, land management

Shot Hole ID Operation ID, design ID, environment ID

Waste management Environment, campsites, operations, designs,
rehabilitation

Waste management ID Environment ID, campsite ID, operation ID,
design ID, rehabilitation ID, regulatory ID

(continued)
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Table 1 (continued)

Entities and
dimensions

Connectable attribute dimensions Primary keys Secondary keys to connect with primary keys

Survey area Survey operations, designs, environment,
planning, survey areas

Survey area ID Operation ID, design ID, environment ID,
planning ID

Chemicals
management

Regulatory, safety, hazardous material
management, operations

Chemical
management ID

Regulatory ID, safety and security ID,
operations ID

Survey completions
—environment
audits

Survey completions, land use, landowner,
regulatory, planning, operations

Survey completion ID Operation ID, design ID, rehabilitation ID,
environment ID, planning ID, compensation
ID

Rehabilitation Planning, regulatory, timing Rehabilitation ID Planning ID, survey ID, operation ID, roads
and tracks ID

Geophysical lines Survey designs, operations, roads and tracks,
rehabilitation

Geophysical lines ID Operation ID, design ID, roads and tracks ID,
safety ID, crew ID

Campsites Rehabilitation, planning, regulatory, roads
and tracks

Campsite ID Rehabilitation ID, planning ID regulatory ID,
roads and tracks ID

Pandemic Crew induction, environment Pandemic ID Environment ID, campsite ID

(a)

Fig. 1 Fact constellation schema—connecting multiple subschemas
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These attribute dimensions are used to build various data
schemas. One of such schemas is presented in Fig. 1. Var-
ious subschemas relevant to survey planning, design and
operations are connectable in a large fact constellation
schema.

4 Discussions

An integrated framework is designed to map and model the
attributes of geophysical survey planning, survey design and
field operations, so that the entities and dimensions are made
relatable to each other. Multidimensional warehouse or
repository is purported to conduct data mining and visual-
ization of survey data views and their interpretation. The
framework can facilitate data acquisition managers to carry
out and reiterate survey designs and operations. In addition,
data acquisition resources can be optimized through these
robust modelling methodologies. Additionally, ontologies
can be developed to support methodologies, as detailed in
Nimmagadda (2015), with systematic development of data
repositories (Fig. 2).

The tasks of the framework are staged in a single canvass
to benefit the integration process. Several artefacts in artic-
ulating the framework are analyzed as mentioned in different
stages (1) to (7). Stages are (1) data acquisition, (2) big data
characteristics, (3) types of data structures, (4, 5) mapping
and modelling, (6) data warehousing and (7) data mining,
visualization and interpretation tasks.

5 Conclusions and Future Vision

The documented entities and dimensions are useful for
modelling multidimensional attributes. So far, we have
described the precautions taken during geophysical data
acquisition and exploration of energy resources. The
framework is extendable to various other entities, such as
drilling, production and marketing entities. The fact con-
stellation schema can be adaptable and flexible in different
geological settings. The framework has immense value in
organizing survey designs and operations. Typical benefi-
ciaries of the research are data acquisition managers, data
analysis and energy explorers.

1

423

5

6

7

Fig. 2 Framework development—mapping and modelling survey operations

218 S. Nimmagadda et al.



References

Aleshin, I. M., Burguchev, S. S., Perederin, F. V., et al. (2018).
Versatile geophysical data acquisition system. Seismic Instruments,
54, 562–564. https://doi.org/10.3103/S074792391805002X

Curtis, A., & Maurer, H. (2000). Optimizing the design of geophysical
experiments: Is it worthwhile? EOS Transactions AGU, 81(20),
224–225. https://doi.org/10.1029/00EO00161

Dentith, M., & Mudge, S. (2018). Geophysical data acquisition,
processing and interpretation. https://doi.org/10.1017/cbo97811390
24358.004

Nimmagadda, S. L. (2015). Data warehousing for mining of hetero-
geneous and multidimensional data sources. Verlag Publisher.

Information System-Articulated Geophysical Engineering... 219

http://dx.doi.org/10.3103/S074792391805002X
http://dx.doi.org/10.1029/00EO00161
http://dx.doi.org/10.1017/cbo9781139024358.004
http://dx.doi.org/10.1017/cbo9781139024358.004


Forward Modeling and Inversion of MRS
Relaxation Signal: Application
to the Phosphate Series in Youssoufia
and Khouribga Deposits (Morocco)

Fatim-Zahra Ihbach, Azzouz Kchikach, Mohammed Jaffal,
Konstantinos ChaliKakis, Jean-Louis Bodinier, and Es-Said Jourani

Abstract

The magnetic resonance sounding (MRS) method is one
of the most used techniques in hydrogeophysics that
directly quantifies the water content distribution from
surface measurements. Direct MRS modeling is usually
performed as a part of the planning phase of an MRS field
survey, with the aim of determining the feasibility and
usefulness of this method in a given hydrogeological
context, by evaluating the MRS signal amplitude of one
or more aquifer layers, using their lithological and
piezometric characteristics derived from actual field data.
The direct modeling of the MRS signal, of Youssoufia
and Khouribga phosphate deposits, was calculated using
the lithological and piezometric characteristics derived
from boreholes data. The MRS signal was then calculated
considering the maximum, average and minimum values
of the water content (WMRS) and the relaxation time
(T2*) for different electromagnetic noise levels. MRS
modeling results show that the Youssoufia mining sites

are highly adapted to the use of the MRS method even
with significant magnetic noise levels. However, the
application of the MRS method in the hydrogeological
context of Khouribga mining sites depends strongly on
the electromagnetic noise level in the investigated area,
but also on the characteristics of the aquifer.

Keywords

Hydrogeophysics � MRS modeling � Phosphate
deposits � Youssoufia � Khouribga � Morocco

1 Introduction

Direct MRS modeling makes it possible to calculate a model
of the subsoil similar to that obtained by inversion, by
evaluating the MRS signal amplitude of one or more aquifer
layers, deduced from their real field lithological and piezo-
metric data. This direct calculation in MRS was carried out
during the field planning phase (Boucher et al., 2003), in
order to determine the applicability of the method in a given
geological context, to know the MRS signal magnitude that
can be expected while carrying out field measurements, but
also to have an idea of the MRS signal measurement con-
ditions (Legchenko, 2013).

2 Methodology

The MRS direct modeling requires prior knowledge of
several parameters, the most important are: the lithological
units of the sedimentary cover, their thicknesses, their
resistivities, the relaxation times T2* corresponding to each
type of geological formation and finally the piezometric
level necessary to determine the saturated formations and
therefore the water content. The modeling process is usually
done in several steps (Fig. 1):
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• First, the creation of the geoelectrical model of the
studied site with n layers, n resistivity and n−1 thick-
ness. In this study case, the subsurface geoelectrical
models were mainly obtained from the resistivity data
acquired from the ERT and TDEM methods applied
previously on these sites. These models are considered
in the calculation of a matrix used in the modeling
process.

• Establishment of the geological model: It consists of
defining all the lithological layers and assigning to each
the water content and the relaxation time according to the
geological and lithological nature.

• The last step concerns the modeling of the data with the
“SAMOGON” software. It aims to visualize the signal
corresponding to the model created. When the latter is
saved, all the files necessary for a simulation of an RMP
sounding are created automatically and can be reversed
by the “SAMOVAR” software, taking into account the
level of electromagnetic noise.

Thus, the MRS response of the phosphatic series was
analyzed according to the following parameters:

• Water content (WMRS)
• Relaxation time (T2*)
• Electromagnetic noise level.

3 Results and Discussion

3.1 Youssoufia

Results obtained from the MRS modeling process (Fig. 2) in
the Youssoufia site show that the MRS method is highly
applicable in the hydrogeological context of Youssoufia
mining sites.

The average conditions of T2* and WMRS at this site
allowed us to have significant data even with noise values

Fig. 1 Summary of the MRS direct modeling process (Ihbach, 2021)
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exceeding 300 nV, and it is only from 600 nV that the MRS
signal becomes more or less noisy and insignificant.

3.2 Khouribga

Results obtained from the MRS modeling process (Fig. 3)
in the hydrogeological context of Khouribga mining sites
show that the application of the MRS method depends

strongly on the electromagnetic noise level in the investi-
gated area, but also on the characteristics of the aquifer.
They also show that even if we consider an aquifer with
good characteristics, its detectability will be very limited if
the electromagnetic noise exceeds 50 nV. This is mainly
due to the significant depth of the aquifer in this context,
but also to the conductive nature of layers above the aquifer
that attenuates the response of the MRS signal deeper
(Girard et al., 2007; Legchenko, 2013).

Fig. 2 Results of the MRS inversion model at Youssoufia site with the minimum, average and maximum values of T2* and WMRS at different
noise levels

Fig. 3 Results of the MRS inversion model at Khouribga site with the minimum, average and maximum values of T2* and WMRS at different
noise levels (Ihbach, 2021)
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4 Conclusions

The direct MRS modeling results of the Youssoufia deposits
showed that this site is highly favorable for the use of the
MRS as a groundwater exploration technique. It clearly
shows that a significant MRS signal can be measured even
for an aquifer with mediocre characteristics and moderate
noise levels. It also reveals that only a noise level greater
than 600 nV can affect the application of the MRS method if
we consider an aquifer with medium characteristics.

However, the direct MRS modeling of the phosphatic
series of the Khouribga sites shows that the application of
the MRS method depends strongly and firstly on the level of
electromagnetic noise, and then on the characteristics of the
aquifer in this area. It also shows that the detectability of the
aquifer can be very limited if the electromagnetic noise
exceeds 50 nV, even with an aquifer with good character-
istics. This is mainly due to the significant depth of the

aquifer in this context, but also to the conductive nature of
the layers above the aquifer, which attenuates the MRS
signal response deeper.
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Cesium Magnetometry for Characterization
and Preservation of an Archeological Site
at Argamum, Romania

Sorin Anghel, Andrei Gabriel Dragos, and Gabriel Iordache

Abstract

Argamum-(Orgame) is one of the four oldest Greek
settlements established on the shore of the Black Sea
alongside Callatis, Tomis, and Histria. Founded around
the middle of the seventh century BC, on the northern
coast of Dobrudja-Romania, the ancient city occupies the
entire area of Cape Dolojman, which dominates an
important lagoon complex located south of the Danube
delta. The main purpose of the geophysical surveys,
which were made in the spring of 2022 by using the
cesium vapor magnetometer (G-864), was to identify the
fortification elements and adjacent buried structures in
the main gate zone specific to this type of settlement and
to establish a new archeological research strategy. The
delimitation area for the magnetic survey was chosen in
accordance with the presence of ceramic material on the
surface. By subsequently using a Trimble R4 GPS
system, two grids, aligned in a north–south direction
inside the fortress near the main gate, were assigned and
traced with respect to the geomorphological configuration
and vegetation present on the site. The data were
bidirectionally collected by surveying a grid characterized
by a line spacing of 1 m and a sample rate of 25 readings
per meter. This paper presents the interpretation of the
large magnetic anomalies observed on the two investi-
gated grids. Archeological research carried out in 2022
confirmed the results obtained by using the geomagnetic
survey method and by revealing the existence of fortifi-
cation walls and adjacent buildings in the main gate zone.
In the second phase, we used the Potent Q software to
model the dimensions, positions, shapes, and tilt of the
buried artifacts. Finally, the geophysical study performed
at the ancient city’s main gate area demonstrated that

magnetometry is capable of providing a rapid overview of
the distribution of buried artifacts, which may prove
useful for future excavation planning.

Keywords

Cesium magnetometry � Sensor � Archeology � Buried
structures � Argamum

1 Introduction

The most important archeological site, Orgame/Argamum
(Fig. 1), is located on the Black Sea coast of Romania,
providing more than two millennia of inhabited area.

The Orgame/Argamum site, dated to the seventh century
BC (Lungu et al., 2017), is located in Tulcea County,
Romania, and has proven to be one of the largest archeo-
logical sites in Romania. GeoEcoMar conducted several
geophysical investigations on this site in the spring of 2022,
including magnetic surveys. The magnetic maps obtained
through this method revealed many linear buried structures,
interpreted as ancient walls.

2 Methodology

The Argamum archeological site was investigated via a
magnetic method in the spring of 2022. The survey was
carried out on two perimeters located on both sides of the
main gate. Data acquisition faced some difficulties caused by
the touristic features.

S. Anghel (&) � A. G. Dragos � G. Iordache
National Institute for Research and Development on Marine
Geology and Geo-ecology—GeoEcoMar, 024053 Bucharest,
Romania
e-mail: soanghel@geoecomar.ro

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Bezzeghoud et al. (eds.), Recent Research on Geotechnical Engineering, Remote Sensing, Geophysics
and Earthquake Seismology, Advances in Science, Technology & Innovation,
https://doi.org/10.1007/978-3-031-48715-6_50

225

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48715-6_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48715-6_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48715-6_50&amp;domain=pdf
mailto:soanghel@geoecomar.ro
https://doi.org/10.1007/978-3-031-48715-6_50


The measurements were performed using a Geometrics
G-864 cesium magnetometer (Fig. 1) following longitudinal
and transversal profiles with a spacing of 1 m. The diurnal
variation was recorded using a G-856 proton magnetometer
(Butler, 2005). The magnetic measurements were referenced
in real time through the employment of a high-precision
Talisman GPS, incorporated in the G-864 magnetometric
system, and for improved localization of the perimeter’s
networks, another RTK GNSS system (Trimble R4) was
subsequently used.

For an enhanced interpretation, a digital terrain model
was created by processing a set of aerial images acquired by
a DJI Phantom Pro V2.0 UAV system.

3 Results and Discussion

Following the summer campaigns of 2022, we have
achieved the first data acquisition for the Argamum arche-
ological site. The integrated interpretation of the geological
and geophysical information and the archeological excava-
tion made in the field, corroborated with the information
from the specialized literature, highlighted enclosure walls,
other buried walls, and buried streets.

Cesium magnetometer surveys were conducted to iden-
tify buried walls, pithouse boundaries, and activity areas
outside of pithouses in support of archeological investiga-
tions, and to test this instrument’s ability to image these
features.

The increased availability of cesium magnetometric
investigations provides the possibility to extend the
investigation of individual archeological sites into a much
wider archeological context, maximizing the information
that can be recovered in a relatively short period of
fieldwork.

The magnetic field anomaly map for each perimeter was
created using the Oasis Montaj software (Figs. 2, 3, and 4).
A large positive magnetic anomaly (red color) was detected
and associated with walls and streets because many building
materials that were used in antiquity retain remnant mag-
netism induced by ceramic, bricks, and other terracotta
components. In conclusion, all discovered walls are com-
posed of a mixture of limestone, ceramic remains, and
bricks. Considering the mortar used for the building of
ancient walls, it contains certain concentrations of ceramic
elements characterized by a high magnetic susceptibility.

The high sensitivity of the cesium magnetometer used in
this study helps identify some low amplitude anomalies in

Fig. 1 Argamum archeological
site—aerial view (left side)—data
acquisition with magnetometer
G-864 at Argamum archeological
site (right side)
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Fig. 2 Magnetic field anomaly
map—left side perimeter
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the left side perimeter. The profile B-B’ sampled across one
of these anomalies has been subject to quantitative inter-
pretation using Potent Q software (Iliceto, 1971); which
helps characterize the causative magnetic source, considered
as a buried wall, in terms of form, inclination, and depth
(Fig. 3).

We choose the B-B` section because it was validated by
archeological excavation executed after the magnetic data
acquisition (Fig. 2).

In the final part, all geophysical investigations were
confirmed through the archeological survey (Fig. 2). Related
to the perimeter from the right side of the main gate, we
observe from the magnetic anomaly map the major positive
anomaly correlated with buried walls (Campana et al.,
2008), ceramic artifacts, and burned area (Fig. 4).

The positive anomalies (red color) have the same direc-
tion as the walls discovered in archeological excavations.

4 Conclusions

The employment of interdisciplinary research methods in
archeology has, once again, proven to be highly valuable
and effective, as exemplified by the magnetometric
prospections of the Argamum archeological site. That the
use of noninvasive techniques and their correlation with
topographical information can be used to pertinently elabo-
rate an excavation strategy for the archeologist constitutes
the main idea advanced in this paper. Furthermore, the
magnetic method presented above proved to be adequate for

Fig. 3 Modeling process for section B-B’
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Fig. 4 Magnetic field anomaly
map—right side perimeter
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identifying possible fortification. As the data were registered
and processed, there was a notable similarity, especially
concerning the artifacts discovered using the cesium mag-
netometer and buried artifacts discovered in archeological
surroundings on the land. Magnetometry instigations were
also useful in identifying differential destruction of the
archeological record in various parts of the site as a result of
plowing and erosion. Identifying sources and extent of dis-
turbance has practical importance for archeologists.
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Application of Deep Learning
for Low-Frequency Extrapolation to Marine
Seismic Data in the Sadewa Field,
Kutei Basin, Indonesia

Asido Saputra Sigalingging, Sonny Winardhi, Ekkal Dinanto,
Wahyu Triyoso, Andri Hendriyana, Sigit Sukmono,
Pongga D. Wardaya, Erlangga Septama, and Rusalida Raguwanti

Abstract

The success of full-waveform inversion (FWI) modeling
depends on many factors, i.e., initial model, source
wavelet, and low-content. Low-frequency seismic data is
extremely important for FWI as it allows for accurate
sub-surface imaging and increasing the resolution of
sub-surface features, while also providing information on
overall sub-surface geological features. However, the lack
of low-frequency data can lead to cycle-skipping which
could negatively affect the results of the inversion
process. To resolve this issue, low-frequency data can
be reconstructed using artificial intelligence or deep
learning algorithms. In this study, we utilized a convo-
lutional neural network (CNN) algorithm to automatically
extrapolate the low-frequency data from band-limited
Common Shot Gather (CSG) seismic data in time domain
without any preliminary processing steps. The CNN
model was tested and validated with synthetic seismic
data to select the best model. The best model was then
applied to marine seismic data in the Kutei Basin, East
Kalimantan, Indonesia. The results demonstrate that deep
learning has been accurately applied to extrapolate low
frequencies in marine seismic data with an RMS error
below 1% and that it produces results that are in line with
the broadly established in conventional seismic process-

ing methods (i.e., deghosting). Therefore, our study can
be a powerful and effective alternative method to estimate
the low-frequency content in the seismic reflection data of
other areas.

Keywords

Deep learning � Convolutional neural network (CNN) �
Low-frequency � Seismic imaging

1 Introduction

Full waveform inversion (FWI) is one of the sub-surface
modeling techniques that provides high-resolution values of
the physical properties of rocks through the tomography
process of seismic data (Pratt, 1990; Tarantola, 1984). The
results of the FWI optimization process frequently may not
converge to a global minimum and instead get stuck at a
local minimum due to several factors, including inaccurate
initial models that do not represent the complex geological
structure, source wavelets, seismic noise, and the loss of
low-frequency content in the seismic data.

The main factor affecting FWI results is the loss of
low-frequency content in seismic data (Bunks et al., 1995)
which naturally contains information about geological
trends. Therefore, the low-frequency content is essential for
the FWI process to avoid the velocity model from con-
verging to a local minimum (Hu et al., 2017). In this study,
we have selected Sun and Demanet's modified convolutional
neural network (CNN) model (Sun & Demanet, 2018, 2020)
as the regression model, since deep learning has the
advantage of being able to directly predict low-frequency
content without preprocessing of the raw data, which is
rarely practicable by conventional methods. Therefore, we
used this model to achieve the objective of extrapolating
low-frequency content as an end-to-end process in 2D
seismic data (i.e., synthetic and real data).
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2 Theory and Methods

Artificial neural networks (ANNs) are machine learning
techniques that mimic biological learning mechanisms.
Neurons, cells in the human nervous system, are modeled as
perceptrons in ANNs. Each perceptron processes input and
performs a linear calculation to generate output. Nonlinear
processing is achieved by transforming outputs through an
activation function. The perceptron represented mathemati-
cally as y = f(x, w), where x is input, y is output, and w is a
parameter that sets the function. Convolutional neural net-
works (CNN) are a type of artificial neural network
(ANN) commonly designed to process data with a grid-like
topology, such as images. The CNN utilized convolutional
layers to scan and analyze image data, by using filters and
pooling layers to reduce dimensionality, which allows the
CNN to extract features from images. The feature extraction
process is executed through the convolution of the input data
and a filter kernel, which enhances the informativeness and
pattern sensitivity of the input data. In this study, instead of
applying CNN for 2D image classification, we used CNN
working as regression for 1D signal processing which was
successfully experimented by Sun and Demanet (2018) to
perform low-frequency prediction of seismic data.

In this study, the low-frequency content of seismic data is
extrapolated using the convolutional neural network
(CNN) algorithm. The input data for the CNN consists of

band-limited seismic data, which is dominated by
high-frequency content, and the output generated is the
low-frequency content of the seismic data. The architecture
of the CNN comprises six blocks consisting of convolutional
layers, dropout layers, and fully connected layers, as illus-
trated in Fig. 1. The first five convolutional layers are
equipped with 32 filter kernels, each with a size of 80, while
the final layer has only one filter kernel, reducing the number
of model parameters. Regularization is achieved through the
implementation of a 20% dropout layer, with two dropout
layers, to prevent overfitting. The number of units in the
fully connected layer is set to twice the number of samples in
the input layer. Both the convolutional layer and the fully
connected layer utilize PreLU (Hu et al., 2017) as the acti-
vation function. The optimization method employed is
adaptive moment estimation (Kingma & Ba, 2014) with a
learning rate of 5 � 10–4.

The dataset used in this study comprises of seismic
synthetics, which were generated by simulating acoustic
wave propagation through the finite difference method, and
velocity models obtained from the Marmoussi models
depicted in Fig. 1. The simulation process involved using 30
shots and 256 receivers for each model, with a 15 Hz
dominant frequency Ricker wavelet serving as the source,
and a 6 s time length, with a 10 m grid space in both the
horizontal and vertical axes. The open-source Python library,
Devito (Luporini et al., 2020), was used to perform the

Fig. 1 CNN regression model architecture consists of six convolutional blocks with regularization and a fully-connected layer (Sun and Demanet,
2018)
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simulations. After applying a Butterworth filter to divide the
synthetics into low- and high-frequency domains, the input
and output were then sampled at 8 ms, which helped reduce
the parameters and normalize the data. The dataset was ready
for training only after all preprocessing steps had been
completed (Fig. 2).

The implementation of the model shown in Fig. 1 was
carried out using the popular deep learning frameworks in
Python, TensorFlow, and Keras. The training process was
performed on a GPU Quadro M2000, taking more than two
days with 300 epochs and a batch size of 64. As observed in
Fig. 3, a faster decrease or convergence of MSE error
occurred at smaller batch sizes. However, after testing each
combination of models with varying batch sizes, it was
determined that a batch size of 32 produced smaller and
more stable average prediction results and prediction error.

The convergence of the training process is faster with a
smaller batch size since the model learns fewer data patterns.
However, this also results in a reduction in the model's
ability to predict the data in general, making it important to
choose the appropriate batch size. Based on the results of the
parameter tuning analysis, the optimal batch size was
determined to be 32. The model was trained with a larger
number of epochs and a batch size of 32 on real data
(Fig. 4).

3 Results

The selected deep learning model, with a batch size of 32
and 300 epochs, was trained and tested on seismic data
obtained from the forward modeling of the BP-Tooth

Fig. 2 12 submodels were extracted from the Marmousi model to
compile the training dataset. In these submodels, 30 shots per model
and 256 receivers per shot were utilized. Approximately 70% of the

total traces generated were utilized for training data, while the
remainder was used for testing

Fig. 3 Training is carried out
with the same dataset, but the
batch size training parameter is
made to varied 16, 32, 64, and
128, respectively, the error value
(RMS) is represented by a line
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velocity model. The BP-Tooth velocity model differs from
the submodels used in the deep learning training process,
and the wave propagation simulation process was carried out
with different geometries. The results of the test are pre-
sented in Fig. 5. The low-frequency prediction generated by
deep learning was highly accurate, as evidenced by an RMS
error value of < 1%, and its trend was highly similar to the
actual data. This result indicates that the generated deep
learning model is effective in predicting with different
velocity models and geometries.

An evaluation of a convolutional neural network
(CNN) deep learning model using synthetic data has been

carried out, and the model has been applied to predict
low-frequency seismic content in the Sadewa Field, Kutei,
Indonesia. Prior to its utilization as input for the deep
learning model, the raw seismic data was preprocessed by
normalizing its amplitude and applying high-pass filtering
with a cut-off frequency of * 10 Hz. Figure 6 presents a
comparison of the CNN model's performance with conven-
tional deghosting methods for low-frequency reconstruction
to evaluate the accuracy of the deep learning model’s pre-
dictions. The comparison results indicate that the deep
learning model's predictions are effective on real data, as the
predicted low-frequency trend is in line with the actual data,

Fig. 4 Prediction of seismic low-frequency content was performed
using several models that varied in batch size. The results showed that
the model with a batch size of 32 produced a smaller error value

compared with other models. Thus, this model was selected as the
optimal model for the prediction of real data
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although some shallow time seismic events may not be well
reconstructed due to strong seismic noise. The successful
testing of the deep learning models on both synthetic and
real data holds promise for this method to serve as an
alternative approach for predicting low-frequency content in
other field seismic data, owing to its demonstrated accuracy
and effectiveness.

4 Conclusion

The performance of the CNN model was evaluated on
synthetic data and was found to have the ability to predict
low frequency, despite differences in the velocity and
acquisition geometry models used for training. The best

Fig. 5 Results of a low-frequency prediction from a BP-Tooth velocity
model; the predicted results are on the left and the actual (synthetic)
results are on the right. Comparison of the two results indicates that

deep learning is highly effective and accurate in making predictions,
even when the data being predicted differs in terms of velocity model
and acquisition geometry

Fig. 6 Illustrates the results of a low-frequency prediction performed
on real data from the Sadewa Field in Kutei, Indonesia. The results
demonstrate the efficacy of the deep learning model on real data, as the

predicted low-frequency trend is in agreement with the actual data.
However, it is noted that some shallow time seismic events may not be
accurately reconstructed due to the presence of strong seismic noise
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model was applied to real seismic data in the Kutei Basin.
The results showed that deep learning can effectively be used
to extrapolate low-frequency content in marine seismic data,
with an RMS error below 2%. However, it is imperative to
eliminate any noise present in the real data before using the
model. The utilization of deep learning algorithms as an
alternative method for predicting low-frequency content in
seismic data has shown promise, as preliminary results have
demonstrated its effectiveness and relative accuracy.
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New Modified Design of Accelerated Weight
Drop (AWD) for Shallow Seismic Survey:
A Field Test, Results and Evaluations

Alfian Bahar and Fatkhan Fatkhan

Abstract

The reflection seismic is technique to image subsurface
structures to depth of thousand meters. In addition, the
method is also applied to shallow targets with depths from
10 to 1000 m, for engineering problems and site inves-
tigations. Even though shallow seismic method is only
scaling of reflection seismic method, problems encoun-
tered in the survey operation are not simple. Problems are
cost and environmental issues, particularly related to
sources used. The use of explosive seismic sources has
implications for costs and environmental issues. One
promising source option is an accelerated weight drop
(AWD). The use of AWD as seismic source is highly
dependent on surface conditions of survey area. There-
fore, an AWD design that is suitable for various types of
survey areas is needed. A new prototype has been
developed as an improvement over previous prototype.
The design modification is intended to increase penetra-
tion depth and widen frequency band of the source signal.
Important criteria have been considered in AWD’s
design, such as impact energy (penetration and band-
width), repeatability, portability, economical and envi-
ronmentally friendly. This paper reports performances test
of prototype AWD for generating seismic sources to
obtain high-quality data. The survey was conducted to
test performances. There is no specific target of geolog-
ical structure in areas. The survey located in a densely
populated area was conducted using 100 units of wireless
seismometer (5 m interval) and shot point interval of
15 m. The recorded data has been processed using a
standard seismic data processing workflow. The results
show that the reflected signal is visible at a depth of

50 ms to 800 ms or about 50–700 m, with a signal
frequency of up to 100 Hz with good image quality. The
criteria of penetration depth and frequency band have
been achieved. Survey cost to obtain 0.5 km is less than
500 USD. This AWD has met other expected design
criteria, economical and low environmental impact.
Results are better than the old prototype and product in
the market.

Keywords

Accelerated weight drop (AWD) � Design of seismic
sources � Shallow seismic survey

1 Introduction

Shallow seismic survey is conducted to image subsurface
geological structures at a depth of 10 to 1000 m. The method
is applied to engineering, site investigation, etc. The shallow
seismic method is a scale of conventional seismic methods.
However, problems encountered are different, such as costs,
permitting and environmental issues. Three issues are
directly related to selections of seismic source used.

There are types of seismic sources for land that are
explosive (dynamite) and non-explosive. The use of explo-
sive sources is effective in terms of energy and signal
bandwidth. However, it often encounters permitting issues
and costs, and environmental impacts. Meanwhile, non-
explosive sources such as weight drops, vibrators, are
alternative choices. Weight drops or accelerated weight drop
(AWD) is a promising option, because it is simple compared
with others. Even if there are designs and specifications,
these AWDs are not necessarily suitable for all area condi-
tions such as residential areas, forests in which access roads
are not always available. Therefore, a reliable AWD design
is needed by considering all requirements in terms of oper-
ational and performances.
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2 The Designed AWD

The AWD generates seismic wave using an impact mecha-
nism against the ground surface. Basic principle of the
weight drop system is mass weight m is dropped from a
height h to the ground. When the mass hits the base plate,
the momentum is completely transferred to the ground sur-
face. This transfer of momentum occurs in the impact time
interval (Dt). The interval represents pulse width of action
force applied to the ground directly related to frequency of
source signals.

In market there are several commercial AWD products
available. These products use a different designed concept,
since they have a different target survey area and penetration
depth. There is no single type of AWD that is suitable for all
purposes. To deal with those problems, a design concept has
been chosen for a new AWD which is simple, flexible and of
high performance. Simple means using easy in equipment
and operation. Flexibility is related to its use suitable for
most of terrains and targets. High performance means that
seismic signal has sufficient energy (target depth), and good
signal bandwidth (target resolution), repeatability and
economical.

The first prototype of AWD has been designed and built
by handmade (Bahar et al., 2019). The prototype has a mass
of 250 kg and used an elastomer rubber belt as an acceler-
ator system. The lifting system of mass weight uses a
chain-gear mechanism driven by gasoline engine. The pro-
totype, named AWD250V1.0, is mounted on a trailer. Even
though the AWD technically works well, the criteria for
energy and bandwidth are still not met. A new modified
AWD design has been built to address these issues.

Goal of the designed this new prototype is that energy
effectiveness is increased without changing weight mass.
This can be done by reducing the bounce back effect by
providing a base plate retaining mass. The frame and base
plate mass are balanced with the weight mass. To reduce the
bounce back effect of the weight mass, weight is divided into
two parts, the solid mass at the bottom and the loose sand in
the container at the top. Accelerator is not utilized, however
it will be used when energy is still not enough.

3 The Test Survey

Testing performances were conducted in a densely populated
area. The survey line is a 500 m long following access roads.
These conditions are ideal for the use of a weight drop. The
line location is heavy traffic due to population activities.

3.1 Recording Method

Recording data use 100 wireless geophones, with a receiver
interval of 5 m. The data are acquired using a fixed receiver
position, while the shot point position moves along the
survey line with the interval of 15 m. Each shot point
location was recorded 5 times, then the records were stacked.
During the recording process, traffic activities are not stop-
ped. This survey is not intended to study subsurface struc-
tures but just to evaluate the performance of AWD source.

As seen in Fig. 1, the recording is consistent, both in
terms of energy and bandwidth of signal. To test the
repeatability of the source, it is necessary to study the

Fig. 1 Single shot records (ffid
6006–6009) and (red square) is
stacked shot records
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changes in the amplitude and wavelet shape from each
recording of the same shot point.

3.2 Processing Data

Seismic processing is applied to field recording data to
obtain a stack section. Sequentially, processing steps applied

are data input, preconditioning (filter and stacking single
shot records), geometry setup, denoising, amplitude correc-
tion, deconvolution, velocity analysis and CMP stack. For
display purposes, scaling (AGC), filtering and FX decon
processes are utilized. The display of semblance velocity is
shown in Fig. 2. Figure 3 shows final stack before and after
bandpass filter.

Fig. 2 Semblance velocity analysis shows good reflection signal coherency

Fig. 3 Final stack section without filter (left) and After bandpass filter 60-18-150-72 (right)
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4 Conclusions

• The second prototype of the AWD generates source well.
Moreover, it can produce good data quality as seen in its
signal responses.

• The AWD source meets requirements needed, such as
repeatability, portability and economical, provided surface
and subsurface are relatively flat. It may be ideal for area
with limited access and sensitive environmental issue.
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Break-Out Prediction as a Chip Cutting
by Milling Machine for Wellbore Stability
in Geomechanics

Mohatsim Mahetaji, Jwngsar Brahma, and Rakesh Kumar Vij

Abstract

Wellbore instability is caused by formation break-out or
drilling-induced fracture. Formation break-out and
drilling-induced fracture depend on the formation strength
and in situ stresses near the borehole. The main objective
of this study is to use the concept of milling machine
theory to predict the break–out depth of the formation.
A new approach is proposed for the prediction of
formation break-out dimensions for maximum wellbore
stability. The formation break-out is due to the stress
concentration around the borehole. This stress concentra-
tion acts as an additional shear cutting force to break a
formation. The shear cutting force is similar to the milling
cutting tool force for the same formation to produce an
equal dimension chip. The formation cutting force causes
break-out by an imaginary milling tool. This additional
shear cutting force plays an important role in the
calculation of the break-out dimension. The concept of
milling machine theory is applied to develop the math-
ematical model for the prediction of break-out dimension.
Through this study, it has been observed that the depth of
the break-out is the function of the break-out angle and
yield strength of the formation. Shear cutting force around
the wellbore is the maximum at a point near the minimum
horizontal stress direction that produces break-out.
Break-out angles can be calculated theoretically, empir-
ically (using failure criterion) and actual (using image
log). It has been shown that the radial stress acting on the

boundary of the wellbore is not responsible for the shear
failure of the formation. In this study, a relationship
between break-out and stresses around the borehole has
been established. The new relation established through
this study may help to predict break-out dimension from
the shear strength of the formation and stress profile. Till
date, no such literature is available for the prediction of
break-out dimensions for the wellbore stability in geome-
chanics. The proposed mathematical model helps us to
design a cost-effective and safe well in the geologically
complex reservoir for exploitation and exploration of
hydrocarbon.

Keywords

Wellbore stability � Geomechanics � Break-out
prediction � Mathematical modeling

1 Introduction

Wellbore instability on the geomechanical stress point of
view is due to the stress concentration around the borehole.
Three perpendicular principal stress acting on the borehole is
given as a vertical stress, minimum horizontal stress and
maximum horizontal stress. Inclination angle of the bore
hole is also impacted on the stress contraction around the
borehole (Al-Ajmi, 2006). Prediction of the break-out is not
easy as there are lot of other reasons for it like formation
strength, drilling and completion practice, tectonic effect and
more. In this paper, a new theory is derived for the break-out
estimation from stress profile. Hypothesis for this study is “if
cutting force acting on the chip is same as a force acting on
the formation due to tangential force acting on borehole then
dimension of the break-out and chip cut by milling tool is
same”. This theory is also applied for finding the maximum
stress near to the wellbore from break-out dimensions (from
image log) (Zhang, 2019).
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Compressive force acting perpendicular to the maximum
principal stress breaking out of the formation is shown in
Fig. 1. Now unbalanced force on the single side of the
break-out is working as a shear cutting force by imaginary
milling machine. Imaginary milling tool cut first-half of the
break-out in a side and another tool cut second half of the
break-out in opposite side. In this study, detailed analysis is
done for the determination of unbalanced force and a new
theory is proposed as a chip cutting by milling machine
(Chattopadhyay, 2011).

2 Theory

Stress profile for strike-slip faulting regime is taken to
understand a break-out theory. Stresses acting around the
borehole as radial direction and tangential direction is given
in Fig. 2a. In this figure, borehole circular periphery cut it
out from the minimum horizontal stress point-A for better
understanding of stress concentration.

Stresses acting on the point P on the periphery of the
borehole is given in the Fig. 2b. Now unbalanced force
acting on the point P due to the maximum horizontal (rH),

minimum horizontal (rh) and radial stress (rr). Unbalanced
force in the tangential direction (rT ) is acting as a cutting
force whenever unbalanced radial force (rR) is not respon-
sible for the break-out but prevent the fall.

Now, value of rT and rR are given by rT ¼ 0 at A, B, C
and D and rR ¼ rr � rh at A and C and rR ¼ rr � rH at B
and D point P in the first quadrant:

rT ¼ rH cos a� rh sin a ð1Þ

rR ¼ rH sin aþ rh cos a� rr ð2Þ
For the second, third and fourth quadrant, equation of the
tangential and radial force is changed with the changing of

direction. Resultant force is given by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2T þ r2R
p

and resul-
tant angle with radial direction is tan�1 rR=rTð Þ. Now when
rT ¼ 0, then point P given as P� and the polar angle at that
point is given by the half break-out angle (a�Þ given as

a� ¼ tan�1 rH=rhð Þ ð3Þ
This rT is as force by the milling machine. Now

dimension of cutting chip compared with the break-out
given in the Fig. 1. As milling machine theory failure is

Fig. 1 Break-out as a chip cutting by milling machine

Fig. 2 Stress distribution at radial direction and tangential direction with polar angle
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Pti ¼ Aið ÞPs ð4Þ
Ps = specific strength of the formation = form factor (f )*

shear strength (ssÞ and break-out thickness is

ai ¼ rT
fBss

ð5Þ

From Mohr-Coulomb criterion (Labuz & Zang, 2012):

ss ¼ ðrm � sm sin/Þtan/þ c ð6Þ
Here: rm mean effective stressð Þ ¼ rH þ rhð Þ=2

sm maximum shear stressð Þ ¼ rH þ rhð Þ=2

3 Results and Discussion

A case study of the exploratory gas offshore well at the
Netherlands is taken with appropriate input as a gamma ray
(gr), sonic log (DTSM and DTCO), porosity log ðUÞ, density
log (q) and resistivity log (Rdeep). The mechanical Earth
model (MEM) is used to predict mechanical properties to
find stress profiles (Mahetaji and Brahma, 2023), as shown
in Fig. 3b. Lithology around the wellbore is given in track
(a), shear strength is calculated with Mohr-Coulomb criteria
track (c), track (d) is tangential stress and track (e) is pre-
dicted break-out as mud density is taken 1.5g/cc and cali-
brated and validated with track (f) of actual break-out driven
from caliper log.

4 Conclusions

Break-out prediction as an imaginary cutting by milling
machine is the new approach in geomechanics, as till date,
no such literature is available for the prediction of break-out
dimensions as a function of shear strength of the formation
and stress profile. Further stress profile for the exploratory
well is also estimated from the image log as break-out
dimensions is also the relation of the unbalanced force acting
on the borehole. This proposed mathematical model helps us
to design a cost-effective and safe well in the geologically
complex reservoir for exploitation and exploration of
hydrocarbon. This theory is also applicable to maintain
wellbore stability in real time.
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Real-Time Optimum Drilling Mud Weight
Prediction by New 3D Criterion to Manage
Wellbore Stability in Challenging
Environments

Mohatsim Mahetaji, Jwngsar Brahma, and Rakesh Kumar Vij

Abstract

Drilling mud weight and wellbore orientation are conve-
nient factors to manage wellbore stability. Improper
selection of these convenient parameters causes the
formation break-out or drilling-induced fracture. The
main objective of this study is, to predict the optimum
drilling mud weight with the concept of a new 3D failure
criterion and drilling-exponent (D-exponent) factor for the
proper maintenance of wellbore stability in challenging
environments. The new failure criterion is derived as the
function of principal stresses acting on the in situ rock. To
prevent the formation break-out, optimum mud weight is
calculated by the proposed criterion. Stresses around the
wellbore acted in the cylindrical coordinate, so the kirsch
equation converted all orthogonal stress into the cylindri-
cal coordinate. A theoretical model calculates optimum
mud weight by the proposed failure criterion and existing
criteria like the Mohr-Coulomb criterion and the
Mogi-Coulomb criterion. The D-exponent factor further
corrects this suggested mud weight by real-time monitor-
ing the drilling event. Mohr-Coulomb failure criterion
overestimates the formation's strength as the criterion
neglects the intermediated principal stress. Mogi-
Coulomb criterion gave a dual result for optimum mud
weight due to the quadratic equation of octahedral shear
stress. Optimum mud weight prediction by the above
methods is comparatively less accurate than our proposed
model. The proposed criterion considers the effect of
intermediate principal stress as a linear function of all
stresses that make the mathematical model more effective
and reliable for real problems. The predicted mud weight

is updated in real-time monitoring by the D-exponent
factor considering the drilling parameters like penetration
rate (ROP) and tool cutting speed (RPM), weight on bit,
and borehole diameter. This proposed model is also
recommended for exploratory wells to predict and imple-
ment drilling parameters to maintain wellbore stability.
The proposed new 3D failure criterion is an extended form
of the Mohr-Coulomb criterion, where the roles of
intermediate stress are also considered to predict optimum
mud weight to keep the wellbore stable in a challenging
environment. The proposed model is further helpful for
maintaining wellbore stability in the exploratory well in
high-pressure and high-temperature well, and environ-
mentally challenged well by real-time monitoring.

Keywords

Wellbore stability � Geomechanics � 3D failure
criterion � Mud weight prediction � D-exponent

1 Introduction

Drilling mud weight and wellbore orientation are convenient
factors to manage wellbore stability. Wellbore instability in
geomechanics is due to the break-out of the formation due to
the compressive failure as lower weight selection or due to
the drilling-induced fracture due to higher mud weight
(Al-Ajmi & Zimmerman, 2005). Proper selection of these
convenient parameters is important to maintain wellbore
stability. Real time monitoring of the mud weight plays an
important role for exploratory well where knowledge of the
formation and uncertainty of reservoir. Drilling exponent is
the useful tool to maintain wellbore stability as it continues
prediction of the pore pressure (Das & Chatterjee, 2017;
Eaton, 1975). Real-time pore pressure is implemented on the
optimum mud weight selection using linear 3D failure cri-
terion. The main objective of this study is, to predict the
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optimum drilling mud weight with the concept of a new 3D
extended Mohr-Coulomb failure criterion (Mahetaji et al.,
2023) and D-exponent to maintenance of wellbore stability
in challenging environments. A case study from the online
dataset via the Dutch Oil and Gas Portal (NLOG) is taken to
apply on actual data on this theory and then used to validate
it (https://www.nlog.nl/datacenter/brh-overview; Maleki
et al., 2014).

2 Theory

The new failure criterion is derived as the function of prin-
cipal stresses acting on the in situ rock (Fig. 1). To prevent
the formation break-out, optimum mud weight is calculated
by the proposed criterion. Stresses around the wellbore acted
in the cylindrical coordinate, so the kirsch equation con-
verted all orthogonal stress into the cylindrical coordinate.
A theoretical model calculates optimum mud weight by the
proposed failure criterion and existing criteria like the
Mohr-Coulomb criterion and the Mogi-Coulomb criterion
(Ulusay, 2015; Van Adrichem Boogaert & Kouwe, 1993).
The D-exponent factor further corrects this suggested mud
weight by real-time monitoring the drilling event.

New 3D extended Mohr-Coulomb failure criterion with
considering all three principal stresses acting around the bore
hole is given as

r1 ¼ 2c sin c
ð2� 2 sin/m þ cÞ r2 þ

2þ 2 sin/m þ c
ð2� 2 sin/m þ cÞ r3

þ 2 2þ cð Þ � c � cos/m

ð2� 2 sin/m þ cÞ
ð1Þ

Here c is weighting factor, c is cohesion, /m is the friction
angle, and r1; r2 and r3 are principal stresses around the
borehole.

This new failure criterion is applied in Mechanical Earth
Model (MEM) for prediction of the optimum mud weight
(Mahetaji & Brahma, 2023). Input required for this MEM is

taken from the logging while drilling tool and wire line
logging tool. Drilling exponent is the relation of the rate of
penetration, speed of the tool (RPM), weight on bit (WOB),
bit diameter (D), normal pressure (pn), and mud weight ðpmÞ
and is given as

DCexponant ¼
log10

ROP
60RPM

� �

log10
12WOB
D�106

� �
pn
pm

ð2Þ

Now, as at the time of the drilling, based on the formation
lithology and pressure profile drilling parameter changes and
it impacts on the value of the DC: Real-time value of the DC

predicts the stress profile around the borehole as new 3D
failure criterion is used for the prediction of mud weight that
has been corrected for maintaining wellbore stability.

3 Results and Discussion

For validation of this new theory, a case study of the
exploratory gas offshore well at the Netherlands is taken
with appropriate input as a real-time monitoring. Lithology
around the wellbore is given mostly claystone, sandstone,
limestone, anhydrite, and dolomite.

Wireline well log data (from 2175 to 2350 mTVD) is
selected as an input to find out stress profile. MEM with
appropriate empirical correlation with present lithology
between input (Caliper, GR, newton-density and porosity
and deep resistivity) and stress profile as a output
(rh; rH ; and rr). Optimum mud weight from above method
on case study is given in Fig. 2. First track is giving the
actual value DC and normal value DCn at the time of the
drilling. The value of DCn is given by the equation

DCn ¼ 0:000175D2 þ 1:57 ð3Þ
Second track in Fig. 2 is the predicted value of the pore

pressure and third track is showing the optimum mud weight
based on the above method. Mud weight suggested based on
this theory is around 2–4 g/cc that is higher than actual used

Fig. 1 Flow diagram of the
methodology
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mud weight at the time of drilling that is 1.5 g/cc. Mud
weight suggested is based on the drilling practice and
lithology present at that point of drilling. Above method
continuously improves drilling mud weight.

The formation's strength is overestimated by the
Mohr-Coulomb failure criterion because it ignores the
intermediated stress. Due to the quadratic equation of octa-
hedral shear stress, the Mogi-Coulomb criterion produced
two results for the ideal mud weight. The proposed criterion
takes into account the impact of intermediate principal stress
as a linear function of all stresses, improving the accuracy
and dependability of the mathematical model for actual
applications. The D-exponent factor updates the expected
mud weight in real-time monitoring while taking drilling
parameter like ROP, RPM, WOB, and borehole diameter
into account. This proposed model is also recommended for
exploratory wells to predict and implement drilling param-
eters to maintain wellbore stability.

4 Conclusions

This proposed novel 3D failure criterion is an extension of
the Mohr-coulomb criterion, which develops considering the
effects of intermediate stress on formation failure. Mud
density calculation to prevent by new 3D linear failure cri-
teria gave better results than the Mohr-Coulomb criterion as
it neglects the effect of intermediated principal stress on the
break-out of the formation. Wellbore stability should be
maintained considering all six possible situations in

high-pressure, high-temperature, and environmentally chal-
lenging wells. This hybrid approach improved minimum
mud density by considering the drilling exponent for
real-time monitoring.
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Joint Tomographic Inversion Using First
Arrivals, Moho-Reflected Phases, Local
and Teleseismic Events in the Region
of Arraiolos (Portugal)

Ines Hamak, Piedade Wachilala, José Borges, Nuno Dias, Inês Rio,
and Mourad Bezzeghoud

Abstract

For several years, geoscientists studied the seismicity of
Arraiolos (central Portugal) which shows persistent but
diffuse activity. Due to the slow Iberian intraplate
deformation, it is difficult to observe a correlation
between earthquakes and outcropping faults which induce
a complexity in the interpretation of tectonic processes
hidden behind the occurrence of the observed seismic
activity. To overcome this issue, the study of the variation
of velocity structures within depth in three-dimensions is
obtained through seismic tomography. The crustal image
will help to better constrain the seismicity. As it is
generally unlikely to obtain a uniform distribution of rays
sampling a medium, several approaches can be followed
to enhance the tomographic imaging. In order to improve
the ray coverage, we add reflected PmP and SmS phases.
Following the Mw4.9 magnitude earthquake (January
15th, 2018), a temporary network of 34 seismic stations
[21 short-period stations (Institute Dom Luiz, IDL) and
13 broadband stations (Institute of Earth Science, ICT)]

were deployed recording a number of 437 earthquakes
during a period of 6 months. The additional local and
teleseismic events were detected on seismograms and
relocated from a set of 12 broadband stations (DOCTAR
network—Deep Ocean Test Array) operating between
May 2011 and September 2012. In this study, a first
inversion was performed from the Arraiolos aftershock
sequence, generating crustal images that covered only a
small part of the area and showing a poor ray density,
mainly due to the narrow distribution of hypocenters. To
significantly improve the resolution of the model, addi-
tional events and seismic phases are integrated in the
process with the purpose of detecting the eventual
presence of blind faults, correlating velocity layers with
geological units and relocating the seismic events within
the crustal model. This broader approach can be applied
to any region of the world.

Keywords

Aftershock sequence � Seismic tomography � Later
seismic phases � Arraiolos region

1 Introduction

Seismic tomography is a methodology used for decades to
image deep layers of the inner Earth and figure out its
geodynamics processes. The Mw4.9 magnitude earthquake
occurred on the 15th of January 2018 in Arraiolos (Portugal)
around 11.51 am at a depth of 11 km (located by the Insti-
tuto Português do Mar e da Atmosfera, IPMA) (Borges et al.,
2018; Matias et al., 2019). This main shock has aroused the
interest of geoscientists, who started to conduct seismolog-
ical studies in order to understand the seismicity of the
region (Matos et al., 2018). The outcome of each research
has characterized the seismic activity of Arraiolos as diffuse
but persistent. Additionally, it came out that none of the
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outcropping faults were active nor responsible for the seis-
micity of the area. Nevertheless, Araujo et al. (2020) have
mapped two strike-slip faults Ciborro and São Gregorio
faults that are intersecting in Aldeia da Serra, the highest
point of the region, describing a reverse focal mechanism.
He generated a hypothetical model that undoubtedly led to a
better understanding of the tectonic mechanism hidden
behind the observed seismic activity. However, additional
investigations still need to be carried out (Fig. 1).

To clarify the unanswered questions regarding Arraiolos
seismotectonic, a joint seismic tomography inversion was
performed in this study, integrating global and local events
as similarly as Moho-reflected phases (PmP and SmS)
aiming the obtention of P and S waves distribution and the
characterization of the crustal structure through all direc-
tions. By adding earthquakes and different ray trajectories to
the study, a uniform distribution of hypocenters around the
whole area will be obtained and consequently increase the
ray density for a better resolution of the crustal model. Thus,

the seismic activity will be well-constrained, and the tectonic
processes clarified.

2 Methodology

A first inversion was performed using LOTOS code, created
by Ivan Koulakov in 2009, based on the improvement of the
Thurber approach (Koulakov, 2009). This seismic tomogra-
phy has integrated the aftershock sequence recorded after the
earthquake of Arraiolos occurred, comprising 437 events
recorded by 34 seismological stations during a period of
6 months (Jan–June 2018) (Wachilala et al., 2019). This code
is based on an iterative method that allows the simultaneous
inversion of P and S waves and the source relocation within
the 3D velocity model. The improvement of velocity distri-
bution is observed iteration by iteration starting with the
optimization of the hypocenter location within the 1D velocity
model integrated at the beginning of the inversion process. As

Fig. 1 Topographic map with the aftershock sequence that followed
the main shock (2018) and the additional local events (May 2011–Sept
2012) used in this stage of study. The triangles represent the

seismological stations operating for different periods of time belonging
to three different local networks (DOCTAR, IDL and ICT)
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the distribution of aftershocks used for the first inversion was
narrowly concentrated in a local point within depth, it has
generated a poor ray coverage enabling to image only a small
part of the region (Fig. 2) (Hamak et al., 2020). To better
constrain the tomographic images within a larger region, later
phases (PmP and SmS), teleseismic events and additional
local earthquakes are intended to be integrated to the inver-
sion (Xia et al., 2011). Nevertheless, the approach proposed
by LOTOS code was not suitable for this purpose and had to
be abandoned for this stage of the work.

Picking PmP and SmS phases is one of the most chal-
lenging part of this study. Therefore, on a first step, the
computation of PmP and SmS was conducted using pre-
dicted travel times, calculated from the 1D velocity model of
the region on the purpose to obtain the eventual position of
the arrival time of the phase. Then the visualization of
amplitude changes on the rotated components (HHR, HHT)
in the surrounding of the theoretical arrival time is carried
out. Considering the approach of Nakajima et al. (Nakajima
et al., 2002) the later phases were detected on the basis of the
following characteristics: (1) the particle motions orientation
being the same for P and PmP phases, as similarly as S and
SmS, shows that they arrive at the station as compressional
and shear waves, respectively (Fig. 4), (2) the large ampli-
tude suggests that they are reflected in a sharp velocity
discontinuity and (3) the difference between SmS and S
arrival times is equal to 1.7 times the difference between
PmP and P arrivals. However, a more precise methodology
needs to be employed to predict the travel times of the
reflected phases. This new approach is based on the use of

the fast-marching code called FMTOMO (Rawlinson &
Sambridge, 2005) that allows the integration of several types
of phases (teleseismic and local events) to obtain the
tomographic model.

3 Data and Results

3.1 Preliminary Seismic Tomography

The preliminary distribution of P and S waves velocities
using LOTOS code are shown in Fig. 3. As the hypocenters
were located in a narrow space, a uniform distribution of
seismic rays was unlikely to be observed, which led to the
generation of poorly resolved velocity images. The reloca-
tion of the aftershock sequence and the obtention of P and S
velocity distribution were obtained with an RMS of 0.036 s
for P waves and 0.051 s for S waves. The dataset used in this
first stage of inversion was able to generate velocity con-
trasts for only a small region with a low resolution near the
surface (Fig. 2).

3.2 Integration of Later Phases, Local
and Teleseismic Events to the Seismic
Tomography

In this study, a local station network named deep ocean
test array (DOCTAR, University Potsdam, Portugal) was
used, composed of 12 broadband stations operating from

Fig. 2 Area of best ray coverage
for Arraiolos region. Red dots
represent the relocated epicenters
after the obtention of the 3D
velocity model and blue squares
represent the station network.
Two cross sections 1A–1B and
2A–2B were chosen to visualize
the results. The yellow star
represents the main shock
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May 2011 to September 2012 (Fig. 1). Teleseismic and
local events were relocated by performing the detection
of P and S arrival times on DOCTAR seismograms. PmP
and SmS phases were as well detected based on two
main analyses, only on local events, which are: particle
motion orientation and amplitude changes on rotated
components as in Fig. 4. This detection was carried out
for events with a magnitude higher than Mw1.7, to
conduct an efficient phase picking. Figure 4 shows an
example of PmP phase detection for the event that
occurred on the 13th of July, 2012 with the magnitude of
Mw2.5.

4 Discussion and Future Work

The velocity images obtained after the first inversion have
shown a start of aftershock alignment that needs to be
explored into more detail and on a wider scale. An
anti-correlation between P and S waves anomalies is
observed on the location of hypocenters, which is generally
related to rock with specific properties or fluid content. As
one of the objectives of this work is to detect the eventual
existence of blind faults, it is important to increase the
number of events, enhance the ray coverage and image a

Fig. 3 P and S velocity anomalies distribution within depth beneath the two cross sections shown on Fig. 2. Blue squares represent seismological
stations and red dots indicate aftershocks locations. On the right side the color variation represents the velocity anomalies values in percentage (%)
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larger area. By generating a velocity model of a wider
region, the deformation mechanism hidden behind the
observed seismic activity will be finally elucidated.

To reach this purpose, a deeper exploration of the
FMTOMO code will be conducted during these months to
hopefully generate first images of velocity contrast. In order
to figure out the specific functioning of the software, a deep
focus on each step of the inversion process needs to be
carried out. Therefore, the new tomographic methodology
used in this project aiming the additional integration of later
phases and teleseismic events will be performed, providing
reliable results. Finally, showing the efficiency of this new
approach of seismic tomography will enable its use in any
other regions of the world presenting the same problem.
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Evidence of Seismic Gap in Al Hoceima
(Morocco): Implication for Seismic Hazard

Hamza Akka, Abdelilah Tahayt, Ismail Es-Sabbar, Hafid Ouammou,
Nacer Jabour, and Elia d’Acremont

Abstract

This paper uses high-resolution seismic profiles of the
complex active zone of Al Hoceima (Morocco) to
illuminate the active fault system, acquired along a main,
10 km long transect cutting across the strands of an active
fault system in Al Hoceima bay area. The investigation
approached was to tackle and follow faults vertical offset.
The final seismic sections led to identify faults on the
profiles and to distinguish the likely-active ones, with
visible wide deformation features, where normal
strike-slip faults trend N–S and NW–SE, principally
related to the major Al Idrissi strike-slip fault system. To
aid interpretation of this complex setting, we comple-
mented seismic images with seismicity catalogs and focal
mechanism solutions to investigate the active tectonics.
These faults are accommodating an important part of the
complex seismotectonic movements. Seismicity catalog
in the Al Hoceima area exhibits a moderate seismic
release (Mw < 6), with shallow depths mostly � 20 km,
focal mechanisms suggest mainly a strike-slip regime
with a subvertical r3 and subhorizontal r1 implying a
transtensional regime in the area. The seismicity seems to
be confined between two major faults: Trougout in the
east and Rouadi in the west. However, this trend is no
longer respected in the last 2 years as seismic activity is
shifting toward the eastern side of the Trougout fault.
Moreover, a seismic gap zone around this fault is evident
considering the instrumental seismicity catalog of last

100 years. This fault system and related seismicity could
represent a potential hazard for neighbor cities.

Keywords

Earthquake � Focal mechanism � Active tectonics � Al
Hoceima bay � Rif � Morocco

1 Introduction

The Rif belt, located in northern Morocco, is widely con-
sidered as an active region. It is also recognized as a mod-
erate seismic hazard zone (Cherif et al., 2017). Within this
seismic context, Al Hoceima city is known as the most
hazardous Moroccan city exposed to seismic risk, since it
has experienced a series of major historical and instrumental
earthquakes. The seismicity in this region results from the
plate convergence of Africa toward Eurasia (Jolivet et al.,
2009; López-Casado et al., 2014). The majority of this
convergence is accommodated in the Rif–Betic–Alboran
region (Dewey et al., 1998; Jolivet & Faccenna, 2000; Lis
Mancilla & Diaz, 2015). Consequently, the Alboran region's
seismicity particularly concenters along a NE–SW zone
running through the Campo de Dalías region of Betics
(Spain) at north, to the Al Hoceima region of the Rif
(Morocco) at the south (Ammar et al., 2007). According to
the seismic gap hypotheses, fault zones where no major
earthquake has occurred recently are more probable than
others to host the next major earthquake (Petrillo et al.,
2022). The hypotheses validity assumes that it is possible to
obtain indications about the time of the next major earth-
quake on the basis of the previous seismic history.

According to El Mrabet (El-Mrabet, 2005) the Al
Hoceima region was subject to earthquake sequences
reported in 1522, 1624, 1791 and 1800–1802. More
recently, a series of seismic events have occurred with major
earthquakes recorded on May 26, 1994 (Mw 6), February
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24, 2004 (Mw 6.4) and January 25, 2016 (Mw 6.5) in Al
Hoceima region and in the southern Alboran Sea area (Biggs
et al., 2006; Jabour, et al., 2004; Kariche et al., 2018; Stich
et al., 2020; Tahayt et al., 2009). These earthquake
sequences took place at 10–20 km depth (Kariche et al.,
2018). Moreover, the 1994 earthquake, (Mw = 6) occurred
with a left-lateral strike-slip buried fault (Calvert et al.,
1997), the 2004 (Mw = 6.4) earthquake event was believed
to be a right-lateral strike-slip fault, striking NW–SE (Cakir
et al., 2006). While, surface deformation inferred from
InSAR (Tahayt et al., 2009) suggests 2004 event was
induced by NNE–SSW and NW–SE-trending coupled
strike-slip faults. Finally, the 2016 earthquake event occur-
red on NNE–SSW oriented rupture with a similar mecha-
nism to the 1994 and 2004 events (Kariche et al., 2018).
Thus, this paper shed light on the active faulting, seismicity
and focal mechanisms, and aims to determine the recurring
seismic faulting styles in Al Hoceima bay region, to provide
a new picture of the present-day tectonics of the area, in
order to get a better understanding of the kinematics, fault
pattern and seismic hazard in the region.

In Sect. 2, a thorough examination of the data and the
methods employed in its acquisition and analyzation will be
presented. The findings from this analysis will be discussed
in detail in Sect. 3. Finally, in Sect. 4, meaningful conclu-
sions will be drawn from the results and a thought-provoking
discussion regarding the implications of the findings will be
conducted. This will bring closure to the article and provide
insight into the significance of the research conducted.

2 Data and Methods

The seismic profiles used for this study were collected in
May 2012, during the Marlboro-2 survey, which cover
190 km2 from the eastern limits of Al Hoceima bay to
14 km westward of Ras El Abid Promontory continental
shelf (d’Acremont et al., 2014; Lafosse, et al., 2018). Using
a simple P-wave velocity model of 1550 m/s, the seismic
profiles were acquired for the Quaternary deposits, with a
constant sedimentation rate. (Lafosse et al., 2017; Martí-
nez-García et al., 2013). The present work is focused on fault
systems affecting the Quaternary of Al Hoceima bay.
However, to characterize the activity of faults from the
seismic profiles, we used OpendTect 6.6 attributes. There-
fore, seismicity catalog of events � 3 Mw during the period
running from 1900 to 2020 provided by the Moroccan
Institute of Geophysics ING CNRST along with the online
database of the Spanish National Geographic Institute IGN
were compiled. Finally, the focal mechanism solutions
available for the most important events (4.1–6.4 Mw) in the
area were extracted from the database of IRIS website (iris.
edu) based on the GCMT (The Harvard Centroid Moment

Tensor Catalog) additionally to the GFZ website catalog
(gfz-potsdam.de). All the mentioned datasets and protocols
were used to evaluate the seismotectonic characteristic in
this region.

3 Results

All the three analyzed seismic sections display evidences of
deformation mainly due to faulting and subordinately to
small folds, affecting the bay Plio-Quaternary sediments
successions, with a variable intensity, clarity and distribu-
tion. Within the Al Hoceima bay area, the seismic profile
MAB 290 (Fig. 1a) reveals distinct characteristics of the
tracked faults. Notably, these faults exhibit a prevailing N–S
orientation and are marked by a discernible normal com-
ponent. These faults dip, exceed 70 degrees, and are
accompanied by evident vertical offsets, reaching up to 7
meters in certain faults. Additionally, some faults succes-
sively reach the seafloor (“outcropping faults”). Moreover,
an important number of faults are buried under the sediment
and do not reach the seafloor, mainly confined in the sedi-
ments under MRS3 (280 kyr), while above, between MRS2
(150 kyr) and MRS1 (25 kyr) faint deformation is observed.
The seismic section MAB 301 was acquired almost back to
the shore line (Fig. 1b). These lines, show related charac-
teristics, in turn line MAB 290 (Fig. 1a) displays some
particularities. The basement dips clearly from the western-
most part, faults are well-exposed and easy to track, the
offsets on the seismic reflectors can reach 8 m in some cases.

Additionally, the vertical displacement of faults clustered
under MRS3 (280 kyr) to MRS2 (150 kyr) displays that
deformation is distributed throughout the Al Hoceima bay,
since most of the faults have offset that may reach 12 m in
some cases. Furthermore, most faults display normal com-
ponent with possible strike-slip movement, few are offsetting
the seafloor. Sediments are thinner toward the eastern side,
indicating the asymmetric geometry of sediment fill. More-
over, an important number of faults are affecting the sedi-
ments section comprised between the MRS2 (150 kyr) and
MRS1 (25 kyr) particularly in the central zone, while the
region above MRS1 (25 kyr) is partially undeformed, where
faults appear to disrupt the sediments above MRS1 (25 kyr).
Finally, the section MAB 321 displays the basin geometry
where the basement plunges to the NW toward the sea
viewing from the SW to the NE. Offsets on the seismic
reflectors illustrated the tectonic activity interpreted as
piano-key faults affecting mainly the Quaternary sedimentary
units under MRS3 (280 kyr) (Fig. 1c). On the other side, the
seismicity map of Al Hoceima zone and its offshore areas for
the last hundred years show two clusters of earthquakes
notably observed, cluster 1 located in Alboran sea between
35.5°N; 36°N and − 3.5°W; − 4°W oriented NE–SW with,

258 H. Akka et al.



cluster 2 located et al. Hoceima onshore/offshore between
34.5°N; 35.3°N and − 3.5°W; − 4.3°W (Fig. 2). These
clusters are separated by a seismic gap with � 3 km wide, in
the limit between the African and Eurasian plates.

4 Discussion and Conclusions

In the studied area of Al Hoceima bay Nekor basin, the
acquired offshore high-resolution seismic data and seismicity
catalog paired with focal mechanisms solutions and has
provided new insights on the Quaternary tectonic evolution:
(1) The Al Hoceima bay basin is tectonically active, mainly
affected by piano-key faults trending NW–SE, and they are
parallel to the Ajdir, Boujibar and Imzouren faults at onshore
part, accommodating a part of the deformation within the
bay. The focal mechanisms indicate a dominant strike-slip
regime, with variation on the amount of normal or reverse
mechanisms involvement. However, previous work has
shown that the major faults bordering Al Hoceima bay

display different types of movement, the left-lateral slip
Nekor fault has a horizontal slip rate of 2 mm/year, while the
N–S, onshore-offshore Trougout fault corresponds to a
normal fault with a horizontal slip movement rate of 1.25–
1.7 mm/year as reported by Poujol et al. (2014). These
values are in concordance with general trend of the area.
(2) Seismicity in the Al Hoceima area is moderate (Mw
6), with shallow hypocentral depths (mostly � 20 km),
focal mechanism for the area suggests mainly a strike-slip
movement for the main earthquake events. The studied area
is going under a subvertical r3 and subhorizontal r1 that
imply a persistent transtensional regime. (3) The deforma-
tion and seismicity seem to be confined within the principal
faults of the Rouadi and Trougout N–S trending faults.
(4) The GPS block movement of Al Hoceima characterized
by a particular direction, which can be rooted to the area
tectonic features. Assuming the ages of movements and the
induced recurrence times obtained by Poujol et al. (2014) for
onshore faults [Trougout (N–S), Rouadi (N–S) and Boujibar
(NW–SE)], we suggest that the NW–SE faults in Al

Fig. 1 Interpreted high-resolution seismic profiles that cross the Al
Hoceima bay northern Morocco and southern Alboran basin. Yellow
lines represent faults, dashed lines represent “marine regression

surfaces”; pink (MRS3 280 kyr), green (MRS2 150 kyr), and orange
(MRS1 25 kyr) represent seismic reflectors by ages. Red arrows show
the most important vertical offsets
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Hoceima bay could play a role in the future rupture on
Trougout fault. A possible scenario is to have a rupture on
conjugate N–S and NW–SE faults which reminds the
mechanisms of 1994, 2004 and 2016 earthquakes as
revealed by the source time function analysis (Bezzeghoud
& Buforn, 1999; Kariche et al., 2018; Stich et al., 2004).
This led us to suggest that the seismicity is not linked to
specific faults directions but to a various pattern playing
contemporaneously.

Therefore, the earthquake catalogs show a clustering of
seismic epicenters consistent with the main tectonic struc-
tures of the region, and confined mainly between the Rouadi
fault to the west and the Nekor fault to the east. Moreover,
when moving west to east of the study area (Fig. 2), it seems
to be clustered on two main strips (Fig. 2), and a lack of
significant earthquakes within the bay area. For this reason,
we propose that Al Hoceima bay could be considered as a
seismic gap. Therefore, we conducted a model based on the
tectonic characteristics of the area as well as the seismicity
catalog to explain the absence of significant earthquakes in
the bay area (Fig. 2).
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Source Parameters Spectral Modelling
of the Aftershock Sequence of the 25th April
2012 Beni Haoua MW 4.9 Earthquake
and Its Relation with the El Asnam Fault,
Northern Algeria

K. Abbes, M. S. Boughacha, M. Bezzeghoud, M. Y. Mehiaoui,
H. Airouche, N. Benkaci, and Y. Bouhadad

Abstract

On 25th April 2012, a moderate Mw4.9 earthquake,
followed by an aftershock sequence (0.6 � ML � 4.3),
occurred in Beni Haoua, northern Algeria. To reveal the
fault responsible for this earthquake and the likely
associated subsurface deformation, a detailed study of
the weak seismicity based on spectral modelling of source
parameters has been performed. The earthquake affected
the area located in the north-eastern extend of the El
Asnam seismic zone and it appears likely related to the
reactivation of a segment of the fault zone that caused the
El Asnam Mw7.1 earthquake on 10th October 1980, one
of the most destructive earthquakes recorded in northern
Africa and western Mediterranean. The determination of
the source parameters of these earthquakes is important
because they are too small to be reported in a global
catalogue. In this study, source parameters are determined
for 35 associated aftershocks using spectral modelling of
three components P and S waves, assuming the
Madariaga 1976 model. This model is one of the most
widely used for a singular crack, radially expanding at a
constant rupture speed. In this study, we estimated the
source parameters (seismic moment, size of the seismic
source, source dislocation and stress drop) from data in
the frequency domain and we show how the results

depend on the model assumptions. The Q attenuation
factors for P and S waves are estimated to be 97 (50–170)
and 153 (73–242), respectively, with a ratio of
Qs/Qp = 1.62. We analysed source spectra and stress
drops of 35 micro-earthquakes and resolved significant
variations in earthquake stress drop and apparent average
source dimension Rp and Rs of about 17 and 75 m,
respectively. From the local magnitude calculated for the
studied aftershock sequence, we highlighted similar
relationship between the moment magnitude and the
local magnitude, Mwp = 0.62 ML + 0.86 and Mws = 0.63
ML + 0.81, for P and S waves, respectively. This type of
study is very important since we have exploited low
magnitude earthquakes to obtain information that can
contribute to the seismotectonic analysis of active seismic
zone.

Keywords

Beni Haoua � Source parameters � Spectral analysis �
Quality factor � Algeria

1 Introduction

On 25th April 2012, the moderate Mw4.9 earthquake
occurred in Beni Haoua, northern Algeria that was followed
by a 0.6 � ML � 4.3 aftershock sequence (Abbes et al.,
2015). The focal mechanisms within the damaged area and
those of the El Asnam destructive Mw7.1 earthquake
occurred on 10th October 1980, both seem associated to a
same NE–SW oriented main fault zone (Fig. 1). In fact, the
El Asnam seismic zone exhibits a significant seismic hazard
and the 10th October 1980 event was one of the most
destructive earthquakes recorded at northern Africa and
western Mediterranean scale (Fig. 1).

The seismicity catalogues established for the Tellian zone
(Ayadi & Bezzeghoud, 2015; Bezzeghoud & Ayadi, 2022;
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Harbi et al., 2015; Mokrane et al., 1994) confirm the seis-
motectonic activity of the region with low to moderate
seismic hazards especially in the vicinity of the Quaternary
basins and along the coastal zone and active faults. In the
study area, active faults are mostly sealed by Quaternary
sediments (lack of surface ruptures) and structural analysis is
not allowed to endeavour possible correlation with the
seismotectonic activity and excludes the possibility of link-
ing this activity to known faults with any certainty.
Accordingly, the available wave packages of aftershock
sequence of the 25th April 2012 earthquake event occurred
in Beni Haoua region in northern Algeria have been alter-
natively processed and analysed in order to characterise i)
the incipient seismic source parameters, ii) the tectonic
effects of this earthquake in its local and regional context and
iii) its relation with the El Asnam fault zone with emphasis
of the structure of the crust through which the engendered
seismic waves propagate during earthquake events.

In this present work, we study the Beni Haoua aftershock
sequence (Abbes et al., 2015), using 321 P and S waveforms

(35 � 2 � 3) CGS data, in terms of M0p/s, Mwp/s, Rp/s, Drp/s
and Qp/s using the Fourier amplitude spectrum analysis of P
and S waves, which might provide information on the
physical source process.

2 Methodology

The equationMw ¼ 2/3 ðlog10M0 � 9:1Þ proposed by Hanks
and Kanamori (1979) calculates the moment magnitude
based on the physical model of the earthquake rupture. The
latter makes possible to better characterise the magnitude of
large earthquakes while maintaining consistency with other
magnitude calculation methods for weak earthquakes. The
scalar seismic moment M0 [Nm] is related to the final static
displacement after the occurrence of an earthquake and,
hence, it is more related to the associated tectonic effects.
Therefore, we have opted to calculate M0 by using the dis-
placement spectrum, Fourier transform of low-frequency
(plateau) (Madariaga, 1976). Waveforms are easier to

Fig. 1 Aftershock sequence in
the Beni Haoua region which
coincides with the northern end
rupture of El Asnam earthquake
(Ms7.3) in the Algerian Tellian
Atlas shown in the inset. Filled
circles show the aftershocks of
the Beni Haoua main shock (red
star). Open circles show the main
aftershocks that followed the El
Asnam 10th October 1980
earthquake in its northern part of
the fault
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analyse in the frequency domain than in the time domain
(Helffrich et al., 2013). The displacement spectrum geometry
of the different emitted wave packages provides excellent
information about the seismic source. The spectrum envel-
ope is commonly presented in two main parts: a
low-frequency plateau proportional to the seismic moment
M0, and a decreasing slope at high frequencies that corre-
sponds to attenuation. The signal is firstly corrected for the
instrument effect. Secondly, an average is deduced from the
seismic trace. Finally, the resulted signal is integrated to
obtain the Fourier displacement spectrum. The time window
is chosen taking into account the first arrival of the P wave
and ends before the arrival of the S wave on the three
components Z, N and E as shown in Fig. 2.

In order to enhance seismic hazard assessment methods at
regional scales, it is necessary to define realistic seismic
motions appropriate to the context of each zone. So, we used
the x-square model (Kaneko & Shearer, 2014; Madariaga,
1976) to analyse the low-magnitude aftershock sequence that
followed the Beni Haoua earthquake.

The x-square model introduced first by Aki (1967) and
then used by Brune (1970), is based on the observation of
the spectral content of a large number of records. The seis-
mic moment M0 is defined by M0 = lDUA = 2lEr/Dr, in
which l is the medium shear modulus of the crust, DU is the
coseismic displacement averaged over the rupture area of the
fault A = pR2, Dr is the static stress drop averaged over the
rupture area, and Er is the radiated seismic energy.

The source radius is given by R ¼ msK=2pf c, in which ms
is the shear wave velocity at the source, K is a constant
(2.34/2p = 0.37) and f c is the corner frequency. The static
stress drop, before and after the rupture, is given by
Dr ¼ 7M0=16R3.

3 Data

For each event and for the same station we obtain average
Zp/s, Np/s and Ep/s of the source parameters M0p/s, Mwp/s, Rp/s,
Drp/s and Qp/s. The chosen Q, fc and X0 values were inferred
by the best fitting Brune’s theoretical x−2 model (Brune,
1970; Hanks, 1972) with the observed displacement spectra.
The seismic moment M0 was estimated using the
low-frequency displacement flat level X0 of spectra defined
by the following formula (Bezzeghoud et al., 1989):

M0 ¼ 4pqv3

FR X0;

where q is the density, v is the velocity of the P or S wave,
X0 is the low-frequency spectral level, F is the free surface
correction and R is the radiation pattern coefficient [RP =
0.52 and RS = 0.63] (Bezzeghoud et al., 1989; Boore &
Boatwright, 1984). The free surface correction depends on
the incident angle. However, due to the low-velocity layers
near the surface, the incidence is not far from vertical, so
F = 2 seems to be a good approximation (Bezzeghoud et al.,
1989).

The displacement amplitude spectrum indicated by the
low-frequency band plateau noted X0 and the typical x−2

spectral decay at high frequencies allows to estimate the
corner frequency fc. (Fig. 2b). In order to study the weak
seismicity in detail, from the spectral analysis of P and S
waves and based on the signal-to-noise ratio (S/N � 3), 35
relocated events (Abbes et al., 2015) occurred in the rupture
zone with a magnitude that varies between 0.6 and 4.3 were
selected (Fig. 1, Table 1). The M0p/s, Mwp/s and Drp/s were
estimated using the frequency domain ground motion spec-
trum. We used the Mw scale (Hanks & Kanamori, 1979) to

Fig. 2 a Three components P wave (orange) and noise (black)
spectrum (left) and time history record of Beni Haoua aftershock. The
time window depends on the magnitude of the earthquake.

b Displacement amplitude spectrum indicated by the low-frequency
band plateau noted X0 and the typical x−2 spectral decay at high
frequencies allow to estimate the corner frequency fc
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process the three components of 35 events individually.
Table 1 reports the recording stations parameters.

4 Results

The variations of the log of the seismic moment M0(p/s),
measured in Nm, as a function of the local magnitude ML

(Abbes et al., 2015) were obtained from the regression of the
data shown in Fig. 3a, c as log(M0p) = 0.9ML + 10.47 and
log(M0s) = ML + 10.24, respectively, for P and S waves.

Figure 3b gives the variation of the seismic moment as a
function of the source radius. Our results show that the
variation of the source radius Rp and Rs ranges between 17
and 75 m with no clear correlation.

The moment magnitudeMw is calculated from the seismic
moment M0. The latter is estimated on the basis of the cir-
cular fault model (Hanks & Kanamori, 1979), using the
following parameters: the velocity Vp is equal to 4.5 km/s,
the density 2.4 g/cm3 and the radiation coefficient Rp = 0.52.

The local magnitudes ML of the aftershocks (0.6 �
ML � 4.3) estimated by Abbes et al. (2015) are compared
with the calculated Mw, in order to define a scaling law
according to the linear regression Mwp = 0.62ML + 0.86,
and the same goes for Mws (Fig. 3c).

The stress drop is drawn as a linear variation with seismic
moment. The inferred values of shear wave stress drop Drs
and compressional wave stress drop Drp are between
0.02 < Drs < 165 MPa with an average value of 2.0 MPa,
and between 0.02 < Drp < 87 MPa with an average value of
2.5 MPa, respectively (Fig. 3d). Using spectral analysis,
(Allmann & Shearer, 2007; Bezzeghoud et al., 1989) anal-
ysed 2000 earthquakes worldwide with mb � 5.5 and
found that the estimated stress drops range from 0.3 to
50 MPa with a median value of 4 MPa. In this study, the
estimated stress drops vary considerably for earthquakes of

Table 1 Number of waveforms per station, sps is the sample per
second used in this study

Station ID Amplifier gain Number sps

GOUR 10 18 250

DAMS 10 19 250

ESLM 10 24 250

MESL 1 9 250

TACH 1 20 250

BISA 1 13 250

ADEF 1 1 200

BCHG 10 13 250

a. b.

c. d.

log(M0/p)= 0.9ML+ 10.47

log(M0/s) = ML + 10.24
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Fig. 3 Source parameters relationships determined in this study. a Seismic moment M0(p/s) versus local magnitude ML; b M0(p/s) versus source
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the same magnitude. However, the median stress drops
appear to be relatively constant with magnitude (Allmann &
Shearer, 2007, 2009), which confirms our results.

Quality factor coefficients values for the studied after-
shocks sequence of with hypocentral distances between 7
and 30 km show that Qp and Qs ranges, respectively, from
50 to 170 with an average of 97 and from 73 to 242 with an
average of 153. In general, Qs/Qp < 1.0 corresponds to areas
mostly outside the major sedimentary basins. However, in
this case study Qs/Qp > 1.0 suggests partially fluid-saturated
crust (Hauksson & Shearer, 2006; Klimentos, 1995).

5 Conclusion and Discussion

This work proposes a new contribution to incipient source
parameters determination using Fourier spectrum analysis of
weak earthquake related to an aftershock sequence occurred
in the Beni Haoua region, along a narrow NE–SW left lateral
strike-slip fault settled in the northern end rupture of El
Asnam most destructive earthquake M 7.3 in the Algerian
Tellian Atlas. The fact that the damaged area associated to
the Beni Haoua earthquake lays towards the north-eastern
extend of the El Asnam thrust fault, lets us to assume that
both earthquakes are associated to a unique NE–SW trans-
form zone that thrusted the northern extremity of the
Plio-Quaternary Chellif basin.

The spectrum analysis of the aftershock sequence of Beni
Haoua earthquake allowed to establish incipient seismic
source parameters and to propose novel relationships among
themselves. Firstly, it was easy to remark that Log M0(p/s)

seismic moment [Nm] plotted against local magnitude; ML,
local magnitude versus moment magnitude and stress drop
as a function of the seismic moment presents a functional
dependence between these parameters as given by the
equations shown in Fig. 3a, c and d. Secondly, considering
the fact that the frequency content is different at different
sites, as a consequence of the finiteness of the rupture
velocity and the source dimensions, as shown in Fig. 3b the
seismic moment parameter plotted against source radius
does not reveal any clear dependence function; in particular,
this could happen if the medium is not strongly attenuating
and/or the epicentre of the event lies inside the area enclosed
by the acquisition network, so that the attenuation term is
almost the same at different stations (Modiano & Hatzfeld,
1982). The attenuation factor indicates that Qp < Qs which
means that the shear waves attenuate less than the com-
pressional waves. The Qs shows some dependence on the
frequency fc. This led to the following relationship:
Qs ¼ 49f 0:36cs . On the other hand, Qp varies between 50 and
170 with an average of 97 and does not allow to conclude on
its fcp corner frequency dependence. The average Qs/Qp

ratio is 1.62, which is very close to the value determined by
Lorenzo and Zollo (2003) estimated at 1.64. Additionally,
the fact that tectonically active areas exhibit generally low
Q values (< 200) (Benkaci et al., 2022) supports the
hypothesis that this zone is a segment of the El Asnam
thrusting fault.
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Deterministic Tsunami Hazard Assessment
for the Wadam As Sahil Coast, Sultanate
of Oman

Issa El-Hussain, Zaid Al-Habsi, Rachid Omira, Ahmed Deif,
Adel Mohamed, Maria Ana Baptista, and Yousuf Al-Shijbi

Abstract

The Wadam As Sahil port and facility (study area) is part
of al Batinah region of northern Oman coast. This
important coastal segment may be subjected to tsunami
from two subduction zones in the Indian Ocean, namely
Makran Subduction Zone (MSZ) and Sumatra Subduction
Zone (SSZ) in the Indian Ocean. The MSZ is divided into
the East Makran Subduction Zone (EMSZ) and the West
Makran Subduction Zone (WMSZ) segments. The deter-
ministic approach for tsunami hazard assessment is
estimated using the scenarios of the historic events of
1945 (HMSZ), along with two scenarios featuring Mw
8.8 event in EMSZ and Mw 7.2 in WMSZ. Sumatra
Subduction Zone (SSZ) poses a very low hazard to the
coast of the study area due to shielding of the Indian
subcontinent, therefore, it is not considered in this study.
Tsunami numerical simulations are performed utilizing
validated shallow water model over a high-resolution
digital elevation model of the study area. A compilation
of multisource elevation data from several sources was
utilized to generate the digital elevation model (DEM) for

the study area. The simulated maximum probable earth-
quake with 7.2 magnitude from the WMSZ resulted in
tsunami hazard of more than 3 m wave height, about
2.8 m run up, and nearly 800 m inundation at the study
area coast. The simulated maximum probable earthquake
with 8.8 magnitude from the EMSZ resulted in tsunami
hazard of less than 1.5 m wave height, about 2.0 m run
up, and nearly 680 m inundation at the study area coast.
The WMSZ Tsunamigenic source dominates the tsunami
hazard due to its close proximity to the study area coast.
The EMSZ poses less hazard to the study area due to
orientation of the fault and it is distant from the study area
coast. The last tsunami hazard is due to Makran 1945
earthquake due to its distance, strike orientation, and
relative magnitude.

Keywords

Makran Subduction Zone � Tsunami hazard �
Tsunamigenic source

1 Introduction

Tsunami is one of the most dangerous natural hazards
affecting the Indian Ocean responsible for great loss of life
and property throughout history. The impact of the 1945
tsunami was large in the Arabian Sea. It affected Pakistan,
the western coast of India, Iran, and Oman, killing hundreds
of people and causing great destruction. Reports of Tsunami
waves arrived at some inhibited sites in northern Oman but
no report from the Wudam As Sahil study area. Wudam As
Sahil is among the many critical infrastructures that are now
built for providing assistance for the rest of the country in
case of calamity. The Deterministic Tsunami Hazard
Assessment approach is utilized to assess the hazards for
Wudam As Sahil coastal area where often used as a disaster
relief and evacuation facility (Fig. 1).
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2 Area Setting and Methods of Study

The Wudam As Sahil study area is located in the northern
part of Al-Batinah coastal plain comprising piedmont and
coastal zones dominated by late tertiary-quaternary alluvial
deposits. The coastal zone is flat and comprises an extensive
sand and gravel plain, housing several facilities and a port.

The deterministic tsunami hazard assessment (DTHA)
approach uses a particular source scenario to calculate the
tsunami impact at the coastal area of interest producing maps
depicting the wave height, coastal inundation, and run-up
heights. Two earthquakes were selected, one in each seg-
ment of the Makran Subduction Zone (EMSZ and WMSZ)
to represent the worst-case tsunami scenarios (El-Hussain
et al., 2021). Moreover, the historical Makran event (HMSZ)
in 1945 was also considered (Table 1).

The accuracy of the tsunami simulation is critically
dependent on the quality of data used in addition to the
capability of the used numerical model. In this work, a DEM

was generated with increasing resolution from the source
area toward the target coast. A compilation of multisource
height/depth data includes data from General Bathymetric
Chart of the Oceans with 15 s arc resolution, the nautical
maps, a local topographic elevation data with 5 m resolution
obtained from the Omani National Survey Authority
(NSA) were utilized to produce The DEM.

DTHA method has been applied by a number of scientific
groups in various tsunami-prone coastal zones (Baptista
et al., 2011; Omira et al., 2013; Tinti & Armigliato, 2003).
Guidelines to perform this assessment have been published
by Anwar et al. (2011) (El-Hussain et al., 2021). DTHA
involves a number of steps outlined by Omira et al. (2013).
In this work, these steps were adopted to produce the tsu-
nami hazard maps, in terms of maximum wave height,
run-up heights, and inundation depth, for the study area
coast.

A non-linear shallow water model (NSWING-Nonlinear
Shallow Water model with Nested Grids, Miranda et al.,
2014) is used to simulate the tsunami propagation from the

Fig. 1 Location of the study area
in northern Oman for tsunami
hazard assessment.
MSZ = Makran Subduction
Zone. SSZ = Sumatra Subduction
Zone

Table 1 Fault parameters of the
deterministic scenarios

Eastern Makran scenario

L (km) W (km) Slip (m) Dip (0) Strike (0) Rake (0) Mw

461 110 11.1 7 263 90 8.8

Western Makran scenarios

L (km) W (km) Slip (m) Dip (0) Strike (0) Rake (0) Mw

62 25 1.7 7 281 90 7.2

Makran historical event—November 27, 1945, earthquake

L (km) W (km) Slip (m) Dip (0) Strike (0) Rake (0) Mw

150 70 6.6 7 246 90 8.1
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source zone toward the coast. The code uses an explicit
leapfrog finite difference scheme to solve the shallow water
equations in spherical or Cartesian coordinates (Miranda
et al., 2014).

3 Results

3.1 Results of the Western MSZ Mw 7.2 Scenario

Figure 2 shows maps of the near-shore mean water heights
(MWHs), inundation flow depths, and maximum flow
velocity at the coast of the study area with mean sea level
(MSL) condition and mean high-high water (MHHW) tidal
conditions, following the occurrence of the Mw 7.2 earth-
quake magnitude scenario in the western segment of the
MSZ. Similar maps are produced for other eastern scenarios
but are not presented here due to their lesser impact on the
cost of interest, and their results are presented in the dis-
cussion section.

Results from modeling (Fig. 2) clearly demonstrate that
the Mw 7.2 western scenario caused a high tsunami impact
at Wudam As Sahil coast. The MWHs reach more than 3 m
at some locations of the coast when combined with the
MHHW tidal stage (Fig. 2c). Moreover, results show sig-
nificant inundations of more than 800 m, along the Wadi
channels close to the harbor of Wudam As Sahil. It is clear
that the Mw 7.2 western scenario causes the worst tsunami
impact among the selected scenarios for this particular coast,
since this fault scenario lies very close and directly in front
of the site.

4 Discussion

Figures 3 and 4 show the maximum run-up heights, flow
depth, and maximum inundation lines for all deterministic
tsunami scenarios considered in this study. Results from
high-resolution modeling (Fig. 3) show that the Mw 7.2
western scenario caused a higher tsunami impact than the

Fig. 2 Tsunami scenario at the coast for the Mw7.2 event in the western MSZ. a and c maps of maximum wave height and flow depth distribution
and b and d maps of maximum flow velocity for different tidal conditions
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Mw 8.8 eastern scenario at Wudam As Sahil coast. It is clear
from the results that the Mw 7.2 western Makran scenario
poses the maximum threat to this particular site as the
maximum run-up height (about 2.7 m) and maximum flow
depth (1.7 m) and the inundation limit map shows greater
tsunami extent than from other scenarios (Fig. 4).

5 Conclusions

DTHA is conducted using credible earthquake scenarios and
high-resolution numerical tsunami modeling. DTHA results
showed that the site coastal area is under considerable threat
of tsunami hazards. The maximum wave height near shore is
about 3 m maximum flow depth is 1.7 m and maximum
run-up of about 2.7 m at the coast. The maximum inland
penetration in the low-lying areas is about 800 m in the
study area. The hazard maps show higher hazard zones due
to earthquake from WMSZ than that of EMSZ.

Fig. 3 All tsunami scenarios were considered in this study at the
Wadam As Sahil area. The orange bars, which corresponds to the Mw
7.2 western MSZ scenario under high tide condition, represents the
worst-case scenario considered at this particular site

Fig. 4 All tsunami scenarios
were considered in this study at
the site. The red line, which
corresponds to the Mw 7.2
western MSZ scenario under high
tide conditions, represent the
worst-case scenario considered at
this site
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Ionospheric Anomalies Associated
with the Mw 6.0 and 6.4 South Iran Twin
Earthquakes from GPS and Ionosonde
Observations

John P. Pappachen, Hamdan Ali M. Hamdan, Rajesh Sathiyaseelan,
Abdollah Masoud Darya, Abdallah Shanableh, and Moussa Leblouba

Abstract

Ionospheric anomalies associated with the Mw 6.0 and
Mw 6.4 south Iran twin earthquakes were investigated
through GPS and ground Ionosonde observations. The
pre-seismic and the co-seismic ionospheric disturbances
(CIDs) were observed in the GPS measured Total
Electron Content (TEC) and the Ionosonde measured
NmF2 and hmF2. The results show positive enhancement
of TEC at near field stations *2–6 days prior to the twin
earthquakes. The estimated NmF2 and hmF2 values also
show positive values in the pre-seismic phase compared
to their mean values. These anomalies are attributed to
seismic activity as the Planetary K index (Kp) and
Disturbance Storm-time index (Dst) were quiescent
during the entire observation period. Observation of
sudden CIDs at near field stations immediately after the
earthquakes explains the co-seismic energy propagation
mechanism through the Lithosphere Atmosphere Iono-
sphere (LAI) coupling. Our observation on the differential
NmF2 marks a dip in the peak electron density by -
2.84 � 1011 e/m3 during the time of earthquakes. The
estimated TEC, NmF2, and hmF2 results show a

consistent reduction in their values on the day of
earthquakes. Moreover, their changes were similar in
both pre- and co-seismic phases and hence they are
qualified as potential parameters for earthquake precur-
sors. Thus the pre- and co-seismic ionospheric anomalies
detected in this study reveal the characteristic signatures
of twin earthquake preparation processes and the
co-seismic energy propagation.

Keywords

Ionospheric anomalies � Total Electron Content � GPS �
Ionosonde � Earthquake precursors

1 Introduction

Earthquakes are one of the most destructive natural
calamities caused by the sudden displacements of rock
masses beneath the earth’s surface. The process leads to
sudden release of energy in the form of seismic waves which
travel radially around the epicenter and cause a wide range
of destructions from minor damages to loss of human lives.
As we cannot prevent such natural events from happening,
geoscientists have mainly been concentrating to understand
the earthquake preparation processes with the goal to predict
it and to significantly mitigate the level of hazard and its
subsequent damage. Study of Ionospheric perturbations
using GNSS observations is one of the recent advances in
the earthquake prediction research. The changes in the
Ionospheric Total Electron Content (TEC) prior to an
earthquake is an important measurement which would pro-
vide a warning of the location, time, and magnitude of an
expected strong event within a narrow period. It has been
observed that earthquakes can create changes in the iono-
spheric Total Electron Content (TEC), peak electron density,
and peak height before, during, and after the events (Gautam
et al., 2018; Pulinets et al., 2003). In addition to this,
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activities related to volcanoes, nuclear explosions, and
geomagnetic and solar storms can also cause atmospheric
and ionospheric disturbances (Huang et al., 1985). There are
numerous studies that reported the pre-seismic, co-seismic,
and the post-seismic ionospheric anomalies associated with
the earthquakes (Hammerstorm & Cornely, 2016; Heki,
2011; Pulinets et al., 2003). The variations in the ionospheric
TEC prior to an earthquake are one of the important
parameters which can give insight about the earthquake
preparation processes and the energy transfer mechanism
from the ground to the Upper atmosphere at an ionospheric
height of *300 to 350 km through a process called Litho-
sphere Atmosphere Ionosphere (LAI) coupling.

The TEC in the ionosphere can be measured at ground
through the reception of GPS signals from the satellites to
the ground GNSS antennas and it is expressed in TECU (1
TECU = 1016 electrons m−2). The GPS transmits dual fre-
quency signals of L1 (1.5 GHz) and L2 (1.2 GHz) which
experience time delay and phase changes while passing
through the ionospheric layers. This delay is a function of
TEC along with its travel path. Earthquakes cause grating of
rock masses along a fault plane and the polarization of
mineral ions which generate electric fields. At ionospheric
height, the TEC distribution undergoes perturbation and
generates ionospheric disturbances due to the passage of
ground surface Rayleigh waves that are generated by
earthquakes. Both these processes lead to pre- and
co-seismic ionospheric disturbances as the ground seismic
energy gets transmitted through the immediate neutral
atmosphere and then to the ionospheric layers.

The Mw 6.0 and 6.4 south Iran twin earthquakes are the
recent significant Strong Magnitude earthquakes that
occurred on November 14, 2021, about 65 km northwest of
the port town of Bandar Abbas (USGS, 2022) (Fig. 1). The
earthquakes occurred at the Zagros fold and thrust belt zone
in a short interval of time and created widespread destruction
like landslides in the region. These earthquakes can be
referred as twin or doublet earthquakes by considering their
close epicentral locations and short interval of their time of
occurrence. Considering the importance of twin earthquakes,
here we investigate the pre-seismic and co-seismic iono-
spheric TEC variations associated with these events to find
out the possible pre-seismic signatures.

2 Data and Methodology

We have used GPS data from 6 continuously operating
stations located around the earthquake epicenter for a period
of 15 days (7 days before and after the earthquakes). GPS
Rinex observation data along with the BRDC navigation file
and the Differential Code Bias (DCB) data were used for the

TEC calculation. We estimated the integrated TEC (ITEC)
along the satellite receiver path from GPS measurements
using the following formula:

ITEC ¼ 1
40:308

f12f22

f12 � f22
L1k1� L2k2½ � þConstþ nL

where, ‘L1’ and ‘L2’ are the carrier phase measurements and
‘f1’ and ‘f2’ and ‘k1’ and ‘k2’ are their respective frequen-
cies and wavelengths. ‘Const’ is the unknown initial phase
and the ‘nL’ represents the error in determining the phase
path. In order to identify the noise in the TEC variation
caused by solar and geomagnetic storms over the observa-
tion period, we analyzed the Planetary K index ‘Kp’ and the
Disturbance Storm-Time ‘Dst’ indices. The diurnal effects in
the estimated daily TEC of each station have been removed
by subtracting the statistically estimated mean TEC over a
period of 15 days. The resultant differential TEC or DTEC
hence represents the noise-free TEC variation over the
observation period.

Fig. 1 Location map of the Mw 6.0 and 6.4 south Iran twin
earthquakes. The red stars indicate the location of the twin earthquakes
and the beachballs represent the focal mechanism of the earthquakes.
The green dots indicate the seismicity of the region (USGS) and the
black triangle shows the GPS station locations used for the study.
Regional tectonic features namely, Zagros thrust, Makran Thrust, Owen
Fracture Zone (OFZ), Red Sea Spreading Center (RSSC), and Gulf of
Aden Spreading Center (GASC) are also marked
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To study the variation in ionospheric peak electron density
(NmF2) and peak height (hmF2), we used data from the
Canadian Advanced Digital Ionosonde (CADI) station
installed in the University of Sharjah campus (25.285° N,
55.464° E). The Ionosonde operates at frequencies from 0.1 to
30 MHz. We have estimated the NmF2 and hmF2 values of
the ionospheric F2 layer for the entire observation time and a
manual scaling of the electron density profiles was performed
using the polynomial analysis to ensure the accuracy.

3 Results and Discussions

In this study, we attempted to find out the anomalous
changes in the Ionospheric electron content, Ionospheric
peak density, and the peak height of electron density asso-
ciated with the Mw 6.0 and 6.4 south Iran twin earthquakes
as precursory signals.

3.1 Analysis of Total Electron Content
(TEC) Anomalies

The ionospheric Total Electron Content (TEC) changes
associated with the south Iran twin earthquakes are estimated
from the continuous GPS data. The integrated TEC (ITEC)
observations in the near field GPS stations show anomalous
enhancement of ITEC prior to the twin earthquakes. Fig-
ure 2 shows the ITEC variations of the nearest GPS station
SCAS situated within the earthquake preparation zone over
the observation period. An enhancement of *4 to 10 TECU
is observed from its normal value (*15 TECU) around 2 to
6 days prior to the event. Similar enhancement in the ITEC
is also observed near field stations namely, TEHN and
ISBA. An anomalous increase in the TEC of *4 to 8 TEC is
observed at both TEHN and ISBA stations prior to the event
from their normal value of *11 TECU. This phenomenon
was reported previously by (Zakharenkova et al., 2007) as a
possible precursor of an impending earthquake. The DTEC
over the observation period is calculated statistically by
removing the average ITEC over the observation period
from the daily ITEC. Hence the diurnal effects are removed,
and it represents the noise-free TEC anomaly. The DTEC
observation in the near field stations also supports the
observation seen in the ITEC. The anomalous enhancement
in the TEC is also well observed in the DTEC observations.
A positive DTEC variation of *2 to 10 TECU is observed
at SCAS station, 3 to 7 days prior to the twin event. Similar
positive anomalies of the range of *2 to 4 TECU are
observed in the TEHN and ISBA stations. Since the Kp and
Dst indices do not show any prominent signatures of geo-
magnetic and solar storms over the observation period;
hence, the enhancement in the local TEC can be a

pre-seismically induced precursory effect of the twin earth-
quakes. From the observations, it is evident that maximum
enhancement of TEC anomaly is at the closest station SCAS
and then followed a reducing trend toward farther stations
from the earthquake epicenter.

However, we observed a reduction in the daily TEC (*4
to 6 TECU) at near field stations on the day of twin events.
But interestingly, a sudden co-seismic TEC enhancements
of *2 to 3 TECU are also observed at these near field
stations immediately after the earthquakes due to the
co-seismic ionospheric disturbances (CIDs) caused by the
upward propagating atmospheric pressure waves generated
during the earthquakes.

3.2 Ionospheric Peak Electron Density and Peak
Height Observations

Our observations on ionospheric peak electron density
(NmF2) and peak height (hmF2) changes associated with the

IT
E

C
 (T

EC
U

) 

Positive TEC 
Anomaly 

T
im

e 
(h

ou
rs

) 

Julian Days 

Fig. 2 Estimated ITEC anomaly values of the SCAS station over the
observation period. The colored contour represents the integrated TEC
values. The white bold line and the red star show the earthquake’s day
and time respectively
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twin earthquakes also show notable precursory signals.
According to the Dobrovolsky formula, R = 100.43M, where
‘R’ is the radius of the earthquake preparation zone, and ‘M’
is the earthquake magnitude (Dobrovolsky et al., 1979), the
preparation zone for an Mw 6 earthquake is 380 km around
the earthquake epicenter. The ground Ionosonde station is
situated well within the earthquake preparation zone and it is
inferred that the observed anomalies will be related to the
earthquake processes. As like in the estimated TEC, an
enhancement in the NmF2 and the hmF2 was also observed
prior to the twin earthquakes. The positive pre-seismic
enhancements of both NmF2 and hmF2 values from their
mean values are possibly attributed to the seismo-
ionospheric coupling. Gupta and Upadhayaya (2017)
report a similar kind of variation in ionospheric hmF2 and
NmF2 values before the low-mid latitude earthquakes. It is
also observed that pre-seismic ionospheric perturbations are
relatively higher as compared to post-seismic period. Inter-
estingly, a reduction in both NmF2 and hmF2 (*25 km)
was observed on the event day as in the TEC. A similar
effect in the NmF2 was reported by (Liu et al., 2004) as an
earthquake ionosphere anomaly prior to the September 21,
1999, M 7.3 Chi-Chi earthquake. The differential NmF2
observations mark a prominent trough with a peak electron
density of −2.84 � 1011 e/m3 at the time of earthquake and
it can be due to the sudden ionospheric disturbances caused
by the co-seismic energy propagation.

4 Conclusions

We investigated the ionospheric anomalies associated with
November 14, 2021, Mw 6.0 and Mw 6.4 south Iran twin
earthquakes through GPS measured TEC and NmF2 and
hmF2 observations from the ground based Ionosonde.
Results from stations close to the epicenter show the
development of a TEC-enhanced ionosphere at *2–6 days
prior to the twin events. Since there are no prominent geo-
magnetic and solar activities during the observation period,
the anomalies in the TEC are seismogenic in nature. A sud-
den increase in the ionospheric TEC is observed immedi-
ately after the twin earthquakes which indicates that the
CIDs are created by the twin events through LAI coupling.
Similarly, pre-seismic enhancement of NmF2 and hmF2 is
also attributed to the preparation processes of the twin
earthquakes. Interestingly, TEC, NmF2, and hmF2 regarded
as potential precursors for earthquake show a reduction in
their values on the day of twin earthquakes. Concurrent
behaviors of these parameters in the pre- and co-seismic

periods reveal their required scale variations to identify as
potential earthquake precursors. Our study shows notable
ionospheric anomalies in pre and co-seismic periods that
signify the signatures of earthquake preparation and
co-seismic energy propagation.
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Comparison of Electromagnetic Signals
Before an Earthquake Using the Radio
Direction Finding Method. The Case
of Po Plain Valley (Italy)

Valentino Straser, Daniele Cataldi, and Gabriele Cataldi

Abstract

In this study, we present the outcome of a trial of the Radio
Direction Finding detection system, aimed at verifying the
link between electromagnetic signals detected in Italian
monitoring centers from those emitted in tectonically
stressed areas. The area studied is in the Po Valley, in
Northern Italy, in an area historically affected by seismicity
with earthquakes rarely exceeding magnitude 6. The Radio
DirectionFinding system, designed to detect the directionof
electromagnetic signals, confirmed the applicability of this
method for areas subjected to crustal stresses that can evolve
into seismic shocks. In the case of this experiment, the
signals preceded the seismic events by about 24 h, and the
intersection of the colorimetric lines, which appeared in the
dynamic spectrograms, coincided with the future epicenter
zone of the earthquakes. The seismic occurrence fell within
a time window of three days, confirming a well-established
trend, that overlapping with previously studied cases.

Keywords

RDF systems � Earthquake � Electromagnetic signals �
Crustal diagnosis � Elf frequency

1 Introduction

After a pioneering phase and initial skepticism about the
study of seismic precursors, expressed by the scientific
community, today more and more research centers are taking

up this area of seismology. Among the methods tested by
various research teams on an international scale, this study
presents the Radio Direction Finding (RDF) method,
designed and tested in Italy since 2017 (Straser et al., 2017)
by Radio Emissions Project (Rome, Italy), and discusses a
successful application for two earthquakes, which occurred in
Italy on February 9, 2022, with magnitudes between 4.0 and
4.3. Three RDF monitoring stations are set up in Italy: Lar-
iano in Rome; Ripa-Fagnano in L'Aquila; and in Pontedera,
near Pisa. The 24-h monitoring is based on the identification
of different electromagnetic frequency bands, distinguishing
natural-type signals that are emitted from the Earth's crust.
The instrumentation is currently designed to identify the
intensity, electromagnetic frequency, duration, and most
importantly, the direction of arrival of the signals (azimuth)
with respect to the geographical position of the station itself.
The data, analyzed daily, have made it possible to ascertain
that the electromagnetic signals come from areas under tec-
tonic stress and historical seismicity (Cataldi et al., 2019;
Straser et al., 2019). The archive of data extracted from the
Italian RDF network shows common features regarding the
occurrence of radio anomalies, associated with the azimuth of
seismic epicenters. The detection of the anomalies occurs,
instrumentally, 3 to 7 days before the seismic event, in which
the signals decrease and then reappear a day before the
earthquake. This repeated variation of discontinuous elec-
tromagnetic increments can be interpreted as increased tec-
tonic stresses that usually occur in pre-earthquake phases.

2 Methods or Materials

The monitoring stations of the Italian RDF network are
equipped with antennas connected to a radio receiver and
interfaced with a computer, which is active 24 h a day. The
device is equipped with two antennas aligned with each
other orthogonally to the geographical poles. The variation
of radio anomalies is detected in the VLF band in the range
from 0.3-a to 96 kHz. The innovative aspect of the method is
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to associate the colors of the magnetic anomalies in the
spectrogram (Fig. 1) with a map indicating the direction of
the signals (azimuth).

The RDF stations are three and located at:

(1) Lariano, Rome, Italy (GPS: Lat. 41.728799 N, Long.
12.843205 E).

(2) Pontedera, Pisa, Italy (GPS: Lat. 43.672445 N, Long.
10.640100 E).

(3) Ripa-Fagnano, L'Aquila, Italy (GPS. Lat: 42.265709 N,
Long. 13.583850 E).

RDF survey stations record electromagnetic monitoring,
generating an archive of spectrograms that can be analyzed
to understand the characteristics and evolution of
natural-type radio signals. The data collected by the RDF
monitoring stations are compared with earthquakes pub-
lished on the website of the National Institute of Geophysics
and Volcanology. The method used is the analysis, com-
parison, and interpretation of electromagnetic data compared
with the azimuth of the signals and compared with known
situations of previous earthquake events.

3 Results

The two earthquakes, which occurred on February 9, 2022,
and were located at Bagnolo in Piano in the Po Valley in
northern Italy (Figs. 2 and 3), were inferred from the website

of the National Institute of Geophysics and Volcanology in
Rome. The two seismic events had the same epicentral zone,
spaced at the time level by a little more than an hour.

1. Ml 4.0 on 09-02-2022 at 18:55:12 (UTC), 44.7800,
10.7250, depth 6 km.

2. Ml 4.3 on 09-02-2022 at 20:00:57 (UTC) 44.7860,
10.7240, depth 7 km.

4 Discussion

The monitored area was chosen randomly and fell in the Po
Valley in Northern Italy, identified based on historical and
recent seismicity, to test the RDF method. The duration of
monitoring was six months. The traces of radio anomaly
signals to be considered in the experimentation are two: the
color purple for the Lariano-Rome station and red for the
Pontedera station. The frequency band considered for the
study of these seismic precursor candidates is between 0.01
and 7 Hz. The colored lines appearing in the spectrogram
represent the azimuth within which the natural electromag-
netic signals are identified and detected by the RDF stations
of Pontedera-Pisa and that of Lariano-Roma. On the day
before the two seismic events, February 8, 2022, from 1:00
p.m. to 5:00 p.m., the Lariano-Rome station recorded violet
signals from, therefore, the investigation area of the Po
Valley (Fig. 4). Similarly, the RDF station in Pontedera, too,

PONTEDERA

LARIANO

RIPA-FAGNANO

Fig. 1 RDF mapping of the three Italian stations. It shows the position
of the RDF stations of Pontedera, Pisa, Italy; Lariano, Rome, Italy; and
Ripa-Fagnano, L'Aquila, Italy. The colored lines identify the different

azimuths of origin of the radio signals, recorded by each survey station.
Credits Radio Emissions Project; Google My Maps
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showed the appearance of a series of electromagnetic sig-
nals, which appeared suddenly and disappeared after a few
hours. These signals presented a precise red-colored azi-
muth, indicating the geographical area of study. These

emissions, clearly distinguishable from the natural geo-
magnetic background, identified a circumscribed geograph-
ical area, the location of future epicenters. By intersecting the
directions of the two monitoring stations (purple and red),

Fig. 3 Spatial position of the seismic epicenter with respect to the Italian territory which occurred in northern Italy on February 9, 2022, and of
magnitude Ml 4.3. Credits Radio Emissions Project; Google My Maps

Fig. 2 Spatial position of the seismic epicenter with respect to the Italian territory which occurred in northern Italy on February 9, 2022, and of
magnitude Ml 4.0. Credits Radio Emissions Project; Google My Maps
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Fig. 4 Spectrogram produced by the RDF station in Lariano, Rome, Italy on February 8, 2022. The spectrogram shows the sudden appearance of
a signal having as azimuth (purplish) the study area of the Po Valley. Credits Radio Emissions Project

Fig. 5 Colorimetric map of the Italian RDF network showing the
location of the epicenters of the earthquakes that occurred in northern
Italy on February 9, 2022, of magnitude Ml 4.0 and Ml 4.3. The colored
lines represent the azimuth within which natural electromagnetic
signals are identified and depart from RDF stations. The purple line

(RDF) at the top of the graph that crosses the word “Croazia” refers to
the University of Malaya station, and does not refer to the Italian RDF
stations, used in this study. Credits Radio Emissions Project;
Google MY Maps
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the area under crustal stress and the possibility of occurrence
of a seismic event of magnitude 4 or greater was assumed.
The colorimetric signals, associated with the map to identify
the direction of the tectonic disturbance, usually appear
within a three-day time window. In this case, however, the
earthquakes occurred about 24 h after the appearance of the
radio anomalies (Figs. 4 and 5).

5 Conclusions

We conclude that the occurrence of the radio anomalies,
detected by the RDF Method, can be associated with
instrumentally detectable tectonic stress conditions for a
given seismic zone by comparison with the color scale and
azimuth of the signals. The method of triangulation of
electromagnetic signals carried out through the three Italian
stations (Fig. 1), at low and very low frequencies, also made
it possible to establish an element of coincidence between
the intersection of the signals and the future epicentral zone,

in the three-day time window. Such signals, for all cases
studied in Italy, vary from three days to a few hours before
the seismic event. Further steps of experimentation and an
interdisciplinary comparison will confirm or not the relia-
bility of the method.
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Seismic Signal Discrimination Between
Natural Earthquakes and Mining Explosions
Using Moroccan Seismic Network

Ibrahim Ouchen, Oussama Arab, Younes El Fellah,
and Mimoun Harnafi

Abstract

Some regions of Morocco are characterized by relatively
moderate active seismicity and mining. The seismic
activity in Morocco is related to the African and Eurasian
plate’s convergence. In this work, we examined several
diagnostic techniques to identify and distinguish between
earthquakes as natural events and explosions as artificial
events in the northern part of Morocco. The methods used
are based on seismic spectral amplitude ratio, moment
magnitudes (Mw), the time duration of signals, and focal
mechanisms. The discrimination has been checked re-
garding monitoring of local seismicity and chemical
explosion using the data recorded from more than 80
seismic stations in the framework of several projects;
PICASSO, Topo Iberia, Morocco-Array, SIMA, RIFSIS
for the period from 2010 to 2012. It comes out that using
the distribution of Amplitude/Frequency methods
between 0.1 and 25 Hz frequency band, the separation
appears clearly for the earthquakes in the range 1–3 Hz
and explosions in the range 9–12 Hz. Therefore, the
moment magnitude of natural earthquakes is greater than
that of artificial explosions. The detectability of the local
earthquake and chemical explosion is estimated by the
near station to the mine. The magnitude of explosions and
earthquakes is between 2 and 4. Our approach is to apply
these methods to better separate the populations of
earthquakes and explosions to help calibrate local
discriminants, especially in the phosphate areas where
explosions rich database is available. This may shed light
on the seismicity pattern of the region.

Keywords

Discrimination � Earthquakes � Mining explosions �
Method relative amplitude/frequency � Method MW/ML

1 Introduction

The discrimination between seismic events and explosions is
one of the most studied sections in seismology. Moreover,
with the Comprehensive Nuclear Test Ban Treaty Organi-
zation (CTBTO), the research is increasing in order to obtain
efficient and powerful packages to characterize the sources
of seismic signals captured by the seismometers.

In order to improve the performance of our seismic data
recorded on the stations of our network, some discrimination
methods have been applied on the seismic signals recorded
on Moroccan network, with the aim of developing more
relevant and adapted methods to our data in the future. The
objectives are the distinguish between artificial events and
natural events and to allow the correction of trajectory effects
on seismic wave propagation in the different geological parts
of Morocco (Michard et al., 2008).

2 Materials and Methods

The data selected for this work was collected from the
Picasso, Topo Iberia, and Morocco-Array networks (Fig. 1).
The stations used are broadband seismographs (BBS) type
with three components, equipped with seismometers Nano-
metrics Trillium 120P/Streckeisen STS-2/ and Guralp. Eigh-
teen small events were selected for this study in the magnitude
range between 2.0 and 4.3, of which seven are small natural
earthquakes, and eight are explosions induced by the RIFSIS
(Gil, et al., 2014) and SIMA (Ayarza et al., 2014) projects. All
events were recorded between 2010 and 2012, located
between latitude 30–36 and longitude from − 3 to − 9.
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A vast number of techniques have been used to dis-
criminate between earthquakes and quarry explosions; in this
work, we test some of these methods for the identification of
chemical explosion signals from earthquakes. The main
identification method previously used in discrimination is
the duration of the signal, because for the majority of events,
the duration is longer for earthquakes than for explosions
(Li et al., 1995). The spectral analysis method is based on
the distribution of the amplitude-frequency spectrogram in
the time domain, and to study the spectral characteristics of
signals and the frequency content of whole seismic wave-
forms (Plafcan et al., 1997). Finally, the moment magnitude
MW is the most accurate and modern quantification for
measuring the size of an earthquake; however, magnitude
scales have long been used for this purpose (Hanks &
Kanamori, 1979). The following relation defines the moment
magnitude MW:

Mw ¼ log10 M0=1:5ð Þ � 6:07 ð1Þ
M0 (N�m): is the seismic moment; it is a static parameter

and is not related to the dynamic properties of the source.
In order to improve our study of discrimination, we cal-

culate the ratio between the moment magnitude MW and the
local magnitude ML using the maximum amplitudes on the
Z channels (vertical) (Table 1). This method is based on a
physical model of deformation of seismic events that allows
the best calculation of the magnitude in both cases of large
and small earthquakes.

3 Results and Discussion

Many papers have attempted to deal with the discrimination
issue, including some similar to our study of small earth-
quakes and explosions (Allmann et al., 2008; Dahy &

Fig. 1 Deployment of temporary
and permanent seismic stations
used in this study
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Hassib, 2009). This work indicates that one of the most
effective methods for distinguishing artificial events from
natural events is the use of relative amplitude and frequency.

Applying this ratio between the moment magnitude Mw

and the local magnitude ML discussed in Sect. 2, we can see
that the distinction between them is very clear (Fig. 2a); the
discrimination is easier when the moment magnitude Mw is
> 2.8. However, the local magnitude of the explosions is
smaller than that of the earthquakes.

We deduce from Fig. 2b that the correlation between the
duration and coda magnitude (Mc) works as an important
factor in discriminating between earthquakes and explosions,
the two populations appear separated and there is no con-
fusion between them. The results of the spectral distribution
in the different stations (Table 1), represented in Fig. 2c
show the general view of the average of the spectrograms of
mining explosions and earthquakes in station. This demon-
strates the relationship between the relative amplitude and
frequency detected in the Moroccan seismic network. As the
graph reveals, discrimination in the frequency domain is
observed between 9 and 12 Hz for earthquakes and between
1 and 3 Hz for explosions.

4 Conclusions

In this paper, we have applied some methods for discrimi-
nating between earthquakes and explosions in Morocco. We
work then to quantify the performance of these methods as
sufficient discriminants in the case of small earthquake
magnitudes and artificial events. The dataset used in this
study was collected from 2010 to 2012 with more than 80
seismic stations distributed over the Moroccan territory.

The relative amplitude-frequency ratio used for the
totality of the signals recorded at the Moroccan network
shows that explosions have a relatively high amplitude-
frequency ratio compared to earthquakes. We conclude that
the best frequency band filter to apply for earthquakes is 1–3
and 9–12 Hz for explosions. It should also be noted that to
complete our study of discrimination, we need to explore the
effect of other methods. It is clear from the results obtained
in this work that an additional research is needed for regional
explosions recorded via teleseism in our seismic network to
provide valuable information regarding discrimination for
future studies.

Table 1 Moment magnitude and signal duration (SD) with correspondingML andMc, for the studied earthquakes and explosions indicated by EV
and SP/SR, respectively

Date Events H:M:S Lat Long ELV (m) Depth (m) MW ML SD(s) Mc

04/05/2010 SP1 16:00:03 33.67 − 5.20 381 60 2.2 1.6 23 0.6

06/05/2010 SP3 16:59:59 32.86 − 4.97 1525 30 2.0 1.3 34 1.0

07/05/2010 SP4 12:01:00 32.30 − 4.49 1380 30 2.3 1.6 35 1.0

07/05/2010 SP5 17:00:00 31.79 − 4.22 1030 30 2.3 1.6 24 0.6

08/05/2010 SP6 12:00:00 30.99 − 3.96 714 30 3.1 1.8 31 0.9

11/10/2011 SR2 17:01:00 35.10 − 5.30 496 30 2.6 1.7 40.5 1.2

12/10/2011 SR3 16:00:00 34.49 − 5.19 276 30 2.6 1.9 31.4 0.9

13/10/2011 SR4 14:00:00 34.74 − 3.87 1368 30 2.4 1.8 30.5 0.9

17/02/2012 SPY1 14:09:28 32.22 − 8.39 390 < 100 2.4 0.9 34 1.0

28/02/2012 SPY2 15:13:00 32.22 − 8.39 390 < 100 2.2 1.2 34 1.0

28/02/2012 SPB 15:04:00 32.32 − 7.86 560 < 100 2.4 1.0 34 1.0

21/01/2010 EV1 16:57:07 34.78 − 5.73 317 18,000 4.3 3.4 166 2.9

19/02/2010 EV2 04:13:09 33.43 − 4.14 2232 0 2.9 2.5 101 2.3

05/08/2010 EV3 18:54:14 32.17 − 5.84 2383 7000 4.3 4.2 212 3.3

01/03/2011 EV4 10:26:26 35.13 − 4.69 123 76,000 3.2 2.5 92.7 2.3

28/02/2012 EV5 06:26:30 32.32 − 6.96 360 400 2.8 2.5 112 2.4

02/06/2010 EV6 16:35:42 34.71 − 3.89 1157 3000 3.4 3.0 111 2.2

29/02/2012 EV7 04:11:52 32.19 − 4.84 1631 0 2.9 2.7 115 2.5
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Quick Determination of Bolide Explosion
Locations Using Seismic and Optic Data

Jordi Díaz, Josep M. Trigo-Rodríguez, Mar Tapia, and Mario Ruiz

Abstract

Bright bolides entering the atmosphere announce the
entrance of meter-sized meteoroids often surviving as
meteorites reaching the ground. To be able to find them, it
is necessary to locate quickly the position of the final
explosion. This is usually done using optical sensors, but
the bolides produce shock waves that can be detected by
infrasound stations and, after coupling to the ground, also
by seismic stations. The increasing availability of temporal
seismic station deployments and the gathering of the
records on permanent seismic networks can become a
powerful tool to complement optical data, in particular for
diurnal events or explosions located far from optical
stations. We present here two examples of bolides
exploding over NE Iberia that were reported in the Spanish
Fireball and Meteorite Network (SPMN) catalog with
magnitudes − 12 and − 17 and recorded by temporary
seismic arrays deployed near their entry trajectory. The
location of the final explosions has been derived from the
seismic data using a simplistic hypothesis and the codes
used systematically for earthquake location. Although
locating accurately the origin point of sonic waves is a
complex task, our approach allows getting a quick location
of the explosion location, with errors estimated in few
kilometers that appears as a useful tool to better define the
search zone for eventual meteorites.

Keywords

Bolide�Meteoroid� Seismic data�Optical data�Quick
location

1 Introduction

In order to find possible meteorites resulting from bolide
fragmentation, it becomes necessary to locate quickly the
position of the explosion. This is usually done using optical
sensors, which allow to identify the trajectory and final
explosion of the bolide. However, as the number of such
stations is limited, the distance between the explosion and
the nearest optical stations might be large and the determi-
nation of the meteoroid disruption location can sometimes be
not enough accurate. In addition, optical instruments cannot
be used in the case of daytime meteoroids.

With the densification of the permanent seismic networks
and the increasing availability of temporal seismic station
deployments, seismic data can become a powerful tool to
complement optical data, as the sensors detect clearly the
ground coupling of acoustic waves generated by the explo-
sion. We present here two examples of bolides exploding
over NE Iberia, for which the available seismic data provides
useful information.

2 Data and Methods

Obtaining a precise location of the fireball explosion using
seismic waves is a complex task, as the propagation of sonic
waves through the atmosphere is affected by multiple
aspects, including the vertical temperature profile, the
direction of the prevailing winds at each height level,
humidity, and ground topography (Arrowsmith et al., 2010).
We propose in this contribution the use of an oversimplified
location strategy, based on the methods used routinely for
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earthquake location, to get a quick approximative location of
the bolide explosion point. We use the classical Hypo71
(Lee & Lahr, 1975) algorithm, included as a plug-in in the
SeisComP data processing package (Helmholtz-Centre
Potsdam, 2008), we assume that the signal is generated
during the final bolide explosion (source point) and we
define an homogeneous model of the atmosphere, with a
speed set at 340 m/s. It is important to note that the accuracy
of this approach, as always in seismic location problems, is
strongly dependent on the number and geographical distri-
bution of the available seismic stations.

3 Results

On September 30, 2019, a fireball entered the atmosphere
above NE Iberia at 08:50 UTC. Despite occurring during
daylight hours, the entry of the fireball was witnessed by a
significant number of observers and its fragmentation gen-
erated a burst widely noted by the population. The Spanish
Fireball and Meteorite Network identified this fireball with
the code SPMN300919, assigning it an absolute magnitude
of − 12 ± 2. This magnitude places it among the ten fire-
balls of greater magnitude detected by the network during
the year 2019, being the only daytime event cataloged dur-
ing that year. The visual observations available indicate that
the fragmentation of the bolide occurred along an east–west
trajectory, over the area located between the towns of Sol-
sona and Coll de Nargó/Oliana (NE Iberia) (yellow line in
Fig. 1a).

This event was recorded by the permanent seismic stations
located in NE Iberia (Institut Cartogràfic i Geològic de Cat-
alunya 2000) and some stations located in the northern side of
the Pyrenees. However, the most relevant contribution arises
from the data acquired by the SANIMS temporary network
(Diaz et al., 2023), including 25 broad-band instruments
deployed over the NE termination of the Pyrenees.

The location procedure results in a source point located to
the SW of the zone covered by the dense seismic network.
The height of this source is calculated to be 57 km, but it is
poorly constrained. As it is estimated that most fireball
fragmentation do occur between 20 and 45 km (Moreno-
Ibáñez et al., 2015), we consider that our data does not allow
us to constraint properly the explosion height and we decide
to fix this value to 35 km to obtain a more accurate location.
The final results indicate that the explosion origin time was
08:48:25 and it was located at 41.988°N and 1.511°E, very
close to the city of Solsona and approximately 10 km
southwards from the trajectory estimated from visual
witnesses, with formal errors in latitude and longitude
of ± 3 km. It is worthy to note that seismic signals were
recorded to distances over 80 km to the north and the east of
the origin zone, but were not recorded to the south and west,
probably due to the effect of the dominating winds.

On May 23, 2022, a very brightly fireball was detected
over NE Iberia and reported by a large number of witnesses,
in despite of occurring at 02:45 official time. The Spanish
Fireball and Meteorite Network identified this fireball with
the code SPMN230522, assigning it an absolute magnitude
of − 17 ± 2. This is the brightest object detected by the
network since January 2021 and has been observed all
around central and southern Iberia. Several of the optical
observatories have recorded the final explosion of the bolide,
and shown the later trajectory of several fragments. From the
optical measurements, it has been stated that the bolide
started to bright above the coastline 15 km SW of Barcelona
and followed a SSW-NNE trajectory, with the fragmentation
point located 75 km further north, near the city of Vic
(yellow line in Fig. 2). This event has been recorded by up
to 32 seismic stations distributed over NE Iberia, including
10 stations deployed in high schools of the Barcelona
metropolitan area in the framework of the SANIMS project.
The classical location procedure described above has pro-
vided an origin zone located at 41.822°N and 2.911°E, with

Fig. 1 a Map showing the
temporary (dots) and permanent
(triangles) seismic stations around
the 30/9/2019 bolide explosion
(red star). Dark blue colors show
the stations with clear arrivals.
Yellow line shows the trajectory
inferred from witnesses. Black
squares show the location of
nearby towns. b Seismic traces at
representative sites
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a height of 35 km. The formal errors in latitude and longi-
tude are of ± 0.85 km, while for the height the error is
estimated in ± 3.2 km. Comparing the results from the
optical and seismic locations, their latitude is very similar,
while there is a difference of about 15 km in longitude. In
this case, the seismic signals are recorded at distances of
130 km by stations distributed all around the explosion,
hence resulting in lower error bars. Station located to the SW
does not record seismic arrivals associated to the explosion.

4 Conclusions

Our data prove that even if using simplistic hypothesis,
seismic data can be a useful tool to quickly locate the
explosion point of bolides entering the atmosphere, hence
allowing researchers to constrain the zone where eventual
meteorites could be found. As we propose the use of a
location method implemented in the data managing software
packages routinely used by the seismic community, the
localization of bolide explosions can be implemented as a
standard procedure, as done for example with quarry blast.
However, this approach relies on the availability of a large
number of seismic instruments around the entry area.

Regarding the two events inspected here, for the Septem-
ber 30, 2019, the seismic data provided key information, as
the event occurred in broad daylight without optical record-
ings. On contrary, the May 23, 2022, bolide was recorded by
21 optical sensors allowing to reconstruct the bolide trajectory
and explosion zone, which is consistent with the seismic
location, hence confirming the validity of our approach.
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Fig. 2 a Map showing the temporary (dots) and permanent (triangles)
seismic stations around the 23/5/2022 bolide explosion (red star). Dark
blue colors show the stations with clear arrivals. Yellow line shows the
trajectory inferred from optical observations. Black squares show the

location of the nearby towns. b Seismic traces at representative sites.
c Image from the bolide taken by the all-sky camera from the
Observatori Astronòmic del Montsec
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On the Effect of COVID-19 Lockdown
on Seismic Detection Capability

Sergio Arévalo, Mario Ruiz, and Jordi Díaz

Abstract

During 2020, people around the world lived a lockdown
of different stages consequence of COVID-19 pandemic,
switching almost every daily life activity to a remote
version. As evidenced by previous studies, the human
activity reduction resulted in lower levels of background
seismic vibrations mostly for frequencies ranging
between 2 and 20 Hz. As this is also the characteristic
frequency band for the body-wave arrivals of local events,
we could expect an increase on the signal-to-noise ratio
during lockdown, resulting in a better detection of such
phases, for seismic stations located in urban environ-
ments. The deployment in the city of Barcelona of a large
seismic network during the lockdown period provides a
unique opportunity to check this hypothesis. A manual
picking of the local earthquake arrivals reported in the
Institut Cartogràfic i Geològic de Catalunya ICGC catalog
has been carried out on the waveforms recorded by the
permanent and temporary seismic stations located within
the city. We have reviewed the seismic events occurring
between December 2019 and September 2020, to com-
pare the detection level in the pre-lockdown, lockdown,
and post-lockdown time periods. By quantifying the
number of picked P-waves on each station and classifying
this information according to the hour of day, it has been
possible to analyze the correlation between the human
common activity and the capacity of seismic stations to
record seismic events. First results indicate that the
reduction of seismic noise during lockdown resulted in a
higher number of pickings at labor hours. However, the
limited number of local events and the occurrence of a

small seismicity cluster close to Barcelona during the
lockdown, makes it difficult to be conclusive on the
influence of the seismic noise reduction on the detection
capability.

Keywords

Seismic detection capacity � COVID-19 lockdown �
Seismic noise

1 Introduction

During the lockdown period due to the COVID-19 pan-
demic, a temporary seismic array including 14 short-period
stations was deployed within the city of Barcelona (Spain),
in the framework of the SANIMS project (RTI2018-
095594-B-I00). This temporary network added to the 3
accelerometers and the 2 broad-band stations from the ICGC
network (Institut Cartogràfic i Geològic de Catalunya, 2000)
located in or close to the city center (Fig. 1a). Therefore, up
to 19 stations were operating in the city before, during, and
immediately after the lockdown period, hence providing a
unique opportunity to check the influence of the low level of
human activity in the identification of seismic arrivals.

Lockdown measures in Barcelona started on March 15,
2020, and were reinforced between the 20 March and the 12
April. On May 4, the plan to ease the lockdown began, and
commercial and industrial activities were gradually resumed.
Finally, the State of Alarm expired at midnight on Sunday,
21 June. Figure 1b shows the power amplitude in the 2.0–
20.0 Hz range at the ICJA broad-band station, evidencing an
abrupt lowering following the lockdown measures. Similar
results have been reported for locations around the world
(Lecocq et al., 2020; Pérez-Campos et al., 2021). An
increase in the perception of seismic events by the popula-
tion has been reported in areas as Central America
(Arroyo-Solórzano et al., 2021).
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2 Data and Results

2.1 Seismicity Patterns

In a first step, we reviewed the local seismic activity reported
in the ICGC catalog to compare the detection level during
three 100-day periods representing the pre-lockdown
(December 2019–March 2020), lockdown (March–June
2020), and post-lockdown (June–September) time periods.
Figure 2, shows the seismicity maps and the number of
events per day during these 100 days periods, evidencing
that there is not an overall change in seismicity between
them. The local seismicity level in NE Iberia is low, and it
tends to concentrate in clusters of irregular occurrence,
hence affecting strongly statistical studies on seismic
occurrence. As an example, during the lockdown period, a
small cluster in front of the coast of Tarragona (1.4°E) did
occur, while another cluster, located NE of Barcelona has
been active during the whole period, with larger events
during the lockdown and post-lockdown periods.

We have also verified if the magnitude threshold for the
ICGC was lowered during the lockdown period, taking as a
reference a large time period starting in 2010, without
observing any effect. Therefore, seismic catalogs in this
region are not a good option to infer the potential impact of
the human activity in seismic detection. This is not sur-
prising, as permanent seismic stations tend to be installed as
far as possible of populated area, and the seismic noise of
anthropogenic origin, characterized by their high-frequency
content, attenuates at short distances, in the orders of
100 m.

2.2 Seismic Arrivals Observations in Barcelona
Stations

The next, and more relevant, step has been to focus in the
stations located within the city. In the first stage, we have
focused on the events reported in the ICGC catalog with
magnitude > 1.0. For those events, the waveforms of the 19
Barcelona stations have been extracted and inspected man-
ually to pick P-wave arrivals. In a second step, we have also
inspected the event with magnitude 0.0 < m < 1.0 and epi-
centers close to Barcelona to check if additional arrivals
could be identified.

We have reviewed 262 events, but only for 71 of them we
have been able to identify clear P-wave arrivals. Regarding
individual traces, more than 4500 have been inspected, but
only 385 have been retained. Figure 3 shows the number of
valid readings identified each day in the Barcelona stations
during the pre-, lockdown, and post-lockdown 100 days
long periods. As observed, this number is highly variable, as
depends directly of the number, magnitude, and epicentral
distance of the earthquakes. The lockdown period (gray
shading) does not seem to have a pattern different from the
rest of the investigated periods (Fig. 3a). For days with
detections, the number of readings is usually ranging
between 12 and 25, proving that relative large earthquakes
are detected in the network independently of the background
noise level. However, during the lockdown period up to
10 days show reading values around 5, indicating that only a
few of the 19 stations provided clear lectures. We interpret
this as denoting that the background noise reduction during
lockdown made it possible to detect, on a limited number of
the Barcelona stations, week arrivals that would not be

Fig. 1 a Map of the stations deployed within Barcelona. b Seismic
power amplitude in the 2–20 Hz band between 11/2019 and 01/2021
measured every 30 min at ICJA station. Blue line shows the values

measured each 30 min, while orange line shows the weekly mean
values recorded between 8 and 18:00 UTC (adapted from Diaz et al.
2021)
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recorded otherwise. This is therefore our first evidence of an
enhancement in the detection capability of seismic stations
during the COVID-19 lockdown.

Next, we have quantified the number of picked P-waves
on each station and classifyied this information according to
the hour of day (Fig. 3b). We consider here as labor hours
the period between 8:00–20:00 official time. During the pre-
and post-pandemic 100-day long intervals, a total of 126
valid readings have been done during labor hours, in front of
a total of 385 readings (32%). During the lockdown period,
121 readings were identified during labor hours, out of a
total 195 (62%). Therefore, there is a clear increase in the
ratio of phase arrivals identified in Barcelona during the
working hours of the days with lockdown measures, that we
interpret as resulting from the lower level of seismic back-
ground noise due to the decrease in human activity.

3 Conclusions

From the inspection of the ICGC catalog in the NE Iberia
region, there are no indications of an enhancement of the
seismic detection capability related to the background noise
lowering following the COVID-19 lockdown measures.
However, by quantifying the number of picked P-waves on
the large number of seismic stations deployed within the city
of Barcelona it has been possible to evidence a significant
increase in the number of phase arrivals detected during
labor hours. Additionally, more events providing a scarce
number of lectures were detected during lockdown times.
This means that their weak signals were only detectable in
the best Barcelona stations due to the general background
noise reduction. However, the effect of lockdown must be

Fig. 2 Seismic activity in NE Iberia as reported by the ICGC catalog. Upper panels show the location of the event occurring before (a), during (b),
and after (c) the lockdown period. The size of the dots is proportional to the assigned magnitude. Lower panels show the number of per-day events

Fig. 3 a Daily number of
seismic arrival lectures in the
stations located in Barcelona
between November 2019 and
December 2020. The lockdown
period is marked by a gray
background. b Bars show the
number of phase arrival readings
per hour in the seismic stations
located in Barcelona, during three
100-day long intervals before
(light gray), during (red), and
after (dark gray) the lockdown
period
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considered as moderate, as we have not been able to identify
previously undetected seismicity. Similar studies should be
carried out on other regions to check if our conclusions
regarding the effect of COVID-19 lockdown on seismic
detection capability are of general application.
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Hydro-Seismicity Triggered by Heavy
Rainfall

Behrooz Bazargan Sabet, André Burnol,
and Antoine Armandine Les Landes

Abstract

Seismic hazard assessment in stable continental regions
(“intraplate domain”) involves specific difficulties, due to
the lower recurrence of events compared to active zones,
and to the fact that the triggering processes are particu-
larly complex and still poorly understood. Several recent
studies emphasize the role of local processes such as
erosion, deglaciation, fluid circulation, etc. The concept
of “hydro-seismicity” (Costain, Geol Soc Lond Spec Publ
432:91, 2017) explains a possible mechanism, the
triggering of intraplate seismicity by the pressure increase
in the interstitial fluid, decreasing the effective stress
within the fault plane. Although climate change may not
be perceptible at the level of the annual volumes of
precipitation, the alternation of drought periods with
intense rainy episodes may constitute a significant
transient water supply, reaching shallow faults by infil-
tration into the subsoil and inducing the phenomenon of
hydro-seismicity. In this context, we have shown that the
local magnitude 5.4 earthquake of November 11, 2019, in
Le Teil (France) could have been triggered by the
transient increase in hydraulic pressure following heavy
rainfall in the days preceding the event, while the trigger
of the event was initially attributed to the activities of a
quarry located near the earthquake zone. Using soil
moisture data acquired by the SMOS satellite and
modeling the height variations of the unsaturated zone
by the ComPass code developed by the Bureau de
Recherches Géologiques et Minières (BRGM), we show
that water infiltration has induced hydraulic overpres-
sures. The maximum value is located at the intersection of
a system of faults at 1200 m depth; the hypocenter of the
earthquake. The impact of this overpressure has been
estimated to be several times greater than the cumulative

effect of mechanical stress release due to the exploitation
of the quarry over the two past centuries.

Keywords

Intraplate earthquake � Hydro-seismicity � Triggered
seismicity � Hydraulic modeling �Mechanical modeling

1 Introduction

On November 11, 2019, at 11:52 a.m., the Le Teil village in
the Rhône Valley was violently shaken for 5–6 s by an
earthquake of local magnitude 5.4 (Mw 4.9). The first
investigations have shown that the earthquake is due to the
reactivation of the La Rouvière fault, a shallow fault that
originated from the Oligocene period, which was not con-
sidered as active so far. This reverse fault caused an average
ground displacement of 10 cm. The earthquake hypocenter
was estimated at around 1 km depth.

While the presence of the LafargeHolcim quarry in the
epicentral zone, exploited since 1833, raised the question of
possible anthropogenic origin of this earthquake (Larroque
et al., 2020), we put forth another potential triggering source
that is the hydraulic effect related to heavy rainfall after
drought period, on a network of faults under long-term tec-
tonic stress loading.

2 Methods

We rely on a local updated 3D geological model of the area
built by compiling existing cartographic data, deep drilling
data, 240 km of seismic line including 8 km of new acqui-
sition and surface traces of local faults network studied
through the differential SAR interferometry (DInSAR)
analysis. The seismic interpretation and the construction of
the 3D geological model reveal the presence of a positive
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flower structure, limited to the north by the Rouvière fault,
dipping south-east, and to the south by the Viviers fault (not
detected before) dipping steeply to the northwest. Inside this
blooming structure, there are steeply dipping secondary
faults, from the NW to the SE: Bayne Rocherenard (BRR),
Paurière (P), and Bayne Saint-Alban (BSA), delimiting dif-
ferent blocks (Fig. 1).

Based on the 3D geological model and using the BRGM
ComPass code, we build a 3D hydrogeological model. The
hydrostatic equilibrium with the Rhône River, located in the
eastern part of the Le Teil, allows setting the boundary
condition. The initial calculation defines the unsaturated
zone of the model. The result of the equilibrium is then used
to simulate, over the period 2010–2019, the dynamic
recharge linked to the re-saturation of the vadose zone
according to the variations in surface soil humidity acquired
by the SMOS satellite. The main input data are shown in
Fig. 2. The results of these simulations allow evaluating, for
different geological configurations and boundary conditions,
the order of magnitude of the pressure variations along the
Rouvière fault, which is identified as the origin of the
earthquake.

The results of our hydraulic model are compared with the
results obtained from 3D mechanical model built on the
same geometry, to assess the effect of mass removal during
the quarry exploitation, by evaluating the Coulomb stress
change. The calculations are performed using Itasca 3DEC
code.

3 Results

3.1 Results of Hydraulic Model

According to the “hydro-seismicity” concept, the intersec-
tions between two or multiple faults are the most probable
location zones for the hypocenter of an earthquake trig-
gered by hydraulic recharge (Costain, 2017). The results of
the 3D hydraulic simulations show that the variation in
hydraulic pressure in the fault system between 2018 and
2019 reached a minimum value on September 24, 2019,
(on the eve of intense rainy episode) after a drought period
of 6 months; the longest period since 2015. After the
recharge period, the differential pressure (DP) reaches the

Fig. 1 Geological 3D model faults position

Fig. 2 Input data: Precipitation (rainfall) in blue line. In red line, effective saturation (Se) calculated from in situ soil moisture at 30 cm depth
acquired every 3 days
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maximum value of 0.98 MPa, near the junction of Rou-
vière, Bayne Rocherenard et Paurière faults system, at
1200 m depth (Fig. 3).

3.2 Results of Mechanical Model

We use the distinct element method to assess the impact of
mass removal. Our results show the maximum Coulomb
stress change of 0.25 MPa, a value of the same order as what
is obtained with Boussinesq’s analytical solution (Ampuero,
et al., 2019). A secondary maximum value is located near
the intersection of the Rouvière fault with Bayne Rochere-
nard fault at 1.3 km depth (Fig. 4). To deal with the
uncertainties, we perform a parametric study taking plausible
values for each parameter. We show that the uncertainty
associated with our calculations affects the results within a
range of < 10%.

4 Discussion

The origin of the earthquake of November 2019 is not well
known and in particular, tectonic origin is not excluded.
However, if the earthquake is “triggered” by an external
event, it is more likely that the trigger mechanism be linked

to the hydraulic loading due to an intense rainfall event than
to the mechanical effect due to the mass removal during the
quarry exploitation. In fact, the hydraulic overpressure
linked to the rainfall is several times greater than the
mechanical stress change due to the quarry excavation.
Furthermore, the hydraulic overpressure reaches its maxi-
mum just before the earthquake following a dynamic pattern
while the mass extraction is a quasi-static process acting
over two centuries.

Another clue is the position of the earthquake hypocenter,
which has been relocated using multiple approaches
(Delouis et al., 2021). This position is seemingly very close
to the location of the maximum DP obtained from our
hydraulic simulations. The accordance between the seismo-
logical analyses and our modeling results (Burnol, et al.,
2022) suggests that the intersections between secondary
faults might have played an important role for the nucleation
process of the Le Teil earthquake.

5 Conclusions

Two numerical models have been developed to simulate the
potential hydraulic vs. mechanical triggering factor of the Le
Teil earthquake. Our results suggest large increase in fluid
pressure occurring during a shift from long drought period to
heavy rainfall, as the triggering origin of the event. With
climate change, it is now clear that such an abrupt transition
scenario will occur more and more frequently in the future. It
is therefore necessary to re-evaluate the intraplate seismic
risk by taking into account the possible reactivation of
shallow faults, which until now have been classified as
slightly or no active.
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Effect of Earthquake-Induced Pounding
on Adjacent Building Structures
with Unequal Number of Stories

Pedro Folhento, Rui Carneiro de Barros, and Manuel Braz-César

Abstract

Structural pounding among insufficiently separated build-
ings constitutes one of the main reasons for damage and
the possible collapse of structures during severe earth-
quakes. Building pounding is still not properly under-
stood, as it involves several complex phenomena, leading
to unclear patterns for the dynamic behaviour of the
colliding structures. Hence, this study considers
floor-to-floor collisions between fixed-base reinforced
concrete buildings under earthquake excitations. The
different number of stories and separation distances are
considered to analyze the results in terms of story shear
forces and interstory drifts. Finite element models are
constructed, considering a fibre-based approach to model
the inelasticity at the ends of structural members.
Structural pounding was simulated through the use of a
viscoelastic impact model, the Kelvin-Voight model.
Results showed that the stories above the points of impact
experienced 50% to almost 100% increases in interstory
drifts and shear force demands, which may lead to brittle
failures of the columns. The number and magnitude of
pounding forces were higher for upper stories. The case
with no gap size did not always lead to the worst scenario,
and a separation distance close to the no-pounding case
still presented pounding forces of significant magnitude,
emphasizing the importance of proper separation of

building structures. In conclusion, the buildings in the
scenarios with an unequal number of stories were more
vulnerable to pounding forces, experiencing higher
increases in story shear and interstory drift.

Keywords

Seismic analysis � Building pounding � Impact models �
Non-linear inelastic behaviour � Parametric investigation

1 Introduction

The influence of earthquake-induced structural pounding
among buildings is a paramount subject in the seismic
analysis and design of structures. This phenomenon leads to
unclear patterns or trends of the colliding structure’s
dynamic responses which explain contradictions in research
results (Mahmoud et al., 2019). The recognition of such
phenomenon has been growing in the last decades, con-
tributing to a better understanding of building structural
pounding and mitigation of its negative consequences.
Constituting the main goals in the study of such occurrences
in seismic events. Several mitigation measures and tech-
niques have been proposed over the years in the literature to
attenuate or eliminate the negative consequences of such
phenomenon (Folhento et al., 2020).

This study comprises an investigation of the effect of
earthquake-induced structural pounding on the response of
adjacent reinforced concrete (RC) structures with variable
gap distance and number of stories. Pounding is considered
to happen among floors, and five scenarios for the RC
buildings in terms of the number of stories will be assessed.
This will allow the understanding of how different number of
stories and the separation of structures may influence the
structures’ behaviour, important for the safety of human
lives and services during a seismic event in the occurrence of
pounding.
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2 Problem Formulation

This parametric investigation is based on five scenarios of
adjacent RC structures with variable separation distance:
L3R3, L3R4, L3R5, L4R3, and L5R3, in which “L” stands
for building 1, “R” for building 2, and the number indicates
the number of stories of the buildings. Building 1 presents a
more flexible layout compared with building 2.

The six different fixed-base RC structures were designed
according to the Eurocodes, using class C25/30 concrete and
steel rebars of S500. The seismic design was performed
following capacity design considerations, assuming Por-
timão, Portugal’s seismic region.

The finite element models are built in OpenSees
(McKenna, 2011) using the fibre model with finite-length
lumped plasticity at the critical sections of plastic hinge
formation.

The pounding forces generated from the collisions
between the adjacent structures are calculated using the
Kelvin-Voight impact model (Anagnostopoulos, 2004) as
shown in Fig. 1.

3 Results

Non-linear time-history analyses were carried out, consid-
ering three seismic actions adjusted to the seismic region of
Portimão, Portugal: El Centro (RSN6), Loma Prieta
(RSN811), and Northridge (RSN949) (PEER, 2020). The
results are presented in Figs. 2 and 3 in terms of the number
and magnitude of collisions, interstory displacements and
story shear forces, for the five pounding scenarios and across
all the values of the gap size.

4 Discussion

Observing Fig. 2, it can be verified that a scenario that
presents a greater difference in the number of stories will be
more susceptible to more collisions and of a larger magni-
tude than a scenario with an equal number of stories. The
number of collisions and their magnitude naturally depend
on the gap size. Nevertheless, a zero-gap size does not
always present the highest magnitude of pounding forces,

Fig. 1 Plan view of the adjacent
RC building structures and the
impact model

(a) Number of impacts (NI) (b) Pounding forces (P).

Fig. 2 Results regarding the
number and magnitude of
pounding forces
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though it is always the case with a greater number of
impacts. Figure 3 corroborates with these results, showing
that interstory displacements and story shear forces can be
amplified, particularly, in scenario L5R3, in which the taller
building was the most flexible in the original configuration
(L3R3). When building 2 is the taller structure, interstory
displacements and story shear forces of building 1 are
reduced for some gap sizes. Building 2 presented smaller
variations in interstory displacements and story shear forces
(not shown due to limited space) and fewer amplifications
due to pounding forces.

5 Conclusions

In conclusion, it was verified that scenarios with a different
number of stories and more differences in dynamic beha-
viour are more susceptible to pounding effects (number and
magnitude of collisions). Top stories above the point of
impact suffered bigger amplifications of the responses
studied, which reached twice the case of no-pounding. The
range of the gap size in which pounding occurs was naturally
wider for the cases of scenarios with an unequal number of
stories, and gap sizes closer to the no-pounding case still
presented pounding forces of significant magnitude that
could influence the structures’ behaviour, emphasizing the
importance of proper separation of buildings.
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Fig. 3 Normalized (N) results of
building 1 concerning the
no-pounding case

Effect of Earthquake-Induced Pounding on Adjacent Building... 303

https://peer.berkeley.edu/peer-strong-ground-motion-databases
https://peer.berkeley.edu/peer-strong-ground-motion-databases


Evaluation of Liquefaction Potential
Through Geophysical Tests Case:
Earthquake in Lagunas, Peru 2019

Jorge Alva, Carmen Ortiz, Joao Rengifo, and Grover Riveros

Abstract

On May 26, 2019, at 02:41 h (Peruvian time), the Mw 8.0
Sismo Lagunas 2019 earthquake occurred. It had its
epicenter at the coordinates: − 05.74°, − 75.55°, 60 km
south of the town of Lagunas (Loreto), at a depth of
135 km with Mw 8.0. It caused a lot of damage, including
the liquefaction phenomenon reported in the woody
village of Tamarate. The maximum horizontal accelera-
tion recorded was at the UNTRM Station (0.098 g) in
Chachapoyas with an epicentral distance of 292.21 km.
In December 2019, geophysical tests were conducted in
the woody village center of Tamarate, the area where the
soil liquefaction event was evidenced. The reasons for
choosing to use multi-channel surface wave and ambient
vibration tests are based on (i) the fact that the area is only
accessible by river. And (ii) the used geophysical
equipments are practical and easy to handle and transport
compared to the usual equipment such as the Standard
Penetration Test and Cone Penetration Test for liquefac-
tion potential evaluation. Multi-channel surface wave and
ambient vibration analysis tests were performed to
determine the shear wave velocity profile and the
fundamental period of the ground. Seismic profiles and
average wave velocities were Vs30 (163–168 m/s). The
predominant period values obtained in the study area
were 0.5 and 0.7 s. The occurrence of soil liquefaction
(FSL) was evaluated using the deterministic method as
the ratio of the minimum strength normalized cyclic shear
stress producing liquefaction or “Cyclic Resistance Ratio”
(CRR) divided by the normalized cyclic shear stress
induced by the earthquake or “Cyclic Stress Ratio”

(CSR). The CRR parameter was determined at each depth
up to 30 m. With this evaluation, the actual minimum
acceleration value that occurred in Tamarate was found
between 0.1 and 0.12 g. A soil liquefaction was generated
up to a depth of 13.2 m.

Keywords

Liquefaction � Acceleration � Geophysical test �
Microtremor

1 Introduction

A seismic event occurred on May 26, 2019, in Alto Ama-
zonas (Loreto-Peru with coordinates − 05.74°, − 75.55°),
named “Lagunas Earthquake.“ The epicenter was 60 km
south east of Lagunas with a depth of 135 km and a mag-
nitude of 8 Mw. The maximum horizontal acceleration
recorded at UNTRM Station (0.098 g) from the city of
Chachapoyas, which is located at an epicentral distance of
292.21 km.

The Sismo Lagunas 2019 earthquake caused the soil
liquefaction in the woody village of Tamarate, located
112 km northwest of the epicenter. In fact, liquefaction is a
secondary seismic hazard that can be triggered in water
saturated sandy soils and results in several damage of
anthropogenic and natural habitats. Hence a detailed
assessment of the soil liquefaction in Tamarate is needed for
prevention and mitigation purposes.

According to De la Cruz Bustamante et al. (1999),
Tamarate is 100 m above sea level on the banks of Huallaga
River and has a geology belonging to the Cenozoic era,
Quaternary system, Holocene series with alluvial deposits
defined as seasonal floodplain, these deposits are masses of
sandstones and gravels in a sandy matrix.

Accessibility to Tamarate and Lagunas is by river from
the city of Yurimaguas in* 7 h by speedboat. This was one
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of the main reasons why it was decided to evaluate the
liquefaction potential by means of geophysical tests using
heavy equipment.

2 Methods

The deterministic method described in Seed and Idriss (1971)
and (Andrus & Stokoe, 2000) and Multi-channel Analysis of
Surface Waves (MASW) tests were performed. Four micro-
tremor tests allowed obtaining the profiles of shear wave
velocities (Vs) and the predominant periods of the soil (T) to
determine the dynamic parameters of the study area (Fig. 1a).

The H/V Spectral Ratios obtained from the measurement
of the microtremor tests were compared with the H/V of the
Rayleigh waves for the fundamental mode of the profiles
obtained from the MASW tests. Some test pits were exca-
vated in the studied site to identify the depth of the water
table, which was found to be 2.3 m and to sample soil in
order to determine the percentage of fines content and clas-
sify the samples using SUCS. To determine the liquefaction
potential, we relied on the relationship between the Cyclic
Resistance Ratio CRR and the Cyclic Stress Ratio CSR
presented in Eq. (1):

FSL ¼ CRRM

CSR
ð1Þ

To determine CRRM, Eq. (2) presented by Andrus and
Stokoe (2000) was applied.

CRRM ¼ a
Vs1
100

� �2

þ b
1

Vs�1 � Vs1
� 1
Vs�1

� � !
MSF ð2Þ

To determine the CSR value, the Eq. (3) formulated by
Seed and Idriss (1971) was applied.

CSR ¼ sav
r0v0

¼ 0:65 � amax

g

� �
� rv0

r0v0

� �
� rd ð3Þ

3 Results

The two MASW tests showed that the shear wave velocities
Vs in the first 30 m are on average 163 and 168 m/s. Fig-
ure 1b shows the profile obtained from the conjoint inver-
sion using both the dispersion curve and the H/V spectrum
microtremors. The microtremor’s H/V spectral ratio per-
formed in the studied site estimates the spectral ratio per-
formed in the studied site estimate the spectral ratios of
0.5–0.7 s.

Likewise, it is observed that the predominant period in
the area where the liquefaction phenomenon occurred in
Tamarate is 0.63 s (Fig. 1c). With the Vs results obtained
initially, Eqs. (2), (3), and (1) were applied to obtain the
values of CRR, CSR, and FSL at each depth where there is a
record.

However, it was necessary to previously determine the
densities of the strata for the effective stress values, for
which the correlations presented by Anbazhagan et al.
(2016) were applied. Finally, for the seismic values
requested to determine CSR, data from the Mw 8 Lagunas
2019 earthquake presented by Tavera (2019) and accelera-
tion data recorded at stations of the UNI Accelerographic
Network (UNI, 2016) were used. The results are shown in
Table 1.

4 Discussion

The soil Liquefaction is considered if the FSL value is < 1.
In the studied site, FSL values are < 1 under a depth of
13.2 m, which coincides with the inspection carried out after
the Lagunas earthquake.

On the other hand, considering that in the study area,
there was evidence that the liquefaction occurred, the
acceleration values used for this investigation were ana-
lyzed. It was found that the minimum value of acceleration
in Tamarate, that can trigger the soil liquefaction was

Fig. 1 Location of tests performed and areas where liquefaction occurred (a). Shear wave velocity profile (b) and observed and theoretical H/V
spectral ratio (c)
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0.12 g. It is observed that the acceleration value directly
affects the CSR value and the FSL. It is worth mentioning
that data was recorded up to 30 m, but results are presented
up to the first 15.6 m because under this depth the FSL
result increases.

Likewise, when comparing the H/V Spectral Ratios
obtained from microtremors with the H/V of the Rayleigh
waves of the inverted profiles of the MASW tests (Fig. 1c), a
similar fundamental period of the soil was observed. It also
allowed to validate the information used from the soil pro-
files. Also, the obtained predominant period of 0.63 s con-
firms that the study area is associated with flexible soil
deposits.

5 Conclusions

The evaluation of soil liquefaction using shear wave velocity
measurements presents reliable results and it is very useful in
areas of difficult accessibility, allowing for the evaluation of
a greater area and greater depth.

The FSL values obtained are < 1 under a depth of
13.2 m, which coincides with the inspection carried out in
Tamare. These results allowed the generation of a set of

knowledge and experiences on the dynamic properties of the
soil to the scientific community worldwide.

The minimum acceleration value in Tamarate, which
caused the liquefaction phenomenon was 0.12 g. The pre-
dominant period obtained of 0.63 s confirms that the study
area is filled with flexible soil deposits.
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Table 1 Assessment of
liquefaction potential with
acceleration a = 0.12 g at P09

Depth (m) Vs (m/s) CRR CSR FSL

1.1 82.07 0.0406 0.063 0.643

2.3 89.11 0.0411 0.063 0.656

3.7 113.65 0.0635 0.081 0.783

5.3 128.51 0.0768 0.094 0.819

8.9 145.30 0.0831 0.107 0.775

11.0 158.25 0.0948 0.106 0.897

13.2 163.85 0.0929 0.102 0.913

15.6 175.74 0.1040 0.096 1.085
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Residential Buildings Made with Local
Materials and Their Classification
on the Basis of a Field Experiment

Zhanybek Mamatov, Sagynbek Orunbaev, Yzat Sydykov,
and Nurlan Shamshiev

Abstract

The high seismicity of the territory imposes special
requirements on the construction industry of the Kyrgyz
Republic; it is necessary to develop and implement a
long-term and targeted state policy in order to increase the
level of seismic resistance of existing and newly
constructed buildings and structures. This research pre-
sents the classification of low-rise buildings from local
materials and the analysis of a series of experiments on
models of low-rise buildings from local materials. The
local material is clay. As a local type of clay used
earthenware clay. Owing to their excellent insulation
properties and their heat storage capacity, clay building
materials help to reduce the energy consumption of
buildings. A series of experiments were carried out to
analyze seismic resistance and to increase insulation
properties. Their intensity can reach 8–9 balls by the
MSK64 scale or even more. The Medvedev–Sponheuer–
Karnik (MSK) scale of seismic intensity was widely used
in former Soviet Union countries starting in 1964 and it is
based on typical masonry structures. The last series of
experiments showed that the model of a house built from
local materials and reinforced with a wooden frame of the
“Synch” type has the following properties: does not
collapse at different weights of coatings, even with
intensity 9 by MSK64 scale (in terms of acceleration)
earthquakes; of all the options, the most acceptable in
terms of efficiency and seismic resistance were houses
with a wooden frame “Synch” filled with clay materials.
Wooden-framed houses filled with clay materials are

called «synch» houses. The Synch is a timber frame
structure filled up with earthenware clay.

Keywords

Classification � Simulation � Experiment � Local
materials �Model �Wooden � Ferroconcrete framework

1 Introduction

The main part of the territory of the Kyrgyz Republic is in
the seismically active zone. Such location creates certain
risks when buildings and structures may be affected by
seismic impacts. Earthquakes occur very frequently in the
Kyrgyz Republic. Their intensity can reach 8–9 balls by
MSK64 scale or even more. The Medvedev–Sponheuer–
Karnik (MSK) scale of seismic intensity was widely used in
former Soviet Union countries starting in 1964 and it is
based on typical masonry structures. The high seismicity of
the territory imposes special requirements on the construc-
tion industry of the republic; the development and imple-
mentation of long-term and targeted State policy is necessary
to increase the seismic resistance of existing and newly
constructed buildings and structures (Orunbaev et al., 2019;
State Programme, 2011).

More than 65% of the population of the Kyrgyz Republic
live in rural areas, where 90% of the residential houses were
built and are still being built with local materials. It should
be mentioned that construction of individual residential
houses is traditionally made of clay materials not only in
rural areas but also in the Bishkek and Osh cities.

The local materials are clay. As a local type of clay used
earthenware clay. Owing to their excellent insulation prop-
erties and their heat storage capacity clay building materials
help to reduce the energy consumption of buildings. A series
of experiments was carried out to analyze seismic resistance
and to increase insulation properties.
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2 Methods and Materials

Depending on the region, certain construction methods have
traditionally been established, based on the type of house
construction and on the technology of the production of
materials. Therefore, there is a need to develop
seismic-resistant structural and planning solutions for resi-
dential buildings using local construction materials.

When technical task was developed, it was decided to
use simulation as the experimental-theoretical investigation
method of the object. It consists of the following opera-
tions: construction of model, investigation of model
parameters under the given conditions or effects, and
transfer of the obtained data to simulated object. For this
purpose, the centuries of experience in construction of
houses from low-strength materials inherited from our
ancestors were studied including earthquake-proof mea-
sures as well as reviving the methods and technologies of
their construction (Mamatov & Chymyrov, 2010; Shapanov
et al., 2008). After studying and synthesizing the existing
practice in the Central Asian region (Mamatov, 2017;
Rashidov & Mamatov, 2019), houses made from local
materials, their structural concepts, and basic structure were
classified into 4 (four) types for Kyrgyz Republic (Mam-
atov, 2015):

1. Houses with walls built of raw brick or blocks of correct
shape;

2. Wooden-framed houses filled with clay materials called
«synch» houses. The Synch is a timber frame structure
filled up with earthenware clay;

3. Houses with walls built of clay material or from various
clay pieces of irregular shape («Sockmo»);

4. Houses made of reinforced concrete frame filled clay
material.

According to the results of the classification, the direction
of mechanical modeling was chosen—research on models
process with the purpose of transferring the research results
to the full-scale structure. In this case, the scale of the model,
its elements, and the mechanical characteristics of the
materials are selected according to certain laws of similarity
(Mamatov, 2019).

3 Results

A series of experiments were conducted on the seismic
platform in the laboratory «Seismic Construction». This
laboratory tested 4 types of houses and made a comparison
between them for seismic resistance (Mamatov, 2019).

3.1 Sochkmo and Pakhsa Construction

The construction of the walls of “Sockmo” or “Pakhsa” is
the most common method of wall construction from mate-
rials on the territory of the Kyrgyz Republic—clay tech-
nology. When erecting a clay wall, specially made shapes
are used, or scaffolding with a shield height of 50–60 cm, is
used. The laying is like that of raw brick, but the joints are
not strong enough. Clay was used in the construction of this
type, although in practice the soil extracted from the site or
surroundings of the house is most commonly used.

Pakhsa is a part of a clay wall 50–60 cm high, erected
layer by layer with special formwork. To make it, the clay
mass is mixed with the straw which is pre-coated with cloth.
Next, the mass is wrapped in matter, rolled, and placed in a
cast formwork («gualyac») along the entire perimeter of the
building in rows. In other words, each layer should be laid
only after the previous layer of the wall is able to bear the
weight of the next round. The results of the simulation have
shown that houses constructed by the «Sockmo» type
completely break down already at intensity 5–6 MSK64
scale (according to the acceleration index—188 cm/c2)
earthquake (Fig. 1).

3.2 Raw Bricks and Blocks Construction

House structures with walls built of raw brick and blocks of
correct shape are very often found in the countryside and
new buildings in the suburbs of the city of Bishkek. The
peculiarity of this type of wall is that due to the fit of bricks
and blocks in the corner joints, the walls do not settle.

Masonry of this type is almost the same as brickwork.
The thickness of the walls of raw brick can be taken in 1; 1.5
or 2 bricks, and from blocks of correct shape—1 or 1.5
blocks. This type of wall without adequate reinforcement, as

Fig. 1 General view of the model of the house «sockmo» after the
experiment
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well as the previous one, is not earthquake resistant and
needs to be reinforced. The main feature of strengthening
this model is to strengthen the inside and outside of the wall
with nets of cords with surface gunning sand-cement mix.
According to the results of the experiment, it was discovered
that the model of a house built of raw brick with simple
reinforcement has a much higher resistance to a house of
simple «sockmo» (Fig. 2).

In these figures, you can see a lot of useful sides of the
reinforced model, such as hauling a net of cords and
splashing sand-cement mixture under high pressure, with the
result that the plaster clings to the wall. With an intensity of
6–7 by MSK64 scale (in terms of acceleration) earthquake,
the plaster remained stuck to the wall and did not fall off,
which proves its relative resistance to earthquake.

3.3 Wooden-Framed Houses Construction

Wooden-framed houses filled with clay materials «synch»
houses are very often used in the most populated areas of
Central Asia, for example in the Batken region of the Kyrgyz
Republic (Mamatov, 2017; Mamatov & Chymyrov, 2010;
Rashidov & Mamatov, 2019). The wooden frame is built to
carry the load from the roof, wood ceiling, and insulating
materials. «Gualyak» is mainly used to fill the frame. Like
«synch» homes can be recommended as a simple and reli-
able construction with local materials. This type of house
can be used as a model in seismic zones, as well as housing
for victims of natural disasters. The cross sections of the
supporting pillars of the lumber should be dimensions—
100 � 50 mm, 50 � 50 mm, struts—50 � 30 mm (Fig. 3),
and the sill—150 � 150 mm; 150 � 100 mm. Another
option, the supporting pillars of the logs must be of circular
cross-section diameter of 60–80 mm, planed on all sides, to
square, to make it even, so that they were attached to the
base and mounted on top of the other logs.

When filling the frame, it is necessary to ferment (real)
clay to prepare shuttering the right size, add clay, and var-
ious additives, such as straw, pour the dough around the
perimeter, tightly tamping. When filling the wall, wait, let
the clay dry and solidify the solution to a certain extent.
Houses of similar design are considered very resistant
buildings for earthquake compared to other buildings, and it
is recommended to build such houses in seismically haz-
ardous areas. Results of the experiments have shown that the
intensity 7–8 by MSK64 scale (in terms of acceleration) of
an earthquake, filling collapsed, but the wooden frame was
durable and resistant (Fig. 4). It should be noted that in the
event of severe earthquakes, these houses do not have the
possibility of tragic consequences, and the collapsed filling
is not difficult to recover in the future.

Fig. 2 General view of the model of the house, made of brick raw,
after the experiment

Fig. 3 The process of construction of a model house of wooden frame
“synch”

Fig. 4 General view of the model house of «synch» after the
experiment
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3.4 Reinforced Concrete Frame Houses
Construction

The house of «reinforced concrete frame» with the filling of
the raw bricks mainly are used in new built quarters around
the city of Bishkek and in other regions. In the construction
of houses of such construction, first, when the foundation is
filled with concrete, it is necessary to lay reinforcement
upright columns at the corners by four rods in each corner, in
the openings of doors and windows (two bars). Secondly, at
the intersections of the walls where there is a switch-
reinforced, it should continue to the level beams. However,
every 60 cm in height should go at least two rods at the joint
between the wall supports. Thirdly, in the soaked clay, straw
should be added, and a scaffold should be installed, which
makes one row of walls 60 cm high. In the same way, the
following rows are arranged up to the level of the trimmer
beam.

Next, the two rebar rods that protrude from the founda-
tion along the edges of the doors and windows should be
rolled into the band belt, and the concrete should be covered
(Fig. 5). This element is called a monolithic or reinforced
concrete core.

From the results of the experiments, we can see that on
intensity 7–8 by MSK64 scale (in terms of acceleration)
earthquake, in a house built with respect to all construction
technologies and methods, there are only cracks in the
plastering of the house and in the joints of the clay walls
with concrete elements at the level of the windowsills and
lintels have appeared (Fig. 6).

Obviously, such a house construction is resistant to
earthquakes, compared to the other listed three types of

structures above. Houses with reinforced concrete supports
are much more durable than houses made of clay wall
blocks. This fact must always be considered.

The main components of seismic protection are the three
main parts of the building (foundations, walls, and roof),
which must be bonded in order to function as a unit during
an earthquake. Poorly built seismic belt may even exacerbate
the devastating effect of the earthquake. There are also
buildings with columns, cores, and seismic belts, with low
concrete quality and too thin rebar, which cannot ensure the
building’s earthquake resistance. Therefore, developers
should apply to architectural authorities and relevant design
organizations for a detailed project and strictly comply with
design requirements in construction.

4 Discussion

Based on the results of experimental studies of the buildings
presented, it is possible to make a conditional pedestal of
seismic stability, considering the economic component,
construction technology, and earthquake resistance:

• in the first place—houses with “reinforced concrete
frame”—the frame of houses of such structure will
assume all the burden if the recommended building
technologies (techniques) are met.

• in the second place—houses of the type «synch»—each
element of such houses is bound with other elements and
works with them in unity. This type of house is built
easily and quickly in comparison with others and does not
require excessive transport costs; therefore, they can be
recommended for erection in earthquake risk zones.

• in the third place—houses with walls constructed of raw
brick or blocks of correct shape, as well as pasha houses
—a feature of the walls of this type of house is that the

Fig. 5 The process of construction of model homes from the
«reinforced concrete frame»

Fig. 6 A general view of the “reinforced concrete frame” model of the
house, after the experiment
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corners of the brick or brick blocks are adjusted to each
other crosswise, thus preventing the walls from splitting
apart and the stability of the brick walls is much greater
than that of other materials, made of clay. Pakhsa houses
retain relative stability due to the fact that the whole
perimeter is laid with various binding additives, which
creates a single monolithic structure.

• in the fourth place—houses with walls erected from
mud-brick material or different ground (clay) pieces of
irregular shape.

5 Conclusions

The reasons for the frequent destruction of such houses are
the unbound structure, the absence of anti-seismic measures
and, of course, the improper exploitation of the houses.

Given that the Kyrgyz Republic is in a seismically active
zone and more than 93% of its area is mountainous, the
delivery of materials is a major obstacle. Therefore, we
recommend the use of local materials, namely a wooden
frame with clay filling or “Synch” constructions, as they are
more earthquake resistant. Also, the construction of the
houses must be carried out strictly in accordance with the
project executed by the authorized project agency. The
specific conditions of the construction should be considered,
and acceptance carried out in accordance with the require-
ments of the construction (Imanbekov et al., 2002; SNIP KR
20-02, 2018).

References

Imanbekov, S. T., Kosivzov, G. V., Troshkin, V. N., Gron, A. G., &
Begaliev, U. T. (2002). Construction of individual dwellings with
local materials in the Kyrgyz Republic, Bishkek. KNIPIS, 64, 40.

Mamatov, Z. Y., & Chymyrov, A. U. (2010). The construction of
earthquake-resistant houses with local materials in Kyrgyzstan. In
Proceedings of the international forum “Natural disasters and the
security of the construction of buildings and structures”. UNECF
Committee on Housing and Land Management

Mamatov, Z. Y. (2015). Modelling and experimental analysis of
residential buildings from local materials/Science, technology and
life-2015. In Proceedings of materials the international scientific
conference (pp. 131–143)

Mamatov, Z. Y. (2019). Modelling damage and destruction of low-rise
buildings» annual report SRW.

Mamatov, Z. Y. (2017). Ways to build safe homes and reinforce
homes” textbook: B. Polygraph Album Resource, 14, 164.

Orunbaev, S. Z., Mendekeyev, R. A., Moldobekov, B. D., & Rodkin,
M. V. (2019). Microseismic and vibroseismic testing of a house:
Comparative study of results with the example of a typical privately
owned residential house in Bishkek, Kyrgyzstan. Seismic Instru-
ments, 55, 92–100.

Rashidov, T. R., & Mamatov, Z. Y. (2019). Results of the assessment
of the degree of seismic damage to private residential developments.
Eurasian Union of Scientists, 6(63), 33–37.

SNIP KR 20-02. (2018). Earthquake engineering. Design standards.
State Agency for Architecture and Construction of the Kyrgyz
Republic

State Programme. (2011). Seismic security in the Kyrgyz Republic for
2012–2019

Shapanov, A. T., Tolegenov, M. N., & Mamatov, S. (2008). Design and
construction of buildings made of clay in seismic regions. CGAP
Newsletter, 3(21), 23–28.

Residential Buildings Made with Local Materials... 313



Wavelet Analysis of Seawater Seismic
Reflection Image

Jun Chen, Xinyan Wang, and Haibin Song

Abstract

Using seawater seismic reflection images has certain
advantages for studying small and mesoscale physical
ocean features. In addition to various physical phenomena
such as internal waves and vortices, there may also be
various interference factors in seawater seismic reflection
images, which have different characteristics in seismic
reflection images. Analyzing and extracting these differ-
ent features is of great significance for image-denoising
interpretation, analysis, and recognition. The wavelet
analysis method is widely used in image processing,
which can effectively separate different frequency/
wavenumber components in the image to achieve
image-denoising and specific frequency/wavenumber
feature extraction. The effect of wavelet processing is
greatly affected by the wavelet base function. Only
selecting the appropriate wavelet base can have ideal
results for different types of images. Here, three bases,
Haar, db4, and bior4.4 are selected to process the
seawater seismic wave images. Comparing the decompo-
sition results of three different wavelet bases, the
decomposition results of the Haar wavelet can clearly
show the horizontal characteristics of the water layer in
the image. In contrast, the decomposition results of DB4
and bior4.4 are relatively weak. The specific final
decomposition order should be determined according to
the purpose and demand of actual image interpretation.

Keywords

Seawater seismic reflection image � Wavelet analysis �
Wavelet base � Image-denoising � Feature extraction

1 Introduction

The seawater layers have different acoustic velocity and
density due to different temperature, salinity, and pressure
properties, and then forms some reflection events on the
seismic reflection section. These reflections consist of lay-
ered, elliptical, wavy, and high-angle reflectors. These
waveforms can be used to explain traditional physical
oceanographic phenomena, such as the thermohaline fine
structure of seawater, internal wave, vortex/eddy, front
(Holbrook et al., 2003; Song et al., 2009), and nepheloid
layer (Vsemirnova et al., 2012). Compared with traditional
physical oceanography methods, seismic oceanography has
a high lateral resolution, which can image the seawater
column in full depth and four dimensions in a short time, and
monitor the temporal and spatial changes of seawater (Song
et al., 2021). The use of seawater seismic reflection images
has certain advantages for studying small and mesoscale
physical oceanographic characteristics.

2 Wavelet Analysis Method

At present, the wavelet analysis method is widely used in
image processing, which can effectively separate different
frequency components in the image to achieve
image-denoising and specific frequency feature extraction.
There are a lot of achievements of wavelet analysis in
stratigraphic seismic image processing, but there are not
many applications for seawater seismic image processing. Li
et al. (2019) used wavelet transform to analyze the scale
characteristics of the plume model migration section.
Wavelet analysis decomposes the signal into two parts:
detail and approximation. Detail represents the local
high-frequency characteristics of the signal, and approxi-
mation represents the low-frequency background informa-
tion of the signal. After N times of decomposition, the signal
S can be expressed as:
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S ¼ AN þ
XN

i¼1

Di ð1Þ

AN is approximation after N times of decomposition. Di is
the details of the ith time decomposition. The approximation
can be further decomposed to get new large-scale details and
approximation.

Aj ¼ AN þ
XN

i¼jþ 1

Di ð2Þ

The effect of wavelet processing is greatly affected by the
wavelet basis function. In other words, wavelet analysis can
perform well in image-denoising and information extraction,
but the analysis results of different wavelet bases are quite
different.

Only selecting the appropriate wavelet base can have
ideal results for different types of images. There are some
differences in the transform characteristics of different
wavelet functions. Therefore, before using a wavelet for
image processing, selecting the appropriate wavelet function
is necessary.

3 Results

Figure 1a is a seawater seismic reflection image from the
northern South China Sea. The water layer presents chaotic
reflection at a water depth of 500–600 m and above the
seafloor of CMP6400-8800 (CMP = Common Middle
Points). Above the seafloor of CMP9600-11600, the water
layer presents a blank reflection. An internal solitary wave is
developed in the water layer on the right/NE side of the
image, and a vortex/eddy is developed at the position of

CMP8800-11000. The complex ocean dynamic action forms
the chaotic and blank reflection structure. In addition, at the
water depth of 225–375 m, CMP6800-7800, a triangular
wedge-shaped reflection structure is observed. The upper
layer of the reflection event is inclined to the sea surface, and
the lower layer is inclined to the seabed.

To extract the features of the image, wavelet analysis is
applied. Since the selected wavelet bases are likely to affect
the processing results, we processed it (Fig. 1a) with three
different wavelet bases. Figures 1b–d show the horizontal
details of the first-order wavelet after wavelet calculation.
Figure 1b is the result of the Haar wavelet base. The hori-
zontal structure of the water layer can be clearly seen in the
high-frequency horizontal details, the boundary of seawater
structure can be clearly delineated, and the structures such as
vortex/eddy and internal solitary wave can be distinguished.
Figure 1c is the result of the db4 wavelet base. It is found
that compared with the result of the Haar wavelet, the result
of the db4 wavelet has more high-frequency detail noise, and
cannot see the reflection structures such as the water layer
and the seafloor. Figure 1d is the result of bior4.4 wavelet
base. There are no reflection structures such as the water
layer and the bottom shape of the seafloor. Compared with
the result of Haar wavelet base, there is more noise.

Figure 2 shows the first-order wavelet decomposition
results with the Haar wavelet base. Figure 2a is the horizontal
wavelet details, Fig. 2b is the vertical wavelet details, Fig. 2c
is the diagonal wavelet details, and Fig. 2d is the
low-frequency approximation. On the high-frequency hori-
zontal details, the horizontal structure of the water layer can
be clearly seen, such as the boundary of the seawater struc-
ture, vortex/eddy, and internal solitary wave. High-frequency
vertical details highlight the vertical structure of internal
solitary waves. The features of high-frequency diagonal

Fig. 1 Sketch map of horizontal detail of first-order wavelet after decomposition with different wavelet bases. a original image, b result of Haar
base, c result of db4, d result of bior4.4
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details are not obvious. The low-frequency approximation
reflects the sketch/outline of the image, and the image con-
trast is higher than that of the original image (Fig. 1a). The
background of the image can be observed clearly.

In addition to wavelet details and approximation, wavelet
modulus maps with different scales are also obtained by
wavelet transform. After wavelet decomposition, the com-
ponents on different scales are processed by superposition,
threshold processing, enhancement attenuation and recon-
struction, to achieve the purposes of sea water seismic
image-denoising, feature extraction, and image enhance-
ment. For space reasons, it is not shown here.

4 Conclusions

We choose Haar, db4, and bior4.4 wavelet bases to process
the seawater seismic wave images. Comparing the decom-
position results of three different wavelet bases, the
decomposition results of the Haar wavelet can clearly show
the horizontal characteristics of the water layer in the image.
In contrast, the decomposition results of db4 and bior4.4 are
relatively weak. Therefore, it is considered that for the
wavelet processing of seawater seismic wave reflection
image, the effect of using Haar wavelet base is better. At the
same time, the essence of multi-level wavelet decomposition

is to continuously decompose the low-frequency approxi-
mation. The specific final decomposition order should be
determined according to the purpose and demand of actual
image interpretation.
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