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Preface

We are pleased to present in this LNCS volume the scientific proceedings of the 20th
EuroXR International Conference (EuroXR 2023), organized in colocation with the
Immersive Tech Week, Rotterdam, the Netherlands, and held during November 29 –
December 1, 2023.

This conference follows a series of successful international conferences initiated
in 2004 by the INTUITION Network of Excellence on Virtual and Augmented Reality,
whichwas supported by the European Commission until 2008. From 2009 through 2013,
it was embedded in the Joint Virtual Reality Conferences (JVRC). Since then, it was
known as EuroVR, then EuroXR International Conference, in line with the renaming of
the umbrella association.

The focus and aim of the EuroXR conferences is to present, each year, novel results
and insights in Virtual Reality (VR), Augmented Reality (AR), andMixed Reality (MR),
commonly referred to under the umbrella of Extended Reality (XR), including soft-
ware systems, immersive rendering technologies, 3D user interfaces, and applications.
EuroXR also aims to foster engagement between European industries, academia, and the
public sector, to promote the development and deployment of XR techniques in new and
emerging, but also in existing fields. To this end, all EuroXR conferences include not
only a scientific track, but also an application-oriented track, with its own proceedings.

Since 2017, the EuroXR Association has collaborated with Springer to publish the
proceedings of the scientific track of its annual conference. In order to maintain the
scientific standards to be expected from such a conference, we established a number of
committees overseeing the process of creating a scientific program: the scientific program
chairs, leading an International Program Committee (IPC) made up of international
experts in the field, and the EuroXR academic task force.

For the 2023 issue, a total of 42 papers were submitted, out of which 14 papers were
accepted (4 long, 8 medium, and 2 short papers). This amounts to an acceptance ratio of
33%. The selection process involved a double-blind peer-review process (each and every
paper was reviewed by at least 3 members of the IPC, in many cases even 4), followed by
a rebuttal phase, and a final discussion and scoring phase amongst the revewiers. Based
on the review reports, the scores, and the reviewers’ discussions, the scientific program
chairs took the final decision and wrote a meta-review for each paper.

This year, the scientific program of EuroXR and, hence, this LNCS volume, is orga-
nized into three sections: Interaction in Virtual Reality, Designing XR Experiences, and
Human Factors in VR: Performance, Acceptance, and Design.

In addition to the regular scientific papers track, EuroXR invited three keynote
speakers: Tabitha C. Peck (Davidson College, Davidson, NC, USA), Ferran Argelaguet
(Research Scientist, Hybrid team, IRISA/Inria, Rennes, France), and Zerrin Yumak
(Assistant Professor of Utrecht University, The Netherlands). Furthermore, the con-
ference hosted an application track, demos and posters sessions, and lab tours. Finally,
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there were dedicated sessions, for instance, by Greg Welch on VERA, and a workshop
on “Vocational Training”.

Wewould like to thank all the IPCmembers and external reviewers for their insightful
reviews, which helped ensure the high quality of papers selected for the scientific track.
Furthermore, we would like to thank the application chairs, demos and posters chairs,
and the local organizers of EuroXR 2023.

We are also grateful to the staff of Springer for their support and advice during the
preparation of this LNCS volume.

September 2023 Gabriel Zachmann
Krzysztof Walczak
Omar A. Niamut

Kyle Johnsen
Wolfgang Stuerzlinger
Mariano Alcañiz-Raya

Greg Welch
Patrick Bourdot
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Krzysztof Walczak Poznań University of Economics and Business,
Poland

Gabriel Zachmann University of Bremen
Omar A. Niamut TNO, The Netherlands
Mariano Alcañiz Universitat Politècnica de València, Spain
Kyle Johnsen University of Georgia, USA
Wolfgang Stuerzlinger Simon Fraser University, Canada

Application Program Chairs

Frédéric Noël Grenoble-INP, Université Grenoble Alpes, France
Kaj Helin VTT, Finland
Armin Grasnick IU Internationale Hochschule, Germany
Mario Lorenz Chemnitz University of Technology, Germany
Despina Michael-Grigoriou Cyprus University of Technology, Cyprus

Posters and Demos Chairs

Wolfgang Schäfer ZHAW Zurich University of Applied Sciences,
Switzerland

Arcadio Reyes Lecuona Universidad de Málaga, Spain
Hugo Falgarone SkyReal, France
Matthieu Poyade Glasgow School of Art, UK



viii Organization

Organization Team

Mariano Alcañiz-Raya EuroXR
Patrick Bourdot EuroXR
Frédéric Noël EuroXR
Jérôme Perret EuroXR
Arcadio Reyes-Lecuona EuroXR
Krzysztof Walczak EuroXR
Gabriel Zachmann EuroXR
Rayyan Farrukh Immersive Tech Week
Pierre-Stuart Rostain Immersive Tech Week
Manuel Toledo Immersive Tech Week
Regina van Tongeren Immersive Tech Week
Benjamin de Wit Immersive Tech Week

International Program Committee

Mariano Alcañiz Universidad Politécnica Valencia, Spain
Toshiyuki Amano Wakayama University, Japan
Sara Arlati Consiglio Nazionale delle Ricerche, Italy
Pauline Bimberg Universität Trier, Germany
Josep Blat Universitat Pompeu Fabra Barcelona, Spain
Andrea Bönsch RWTH Aachen University, Germany
Pierre Boulanger University of Alberta, Canada
Antonio Capobianco Université de Strasbourg, France
Julien Castet Immersion, France
Weiya Chen Huazhong University of Sciences and

Technology, China
Fabrizio Cumo Sapienza University of Rome, Italy
Angelica De Antonio Universidad Politécnica de Madrid, Spain
Thierry Duval IMT Atlantique, France
Mariella Farella National Research Council of Italy, Italy
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A Model for Assessing and Sorting Virtual
Locomotion Techniques According to Their

Fidelity to Real Walking

José P. Molina(B) , Pascual González , Arturo S. García ,
and Jorge Juan González

LoUISE Research Group, I3A, University of Castilla-La Mancha, 02071 Albacete, Spain
{JosePascual.Molina,Pascual.Gonzalez,ArturoSimon.Garcia,

Jorge.JGonzalez}@uclm.es

Abstract. Travel is a challenging task in virtual reality applications due to space
constraints of the setup or limited range of the tracking systems. This prevents the
user frommoving away from the installation and requires developers to implement
smart solutions that overcome these limitations. Some of these solutions, known as
virtual locomotion techniques, try to mimic real walking movements, while others
introduce some kind of magic. We developed a model that is meant to classify and
sort these techniques as regards to their fidelity to real walking. This can be useful
both for research, to find opportunities for new techniques, and for development,
to find the technique that best fits a target application. Whereas previous works
typically divide techniques into real and virtual classes, we propose a 12-point
scale where all techniques fit into and therefore makes easier to compare and
select techniques. Besides, we perform a retrospective analysis of a previous travel
technique evaluation using this tool. Comparing the results of the experiment with
the proposed fidelity scale allows us to both evaluate the proposal and find ways
of improving it in future revisions.

Keywords: Virtual reality · travel techniques · classification model

1 Introduction

Travel is one of the most challenging interaction tasks in virtual reality (VR), as there is
no solution that fits all cases, no silver bullet, and this way it has attracted the attention of
the research community for many years [1]. From a theoretical point of view, there are
several anddifferent taxonomies [2] that try to address and explain the design space of this
task. From the practical side, there aremany different implementations, called interaction
techniques or, in this particular task, virtual locomotion techniques (VLTs), each one
with its own pros and cons. In the last decades, different researchers have proposed new

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Zachmann et al. (Eds.): EuroXR 2023, LNCS 14410, pp. 3–20, 2023.
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techniques or variants of existing ones, have evaluated them against others, and have
shared their findings in conference and journal papers.

In this work, we propose a way of comparing different travel techniques according
to their fidelity to real walking, then we perform a restrospective analysis of a previous
evaluation that examined usability and comfort of five travel techniques for a urban
rehabilitation environment. The five techniques are described as they were implemented,
and they are now classified based on the proposed fidelity model. Finally, the results of
that evaluation are re-examined and compared with rank of each technique in the fidelity
scale. Themain contributions of this paper are two-fold: firstly, a newapproach to classify
travel techniques based on several dimensions that are turned into a single-numeric scale
that makes easier sorting and comparing techniques; secondly, a comparison of that level
of fidelity with the results from practical tests.

This paper is structured as follows. First, in the next section, a review of previous
works on travel technique classification is given, which is the starting point for our
proposal of a real-walking fidelity-scale, described in detail and illustratedwith examples
in Sect. 3. Section 4 presents an application example of this work, which consist of five
travel techniques that were implemented for a virtual rehabilitation environment, and
that are now classified based on the proposed fidelity score. The evaluation of these
VLTs is summarized in Sect. 5, followed by a complete discussion in Sect. 6. Finally,
conclusions and future works are given in the last section of the paper.

2 Travel Technique Classification

Different researchers have addressed the problem of navigation in virtual environ-
ments proposing taxonomies and classifications that shape the design space of travel
techniques. The most-simple ones differentiate between physical/real/natural and vir-
tual/artificial/magical techniques [2, 3]. For instance, after a systematic literature review,
[1] derived a topology of VR locomotion techniques that starts by dividing them based
on interaction type (physical, artificial), next on VR motion type (continuous, non-
continuous), then on VR interaction space (open, limited) and, finally, on VR loco-
motion types (motion-based, room-scale-based, controller-based, teleportation-based),
resulting in a tree-shaped classifier that ultimately leads up to the three prevalent tech-
niques identified by the author: walking-in-place, controller/joystick, and teleportation.
However, as in the well-known Reality-Virtuality continuum of Milgram and Kishino
[4], we state that there is a mixed space between the two ends (physical, artificial) where
techniques are not completely natural neither fully virtual. Thus, at one end we find real
walking, where travel translation and rotation is physical, that is, the user physically
turns in the direction of travel and physically moves in that direction; at the other end,
on the contrary, we can find desktop 3D interfaces where both translation and rotation
are virtual, that is, the user controls travel using keyboard and mouse, but they neither
physically turn nor move, it is purely virtual. In the middle space between these two
ends, many techniques allow users to virtually travel in a virtual environment without
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physically moving from the place where they are standing on. The difference with desk-
top interfaces is that, even though translation is virtual, these techniques allow users to
physically rotate in the direction they want to travel. For instance, in walking-in-place
(WIP) techniques [5] the user physically turns their body in the desired direction, then
they move their feet up and down as they were walking, but they do not physically move
forward. This way, these techniques mix virtual translation with physical rotation.

In thiswork,we are especially interested in knowing the level of fidelity of a technique
as compared to real walking, that is, how far or close is the technique to the way we use
our body to travel in real world, which also relates to its ecological validity and physical
exertion. Then, focusing on walking, another known taxonomy [3] classifies techniques
into three categories: full-gait, partial-gait and gait-negation. This taxonomy accounts for
the phases of gait cycle that are involved in the travel technique: stance phase and swing
phase. For instance, walking in place is a partial-gait technique because users move their
feet up and down (stance phase of gait), but they remain in the same location (no swing
phase). This partial-gait class also includes, according to the authors, techniques that
recreates the motions of the gait cycle using anatomical substitutions, such as finger
walking. However, as fidelity regards, to move fingers like walking cannot be taken the
same as to stamp feet on the ground.

Other taxonomies are not aimed at classifying techniques but rather decomposing
them into different elements and then identify the values that these elements can take.
However, these taxonomies are also interesting for the interaction aspects that they point
out and that can lead to other ways of classifying techniques. For instance, Nabiyouni
and Bowman [6] identified six main components of walking-based travel techniques:
movement range, walking surface, transfer function, user support, walking movement
style, and input properties sensed. From them, it is interesting that in the walking move-
ment style they considered not only natural walking but also marching and sliding, but
we find more important to highlight that the transfer function refers to the way physical
translation and rotation are mapped to virtual travel. In relation to this, Nguyen-Vo et al.
[7] focused on body-based motion cues and control, which for the purpose of their study
were divided into translational cues and control, on one hand, and rotational cues and
control, on the other hand. Each of these components were also categorised into three
levels: none (almost no motion cues and control), full (one-to-one mapping between
physical motion and simulated motion), and partial (involves distorted or transformed
information). Finally, [8] investigated how body-based information helped users to per-
form a navigational search task, and for this purpose authors considered that a distinction
needed to be made between the rotational and translational components of movement.
In any case, it is relevant that in these works both translation and rotation are considered
separately, and that authors find important to highlight how physical movements link to
virtual ones.
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3 Proposal for Comparing Techniques: Fidelity Score

Our proposal builds upon those previous ideas but extending them to make a more
practical model. Firstly, as in [6, 7, 8], we split walking into two components: translation
(move forward/backward) and rotation (turning left or right). Then, we classify each
component of walking based on two dimensions: body motion and physicality (see
Table 1). The first dimension -body motion- accounts for the body parts and motions
involved in real walking during translation or rotation that are included in the technique,
and it can take one of the following values: full body –walking-motion (3), partial
body motion –e.g. alternately lifting each foot, swinging the arms or nodding the head-
(2), anatomical substitution –e.g. letting the fingers do the walking- (1), and any other
case –e.g. automatic or not present- (0). The second dimension –physicality- accounts
for the amount of magic that is added to the technique, and it can take one of the
following values: fully physical (3), mixed (2), fully virtual (1), and any other case (0).
As it can be seen, for each dimension there are four qualifiers and, in parenthesis, four
numbers. The numbers represent a 0–3 scale that provides a way of numerically sorting
techniques in each dimension. With two dimensions (body motion and physicality) for
each walking component (translation and rotation), any technique can then be described
using a 4-dimensional vector: translation-body motion (TBM), translation-physicality
(TP), rotation-body motion (RBM), rotation-physicality (RP).

Table 1. Dimensions of travel techniques and scores for the proposed fidelity scale.

Translation Rotation

Body motion Physicality Body motion Physicality

Full body motion (3) Physical (3) Full body motion (3) Physical (3)

Partial body motion (2) Mixed (2) Partial body motion (2) Mixed (2)

Anatomical substitution
(1)

Virtual (1) Anatomical substitution
(1)

Virtual (1)

Any other case (0) Any other case (0) Any other case (0) Any other case (0)

For example, in the seven-league boots technique [9], translation involves full body
motion (TBM= 3, full) but this physical translation is artificially scaled (TP= 2,mixed),
rotation also involves full body motion (RBM = 3, full) and is purely physical (RP =
3, physical). As another example, in an omnidirectional treadmill (such as, for instance,
VRKAT (https://www.kat-vr.com/products/kat-walk-c), translation involves all phases
of gait cycle (TBM = 3, full body motion) but the user does not move forward except
in the virtual world -they walk in place- (TP = 1, virtual), rotation also takes full body
motion (RBM = 3, full) and is completely physical as the user has to turn her body to

https://www.kat-vr.com/products/kat-walk-c
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the desired direction (RP = 3, physical). In the teleport technique [10, 11], translation
does not involve any body motion but pressing a button (TBM = 0, any other case)
and is purely virtual (TP = 1, virtual), rotation is typically set by pointing with the
hand which is an anatomical substitution for rotating the body (RBM = 1, anatomical
substitution) but it is fully physical as the user actually points in the direction where they
want to teleport (RP = 3, physical). As a last example, desktop games typically rely on
the WASD keys and mouse to move the player character [12, 13], where translation is
performed by pressing W/S keys to move forward/backward -usually with the middle
finger- and A/D to strafe left/right -ring and index fingers- which is not part of walking
motion nor can be considered as an anatomical substitution (TBM= 0, any other case),
this translation is virtual (TP = 1, virtual), rotation is performed by moving the mouse
left or right with the hand which is not considered an anatomical substitution neither
(RBM = 0) and rotation is purely virtual too (RP = 1, virtual).

However, comparing techniques in this 4-dimensional space is not a straightforward
task. A spider chart may help, but a more direct way is desirable. Having the same range
in all dimensions (0–3), and assuming the sameweight for all of them,we then propose to
turn the four dimensions into just one by a simple addition. Thus, given a technique, we
sum the values of the two components (translation and rotation) and their two respective
dimensions (body motions and physicality) to get a final number that describes the level
of fidelity of that technique in a 0–12 scale, where 12 corresponds to the higher level, that
is, real walking. The resulting score makes it easier to compare fidelity to real walking
among different techniques, and sort them according to this scale.

For example, in the seven-league boots technique, the resulting number in our scale
is 3+ 2+ 3+ 3= 11, which accounts for its high level of fidelity, but it does not get the
highest score (12) due to its added magic. The next technique, using an omnidirectional
treadmill, obtains one point less (3 + 1 + 3 + 3 = 10) because the user does not move
away from their place, but still is at the top end of the scale. In the teleport technique, the
final score is 0 + 1 + 1 + 3 = 5, which places it in the lower half of our scale. Finally,
the WASD + Mouse technique gets just 2 points (0 + 1 + 0 + 1), highlighting how
different this technique is from real walking.

4 Application Example: Travel Techniques for an Urban
Rehabilitation Environment

To put the fidelity scale into practice, we decided to perform a retrospective analysis of
a previous evaluation of different VLTs for an urban rehabilitation environment, named
UrbanRehab [14]. The aim of UrbanRehab is helping people to recover cognitive abil-
ities that were lost due to illness or accident, practicing daily activities in a controlled,
supervised environment. More specifically, this system is focused on virtual urban sce-
narios (VUEs) and daily tasks that involve travel from one place to another in a tailored
environment. To this end, the system consists of two main parts: one of them is the urban
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editor, where the therapist can easily design the city layout for the different tasks; the
other one is the immersive simulation, where the patient carries out the tasks. The editor
was developed in order to aid the therapists in the design of the urban scenarios adapted
to each patient’s needs without the need of knowing how to use 3D design programs.

As for the inmmersive simulation, UrbanRehab required a travel technique that could
resemble asmuch as possible real walking, for its ecological validity, but at the same time
it should be based on affordable devices, so that it could not only be used in rehabilitation
centers but also at home. With this aim in mind, five travel techniques were selected,
implemented and evaluated. In this work, we revisit that evaluation and try to analyse
and compare the results with the proposed fidelity scale. All these techniques have in
common the use of an HTC Vive helmet as the VR visor and the Valve lighthouse as
the tracking system. Two of them also use the Vive controllers, whereas the other three
are based on different input devices, namely a gamepad, a 3D mouse and a Nintendo
Wii balance board. As said before, they are all based on consumer gaming and VR
hardware. Besides, these techniques were selected because they are not limited by the
tracking space, that is, they allow the user to travel beyond the range of the tracking
system. They differ, however, in their level of fidelity but, because translation is virtual
in all of them, they all get just 1 point out of 3 for that dimension in our fidelity scale (TP
= 1, virtual), and so the maximum total score they could get is 10 points out of 12. The
highest score is actually lower because, in addition, none of them involve full walking
motions in translation nor rotation, only partial ones.

4.1 Arm-Swinging

As we walk, we do not only move our legs but also the whole body with them, including
our arms, which swing partly due to inertia but to balance the body too. Thus, even
though arms are not directly involved in walking as the legs are, arm swinging can also
be considered part of this body motion. The idea of this technique [15, 16] is to let
the user travel simply by swinging their arms as it would happen in real walking, but
remaining in the same physical place, that is, is a kind of walk-in-place technique. In
our implementation, the user holds one Vive controller in each hand and presses the grip
buttons in each controller while they swing their arms to travel (see Fig. 1). The direction
of travel is based on the arms, not the head, so that travel is decoupled from gaze, and
then the user can freely look around while walking, as they could do in reality. As for
the fidelity score, the translation only involves partial body motions -arms- (TBM = 2,
partial) and translation is virtual (TP = 1, virtual), rotation also involves partial body
motions -again, arms- (RBM= 2, partial) but is fully physical (RP= 3, physical), which
gives a total score of 8 points in our scale (2 + 1 + 2 + 3). This is the highest score
among the selected techniques.
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Fig. 1. Arm-swinging travel technique.

4.2 Gaze-Directed Steering with Gamepad (GDS-Gamepad)

A gamepad is a well-known device for playing games in PC and consoles. Held in one
or two hands, it typically consists of several single buttons, a special 4-way button for
moving the game character or the camera and even a mini-joystick for the same purpose.
In our implementation, the user can move in the virtual environment using four single
buttons, but placed in the gamepad in a cross layout, so they work together like the 4-way
button and can also be controlled by a single finger (thumb) -see Fig. 2-. In any case,
these buttons are only meant for translation (forward, backward and strafe), as rotation
is controlled by the gaze (actually, the helmet put on the head). This way, travel and gaze
direction are coupled, which happens most of the time when walking as we normally
look in the direction we walk, but not all time. Regarding the fidelity score, translation
involves one finger (the thumb) that moves in four directions to press the buttons (in
contrast to WASD+Mouse technique, where the keys are typically pressed by different
fingers) and can then be considered as an anatomical substitution for moving the body
(TBM= 1, anatomical substitution), translation is virtual (TP= 1, virtual), and rotation
involves partial body motions -head orientation- RBM= 2, partial) but is fully physical
(RP = 3, physical), so the total score for this technique is 7 (1 + 1 + 2 + 3).

Fig. 2. Gamepad used in one of the GDS travel techniques.
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4.3 Gaze-Directed Steering with 3D-Mouse (GDS-3DMouse)

A 3D mouse is a 6DOF device mainly used in 3D design applications for manipulating
objects or the camera. We use a light and compact-design 3D mouse that the user can
hold in their hands (see Fig. 3). Similarly to the gamepad travel technique, the user uses
this device for translation, while rotation is controlled by gaze. Thus, we do not use
the full 6 degrees of freedom of this device for implementing a kind of camera-in-hand
technique, but instead we couple travel direction with gaze again. The difference with
the gamepad technique is that the user does not press any button, but instead they push
or pull the device for moving forward, backward and to strafe. As regards the fidelity
to real walking, translation involves one hand that moves in four directions to pull/push
the device and can then be considered as an anatomical substitution for moving the body
(TBM= 1, anatomical substitution), translation is virtual (TP= 1, virtual), and rotation
involves partial body motions -head- (RBM = 2, partial) but still is physical (RP = 3,
physical), so the final score is 7 points (1+ 1+ 2+ 3), same as the gamepad technique
but with a different device and implementation.

Fig. 3. Our GDS-3DMouse technique is based on a compact 3DConnexion device.

4.4 Segwii

The Wii balance board has been previously used to implement travel techniques, such
as the Pointman [17], where the user acts as a human joystick, or a simulation of the
real-life metaphors such as skiing/Segway and snowboarding/skateboarding [18]. In
our implementation, we use this board to recreate a popular urban mobility solution,
the Segway, where the user moves forward or backward and make turns by shifting
their weight. We named this technique as “Segwii” (see Fig. 4). In contrast to the other
implemented techniques, travel direction is not set in a direct way (i.e. pointing with
head or hand) but instead the user shifts their weight to left or right to start rotating
(steering), then re-centre their weight when the desired direction is reached, as in a real
Segway vehicle. The gaze is decoupled from travel direction, so that the user can freely
look around while traveling.

We used Wii Balance Walker v0.4 as a middleware between the device and Unity
input system. This software was the responsible of the calibration of the device for each
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user and triggering keyboard keys for each of the following actions: move forward, move
backward, turn left, turn right. This way, the Wii balance board was used like a gamepad
with four buttons that were triggered according to the position of the centre of mass of
the user standing on top of the device.

In order to prevent motion sickness, translation and rotation were performed at
constant linear/angular speeds, without accelerations [19, 20]. For the same reason, it
was not possible to perform translation and rotation at the same time. The Wii board
was complemented with a physical support which users could hold on to avoid losing
their balance while leaning, as well as to have a tangible reference of their real position
during traveling in VR.

As for the level of fidelity, translation involves partial body motion -body weight
shifting- (TBM = 2, partial), and is virtual (TP = 1, virtual), rotation involves the same
partial body motion (RBM= 2, partial) and is virtual too as the user does not physically
point in the direction of travel (RP= 1, virtual), which results in a final score of 6 points
(2 + 1 + 2 + 1) out of 12.

Fig. 4. Wii balance board used in our Segwii travel technique.

4.5 Hand-Directed Steering (HDS)

In this technique, travel simply follows the direction of the user’s hand. In our imple-
mentation, the user holds a Vive controller and presses its trigger button to start moving,
and travel follows the controller orientation in the horizontal plane (see Fig. 5). Gaze is
decoupled from travel direction. This implementation differs from teleport in the sense
that travel is not instantaneous but continuous, as it is in the real world. This allows
observing the environment while traveling and also allows direct comparison of perfor-
mancemetrics between VLTs, since traveling speed is the same in all of them. Regarding
fidelity, translation does not involve any body motions except for pressing the trigger,
which cannot even be considered an anatomical substitution (TBM= 0, any other case),
translation is virtual (TP = 1, virtual), rotation follows the hand which can indeed be
taken as an anatomical substitution (RBM= 1, anatomical substitution), and rotation is
fully physical because the user directly points with her hand in the direction of travel
(RP = 3, physical), which gives a total of 5 points (0 + 1 + 1 + 3), the lowest score
among the implemented techniques in this work.
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Fig. 5. Pointing and steering with Vive controller.

4.6 Graphical Comparison of VLTs with the Fidelity Score

Table 2, Fig. 7 and Fig. 8 show different ways to present the scores of the above VLTs.
Thus, Table 2 list the scores in each dimension and the final sum. In Fig. 6, a radial
chart is used to represent the same 4 dimensions but in a graphical way. Then, in Fig. 7,
at the top, two charts show the partial sums of the scores in translation (TBM + TP)
and rotation (RBM + RP), separately. Finally, at the bottom of that figure, the final
fidelity score is represented in one single scale that allows for an easy comparison of the
VLTs with respect to real walking and among them. Apart from the VLTs implemented,
which are in bold in Fig. 7, this figure also includes the VLTs discussed in Sect. 3 for
comparison.

Table 2. Summary of scores of different VLTs in each dimension and their final score.

VLT Translation Rotation Fidelity score

TBM TP RBM RP

Arm-swinging 2 1 2 3 8

GDS-Gamepad 1 1 2 3 7

GDS-3DMouse 1 1 2 3 7

Segwii 2 1 2 1 6

HDS 0 1 1 3 5

Seven-league boots 3 2 3 3 11

Omni Treadmill 3 1 3 3 10

Instant teleport 0 1 1 3 5

WASD +Mouse 0 1 0 1 2

Real walking 3 3 3 3 12
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Fig. 6. A radial chart shows the 4 dimensions of the fidelity score of the VLTs evaluated in this
experiment.

Fig. 7. Fidelity score of different VLTs. The VLTs implemented for the experiment are in bold.

5 VLT Evaluation

The previous evaluation of the VLT techniques that is revisited in this paper was carried
out to find out which one was more suitable for the objectives of the UrbanRehab
application. In this work, we are only interested in those parts of the evaluation that are
more related to the fidelity scale, that is, how users felt the techniques and compared them
to real walking. This way, the following sections do not fully describe that evaluation,
but rather summarize the parts that are of interest for this work.
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5.1 Setup

For the evaluation of theVLTs, twoVUEswere created using theUrbanRehab editor: the
training and testing environments. The first VUE was designed for training, it consisted
of a street junction and included some static obstacles that the participant could try to
reach while practicing the use of the VLT.

The task to perform in the testing environment (second VUE) consisted of going to a
supermarketwith the aid of a line drawn on the ground of the urban scenario. To reach this
goal, the participants had to cross the street twice. In addition, they should pay attention
to the traffic lights they found in their way and cross the street only when the traffic lights
allowed it. On their way, participants had to avoid colliding with static objects, such as
benches and streetlights, and moving objects, such as pedestrians walking towards them.
This second VUE is shown in Fig. 8, left image. This environment consisted of two city
blocks bounded by street junctions. The user had to go from one corner of one of these
blocks to a supermarket placed in the opposite corner, having to cross the street twice.
A top view of this environment is shown in Fig. 8, right image.

To complete the tasks, the participants had to control their translation (i.e., stopping
if a traffic light prevented them from crossing the street) or their direction precisely to
avoid obstacles.

In all the VLTs, an HTC Vive helmet was used as the VR visor, together with the
Valve lighthouse tracking system. In addition, two of them (HDS and Arm-swinging)
also made use of the Vive controllers, whereas the other three were based on different
input devices, namely a gamepad (Logitech Wingman), an 3D mouse (SpaceMouse
Compact) and a Nintendo Wii balance board.

Fig. 8. Screenshot of the testing VUE (left), and top view of the same VUE (right).

5.2 Participants

Twenty participants took part in the experiment, with gender parity, 50% women
(24,5 years old average) and 50%men (26 years old average), in an age range of between
20 and 34 years old. An equal representation of male and female users is remarkable, as
the latter are often overlooked in technology tests.
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5.3 Procedure

The evaluation was designed as a within-subject experiment, in which each participant
explored all the different VLT proposals, because it enables comparing the performance
of the same participant under all the conditions. To avoid some problems, such as the
impact of the learning effect, a Latin Square Design was used to organise the different
VLTs for each experiment. Moreover, another potential problem of the within-subject
design is fatigue. In order to avoid it, the task to be carried out was simplified, and after
each condition participants could take the helmet off, fill out a questionnaire and rest for
a moment between trials.

Participants took approximately 2–3 min to learn how to manage the VLT selected
in each step of the experiment by using a different VUE conceived for training. Fol-
lowing that, they carried out the experiment, and as all the VLTs were stationary, the
participants had to be at a specific location to start the evaluation. The task consisted
of getting from one point to another while avoiding collisions with fixed and mobile
objects and respecting the traffic lights that were on their way. To simplify the task
and avoid the influence of disorientation, all participants were asked to follow a line
drawn on the ground of the VUE that indicated the desired path they had to follow to
reach the destination. Moreover, participants never received indications about how to
avoid obstacles or how to use the devices once the test started, and never received any
comments from the evaluator that could condition their answers to the questionnaires.
Finally, after testing each VLT, they had to fill out the standard USE questionnaire for
analysing usability issues (Table 3).

5.4 Gathered Data

TheUSEquestionnairewas used to analyse the usability of theVLTs. This questionnaire,
proposed by Arnold M. Lund [21], analyses four main aspects related to usability:
Usefulness; Ease of Use; Ease of Learning; and Satisfaction. Several questions are used
to analyse each of these components. The original questions were rephrased to fit the
specific needs of the evaluation (see Table 3). For example, the question written as
“It helps me be more effective” was rewritten as “This technique helps me to move
effectively, without colliding with objects and following the path marked”. A 7-point
Likert scale was used for the USE questionnaire, ranging from strongly disagree (1) to
strongly agree (7).

5.5 Results

All the participants were able to successfully finish the tasks using the different VLTs.
The results for the USE questionnaire for each of the VLTs implemented are summarised
in Fig. 9. The responses given by the participants to each item that compose a dimension
in the USE questionnaire were used to analyse each dimension.
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Table 3. Questions included in the USE questionnaire used in the experiment.

USE questionnaire

Usefulness

US1: This technique helps me to move in an effective way, avoiding collisions with objects and
following the path set
US2: It helps me to move quickly
US3: It is useful
US4: It helps me to make controlled movements similar to the real ones
US5: It makes the things I want to accomplish easier to get done
US6: It covers my needs to move around in the virtual environment
US7: It does everything I would expect it to do to get around

Ease of use

EU1: It is easy to use
EU2: I am comfortable with its use
EU3: It requires the fewest steps possible to accomplish what I want to do
EU4: It is flexible, can be adapted to my needs
EU5: Using it is effortless
EU6: I can use it without written instructions
EU7: I don’t notice any inconsistencies as I use it. The way it is used and its behaviour has not
changed while I was using it
EU8: Both occasional and regular users would like it
EU9: I can recover from mistakes quickly and easily
EU10: I can use it successfully every time

Ease of learning

EL1: I learned to use it quickly
EL2: I easily remember how to use it
EL3: It is easy to learn to use it
EL4: I quickly became skilful with it

Satisfaction

S1: I am satisfied with it
S2: I would recommend it to a friend
S3: It is fun to use
S4: I works the way I want it to work

6 Discussion

Based on the results gathered with the USE questionnaire, the technique that stands out
-and in the four blocks of questions- is the HDS, which is the farthest technique to real
walking from the ones that were tested according to our fidelity scale. Even though the
experiment was not designed to assess the realism of the techniques but rather their use
in a general way, there was -however- one particular item in the USE questionnaire that
referred to realism: US4 “It helps me to make controlled movements similar to the real
ones”. The average scores forUS4 (seeTable 4), sorted in an incrementalway, are: Segwii
(1.95), GDS-Gamepad (4.05), GDS-3DMouse (5.20), HDS (5.35), and Arm-swinging
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Fig. 9. Boxplots of the mean values of the user responses to the USE questionnaire (per block of
questions).

(5.85). Then, comparing this with the same techniques sorted by their fidelity score
-HDS (5), Segwii (6), GDS-Gamepad (7), GDS-3DMouse (7), and Arm-swinging (8)-
we can spot two differences. The first difference is that both GDS techniques were given
the same score in the fidelity scale but, in contrast, the average values of US4 set some
distance between them. That is, the users considered that the GDS-3DMouse offered a
better control, much like in real walking, than the GDS-Gamepad. The fact that one is
based on a continuous-output device (3D mouse) and the other on a binary-output one
(gamepad buttons) may explain this. The second difference is that the HDS technique
jumps forward in the list, with higher scores than the GDS-based techniques, and right
before the Arm-swinging one. This way, it could be interpreted that controlling direction
with the hand is more similar to real walking than doing it with the gaze. In other words,
this could be understood as if hands played a more important role in real walking than

Table 4. Results of US4 question.

VLTs Mean SD Median IQR

Arm-swinging 5.85 1.46 6.00 2.00

GDS-Gamepad 4.05 2.21 4.50 4.00

GDS-3DMouse 5.20 1.94 6.00 3.00

Segwii 1.95 1.54 1.00 1.00

HDS 5.35 2.21 6.00 3.00
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the gaze, as it is common to indicate with our fingers the direction of moving. However,
it should be noted that, in general, gaze-directed steering techniques are not actually
directed by the gaze but by the head, as we do in our implementation, and that making
fine, controlledmovements with the head is harder, especially if comparedwith the hand.
In any case, as US4 refers to both control and realism in the same sentence, it could be
arguable whether the users answered taking both aspects into account, or they focused
mainly on one of them –control or realism- to finally rate the technique.

7 Conclusions

In this paper, we have shown how to describe any travel technique using a single numeric
scale that gives an idea of how close the technique is to real walking; we called this
“fidelity scale”, it ranges from 0 to 12, and is the result of combining two components of
walking (translation and rotation) with two dimensions (body motion and physicality).
We believe this is an important contribution as any previous work on this topic has been
mostly limited to classify techniques in tree structures [1], which are not useful for direct
comparisons. In contrast, our scale facilitates comparing and sorting.

From a practical point of view, we revisited a previous evaluation of five travel
techniques and re-analysed the results to compare them with the scores that each VLT
gets in our fidelity score. The main conclusion was that all the VLTs yielded good results
but Segwii, which suffered from instability. However, if we analyse the results in more
detail, we can see that the HDS and Arm-swinging are the ones that are best appreciated
by the users, as they are the top-rated techniques in the block of questions “Satisfaction”.
This choice could also be related to the fact that both techniques have decoupled traveling
and gaze direction, as opposed to the rest.

Finally, the fidelity scale introduced in this paper is a first version of a tool which we
believe it can be useful for other researchers, and that similar scales could be produced
for other families of techniques, such as selection and manipulation. As a first version, it
can certainly be improved in future revisions. For instance, the scope of the current scale
is limited to walking on a flat surface and does not consider going up and down stairs.
Besides, even though it facilitates direct comparison, there are cases where techniques
have the same score, yet they differ in some way that can play a significant difference.
This is the case of the HDS and teleport techniques, both get 5 points in the score, but
in the former the translation is performed in a continuous way, whereas in the latter is
done instantly. In the case of the two GDS techniques implemented (GDS-3DMouse
and GDS-Gamepad), both get 7 points but the results from the evaluation indicate that
there can be a difference that users perceive but that the scale is not showing. Both
GDS techniques were also given 1 point in the body motion dimension of the translation
component (TBM) for considering that moving the finger in the four directions can be
taken as an anatomical substitution for moving the body in such directions, a decision
that can be argued by other researchers and then may be revised in future versions of
this scale. As a last future work, we would also like to explore how to introduce into this
scale the fact that in some techniques travel is coupled with gaze whereas in others it is
not.



A Model for Assessing and Sorting Virtual Locomotion Techniques 19

Acknowledgements. Grants PID2020-115220RB-C21, funded by MCIN/AEI/https://doi.org/
10.13039/501100011033, and 2022-GRIN-34436, funded byUCLM, both also funded by “ERDF:
A way to make Europe”.

References

1. Boletsis, C.: The new era of virtual reality locomotion: a systematic literature review of
techniques and a proposed typology. Multimodal Technol. Interact. 1, 9 (2017)

2. Zayer, M.A., MacNeilage, P., Folmer, E.: Virtual locomotion: a survey. IEEE Trans. Visual.
Comput. Graph. 26, 6 (2020)

3. LaViola, J., Kruijff, E., McMahan, R., Bowman, D., Poupyrev, I.: 3D User Interfaces: Theory
and Practice. Addison Wesley, Boston (2017)

4. Milgram, P., Takemura, H., Utsumi, A., Kishino, F.: Augmented reality: a class of displays
on the reality-virtuality continuum. In: Telemanipulator and Telepresence Technologies, vol.
12 (1995)

5. Usoh, M., et al.: Walking > walking-in-place > flying, in virtual environments. In: Pro-
ceedings of the 26th Annual Conference on Computer Graphics and Interactive Techniques
- SIGGRAPH ‘99 (1999)

6. Nabiyouni, M., Bowman, D.A.: A taxonomy for designing walking-based locomotion tech-
niques for virtual reality. In: Proceedings of the 2016ACMCompanion on Interactive Surfaces
and Spaces, vol. 11 (2016)

7. Nguyen-Vo, T., Riecke, B.E., Stuerzlinger, W., Pham, D.-M., Kruijff, E.: Naviboard and
navichair: Limited translation combined with full rotation for efficient virtual locomotion.
IEEE Trans. Visual. Comput. Graph. 27(1), 165–177 (2019)

8. Ruddle, R.A., Lessels, S.: The benefits of using a walking interface to navigate virtual
environments. ACM Trans. Comput.-Hum. Interact. 16, 4 (2009)

9. Interrante, V., Ries, B., Anderson, L.: Seven league boots: a new metaphor for augmented
locomotion through moderately large scale immersive virtual environments. In: 2007 IEEE
Symposium on 3D User Interfaces (2007)

10. Bozgeyikli, E., Raij, A., Katkoori, A., Dubey, R.: Point & teleport locomotion technique
for virtual reality. In: Proceedings of the 2016 Annual Symposium on Computer-Human
Interaction in Play, vol. 10 (2016)

11. Buttussi, F., Chittaro, L.: Locomotion in place in virtual reality: a comparative evaluation of
joystick, teleport, and leaning. IEEE Trans. Visual. Comput. Graph. 27, 1 (2021)

12. Chertoff, D.B., Jerome, C.,Martin, G.A., Knerr, B.W.: GamePAB: a game-based performance
assessment battery application. Proc. Hum. Factors Ergon. Soc. Annu. Meet. 52, 9 (2008)

13. Gerling, K.M., Klauser, M., Niesenhaus, J.: Measuring the impact of game controllers on
player experience in fps games. In: Proceedings of the 15th International AcademicMindTrek
Conference on Envisioning Future Media Environments - MindTrek ‘11 (2011)

14. Juan-González, J., et al.: Urbanrehab: a virtual urban scenario design tool for rehabilitating
instrumental activities of daily living. J. Ambient Intell. Human. Comput. 3 2021

15. Ferracani, A., Pezzatini, D., Bianchini, J., Biscini, G., Bimbo, A.D.: Locomotion by nat-
ural gestures for immersive virtual environments. In: Proceedings of the 1st International
Workshop on Multimedia Alternate Realities, vol. 10 (2016)

16. Wilson, P.T., Kalescky,W., MacLaughlin, A., Williams, B.: VR locomotion: walking>walk-
ing in place > arm swinging. In: Proceedings of the 15th ACM SIGGRAPH Conference on
Virtual-Reality Continuum and Its Applications in Industry - Volume 1, vol. 12 (2016)

17. Templeman, J., Sibert, L., Page, R., Denbrook, P.: Pointman - a device-based control for
realistic tactical movement. In: 2007 IEEE Symposium on 3D User Interfaces (2007)

https://doi.org/10.13039/501100011033


20 J. P. Molina et al.

18. Wang, J., Lindeman, R.: Leaning-based travel interfaces revisited. In: Proceedings of the 18th
ACM Symposium on Virtual Reality Software and Technology - VRST ‘12 (2012)

19. Jerald, J.: The VR Book: Human-Centered Design for Virtual Reality. Morgan & Claypool,
San Rafael (2015)

20. Kemeny, A., George, P., Merienne, F., Colombet, F.: NewVR navigation techniques to reduce
cybersickness. Electron Imag. 2017, 48–53 (2017)

21. Lund, A.: Measuring usability with the use questionnaire. In: STC Usability SIG Newsletter,
8:2, vol. 8, pp. 3–6 (2001)



The WalkingSeat: A Leaning Interface
for Locomotion in Virtual Environments

Leonardo Vezzani(B) , Francesco Strada , Filippo Gabriele Pratticò ,
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Abstract. When users experience immersive Virtual Reality (VR), the
limited physical space available can become a significant problem when
they use their real walk to navigate the virtual environment (VE). To
address this limitation, various interfaces and metaphors have been pro-
posed that combine different user inputs ranging from controllers, ges-
tures, and body tracking. However, not all of these solutions are natural
and intuitive, reducing the level of immersion and presence in VR. In
this paper, we present Walking Seat (WS), a novel leaning interface (LI)
for locomotion in VEs that the user can operate while seated. The main
objective of this work is to design an interface that provides an intuitive
and immersive locomotion experience. The WS interface uses pressure
mapping and a gyroscope to track the user’s upper body tilt and waist
orientation. The WS interface has been thoroughly evaluated, using an
articulated locomotion testbed and compared its performance with three
non-leaning interfaces previously tested with the same reference proto-
col. The experimental results suggest that the WS interface could be
a promising solution for navigation in immersive VR applications and
open new directions for further research to refine and improve the WS
interface for more complex tasks and scenarios.

Keywords: Virtual Reality · Locomotion · Leaning Interface · Human
Computer Interaction

1 Introduction

Virtual Reality (VR) technology has opened up new possibilities for immersive
experiences in various fields, including entertainment, education, and training.
In all these fields, locomotion, or how users move within virtual environments
(VEs), remains a fundamental activity. However, the limited physical space avail-
able to users while experiencing VEs often conflicts with the boundless nature of
virtual spaces. As a result, this limitation can prevent users from freely explor-
ing VEs by simply walking in the physical space, causing a mismatch between
the user’s body and virtual movements, leading to discomfort, disorientation,
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and even motion sickness [24,28]. To this end, finding a suitable interface and
interaction metaphor for navigating in VR is still an open research topic [3].
To address these issues, researchers have explored several locomotion techniques
that rely on a variety of tracking hardware and interaction metaphors.

These techniques include teleportation, joystick-based movement [2], walking
in place [10], omnidirectional treadmills, and tools such as the Cyberith Virtu-
alizer [6]. Despite their numerous advantages, each technique also has its own
set of disadvantages. For instance, while teleportation is effective for enabling
movement, it can also be disorienting and disrupt immersion [26]. On the other
hand, omnidirectional treadmills and devices such as the Cyberith Virtualizer
can provide a highly immersive experience, but they come with a significant cost
and physical demand. Similarly, walking-in-place may offer a sense of plausibil-
ity [21], but it requires considerable physical effort. Lastly, although familiar to
players, joystick-based movements have been reported to trigger motion sickness
[28].

In addition to the aforementioned techniques, Leaning Interfaces (LI) rep-
resent a promising solution to the problem of limited space in VR locomotion
[9]. This type of interface allows users to control their virtual movement by sim-
ply leaning their bodies in different directions. Research has demonstrated that
LIs are intuitive and easy to learn, ultimately providing a natural and immer-
sive locomotion experience [13,20]. Furthermore, requiring the user to tilt their
upper body to simulate walking may elicit a vestibular response similar to that
of actual walking [22].

Despite the positive outcomes observed in previous research on LIs [25], sev-
eral limitations have been identified [11,18]. One issue is that peculiar hard-
ware settings, such as pressure-sensitive boards or tiltable chairs, have made LIs
uncomfortable and not user-friendly [11,25], at times compromising interaction
with the VE [23]. Another limitation lies in the choice of how and which body
parts to track. Several solutions relied on tracking only one body part (e.g., head,
hands), restricting the degrees of freedom in navigating the VE [11]. Specifically,
when relying on the head position and orientation to determine movement direc-
tion, users are prevented from moving in one direction while looking in another
[12,23,29]. Furthermore, when designing LIs, combining multiple body parts
tracking has been shown to be important in achieving complex locomotion fea-
tures [1], and increasing the sense of self-location, agency, and body ownership
in VR [17]. However, to the best of our knowledge, studies proposing LIs which
rely on tracking multiple body parts are still limited.

To address the limitations of previous LIs and to achieve a more natural
and immersive locomotion experience in the VE, this work introduces a novel
methodology that focuses on a more extensive tracking of body posture. Specif-
ically, we present the design and implementation of the Walking Seat (WS), a
LI based on the combination of a weight-sensitive seat to determine upper body
tilt and a gyroscope to assess waist rotation.

The proposed WS was evaluated against three relevant non-LIs locomotion
techniques by leveraging a standard testbed proposed in the literature, i.e. the
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Locomotion Evaluation Testbed (LET-VR) [7]. This testbed allowed us to mea-
sure the performances of the WS interface, collecting objective and subjective
data to determine its strengths and weaknesses compared to other non-LIs, pre-
viously evaluated with LET-VR.

Overall, our experimental results suggest that WS is a promising technique
for locomotion in VR applications and can match, and at times surpass (in spe-
cific dimensions), the performance of non-LIs in most of the tasks analyzed.
The same experiments also allowed us to identify some limitations of the pro-
posed WS that leaves room for future improvements of the interface in terms of
efficiency, usability, and user experience.

2 Related Work

When examining the body of literature on LIs, two main categories can generally
be identified: standing LIs and sitting LIs.

Standing LIs. Standing LIs allow users to control their movement in VEs
by shifting their weight while standing on specially designed platforms. The
Joyman LI, introduced in [23], uses a pivoting station to detect balance shifts,
but despite providing satisfactory levels of immersion and presence, the interface
was found to be unresponsive. As a result, users had to excessively lean, beyond
the recommended limits, and were required to hold onto a handlebar, which
prevented them from interacting with the VE. To address this limitation, several
hands-free approaches have been proposed [12,25,29], which differ in the method
of body stance detection. For instance, the Surfboard LI [29] exploits a pivoting
table, similar to [23]. However, to provide a more stable control, it requires
users to assume a skateboard-like stance making this interface best suited for
a limited number of VR applications, such as board sports simulators. On the
contrary, the works presented in [12,25] offer a more general-purpose stance but
infer users’ positioning through either a pressure-sensitive board composed of
two Nintendo Wii Fit balance boards [12] or by calculating the displacement
of the user’s head (the headset position) from a fixed reference position (the
board’s center) [25]. However, all these board-based LIs suffer from the same
problem of precarious user balance, resulting in stepping out of the platform
when performing specific movements, like rapid weight shifts or swift direction
changes. Due to this common issue, researchers have developed seated solutions
to avoid the risk of falling.

Sitting LIs. The Navichair [19] is one of the earliest examples of sitting LIs,
where a tiltable stool is used to control: (i) forward and backward movements
through upper body leaning and (ii) direction by turning on the stool. However,
the stool have been tested employing a single large projection screen. This pre-
vented the user to rotate freely on the stool in order to maintain visual contact
with the screen, restricting the angular rotation to only a few degrees from its
original position. Consequently, users evaluated this approach negatively due to
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a mismatch between the physical movement and virtual rotation, resulting in
cyber-sickness symptoms, navigation errors, and overall dissatisfaction with the
user experience.

To overcome this limitation, a second version of the Navichair was proposed
in [25]. Instead of projecting the VE onto a screen, users wore a head-mounted
display (HMD), and the stool could rotate freely as the user movement direction
was derived from the HMD orientation. Similarly, the LIs described in [11] orient
movement along the HMD’s facing direction but compute the upper body leaning
from the device position and orientation, thus not requiring a tiltable stool.
Although some slight implementation differences, both these works concluded
that forcing movement along the same direction faced by the user limits usability
and the exploration of complex multitasking VEs, where typically, the gaze and
movement directions should be separated (i.e., users should be able to move in
one direction while looking in another).

Comparison of LIs and non-LIs interfaces. In the previously mentioned
studies, LIs have been mainly evaluated individually or compared with other
LIs implementations. However, to gain a comprehensive understanding of the
advantages and disadvantages of LIs, they should also be compared with other
established locomotion techniques such as joystick, teleportation, or arm swing
[5,18]. Nevertheless, to the best of our knowledge, research in this direction
is limited and results were obtained from different experimental protocols. For
instance, [14,18] compare different LIs with a Joystick interface. However, their
results appear conflicting, as [18] reported that the joystick interface performed
better than all the LIs assessed, while [14] found no significant difference. More-
over, their experimental approaches differed, as [18] only collected subjective
metrics from interviews, whereas [14] also measured performance metrics (e.g.,
travel distance error, motion sickness, precise control) while users performed var-
ious navigation tasks. Despite these differences, both studies indicated that LIs
are promising interfaces if specific characteristics such as comfort, usability, and
precision can be improved. A more extensive study [5] compared a sitting LI
with teleport and joystick interfaces. During the experiments, users were asked
to reach several locations in a VE while objective (i.e., execution time) and sub-
jective metrics (i.e., sickness, presence, usability and comfort) were collected.
The subjective metrics were gathered administering several questionnaire to the
subjects, such as the simulation sickness questionnaire [16], the Igroup presence
questionnaire [27], system usability scale [4] and the device assessment ques-
tionnaire [8]. The results were similar to those in [14], showing that the teleport
interface was more usable in terms of overall ease of use, fatigue, and smoothness
of movement, while both the joystick and LI interfaces performed poorly with
no significant difference between them.

In light of all these considerations, this work aims to contribute to the cur-
rent state of the art by proposing a novel LI that combines tracking of multiple
body movements (i.e., upper body leaning and hips rotation) to achieve a more
comfortable and natural way of moving in VEs. Moreover, we comprehensively
evaluate our LI solution with non-LIs relying on a standard testbed for locomo-
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tion techniques that includes a wide range of objective and subjective metrics
collected in different scenarios involving complex tasks.

3 Walking Seat

This section provides a detailed description of the LI proposed in this work.
As anticipated, the WS allows users to navigate a VE using only their body
movements while seated on any swivel chair equipped with dedicated hardware.

(a) (b)

Fig. 1. Picture of the WS being used: (a) the user is leaning forward to navigate the
VE; (b) the user extend his arm to reach for the virtual object

The WS hardware consists of two rigid surfaces containing four load cells
and a gyroscope that are used to measure the users’ center of mass position and
infer the waist orientation, respectively. From these measures, the WS can infer
the degree to which the user is leaning in different directions. Specifically, the
weight measured by each load cell determines the projection of the user’s body
center of mass onto the rigid surface. The projection of the center of mass is the
result of two components. The anteroposterior component (AP) is calculated by
measuring the difference in weight between the front and the back cells, and the
mediolateral component (ML) is calculated by measuring the difference between
the right and left load cells. These two components are then combined with the
orientation provided by the gyroscope to produce as output a two degrees of
freedom motion vector (Fig. 2).

The WS enables the user to decouple the direction of her gaze from the one
of her movement since the locomotion in the VE exploits only torso leaning and
hip rotation. The swivel chair used in the implementation of the WS allows only
yawing and restricts pitching and rolling movements, preventing potential falls
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Fig. 2. While seated on the WS interface, the user can freely perform different body
movements, such as Head Rotation, Torso Leaning, and Waist Rotation. The HMD
tracks Head Rotation and uses it to control the Virtual Camera Rotation. Meanwhile,
the WS tracks weight shifting along the anteroposterior (AP) and mediolateral (ML)
axis, and waist rotation: the resulting data are processed and sent to the VE simulation.
The Movement Direction is defined from the user’s leaning direction (calculated from
the AP and ML components), while the Movement Rotation results from the WS’s
signal processing of Waist Rotation.

due to loss of balance during use. Finally, the WS navigation system only needs
to track the user’s hip yaw and the torso pitch, making it easier to control the
VR system.

3.1 Hardware and Data Capture

The WS is assembled from several commercial-off-the-shelf components enclosed
between two wooden boards that are kept at a distance by four springs (Fig. 3a).
The device includes a set of four load cells LCfl, LCfr, LCbl, and LCbr (where
the subscripts stand for f :front, b:back, l:left, and r:right) and a gyroscope con-
nected to a circuit board containing an integrated WiFi antenna. These com-
ponents are assembled as illustrated in the logical schematics of Fig. 3b. The
process for computing the device output is illustrated in Fig. 4 and involves the
following steps.

Calibration. The load cells are used to determine the position of the user’s center
of mass. However, different people’s weight is distributed differently when sitting,
which affects the measurement’s accuracy. To address this issue, the device needs
to be calibrated for each user (Fig. 4–1). To do so, the user must sit upright for
a few seconds and during this time, the WS calculates the average output value
for each load cell. In this way, we obtain a baseline measurement of the user’s
weight distribution on the seat, which is used to correct the output of the load
cells as follows:



Comparing Traditional VR Locomotion Technique with the WalkingSeat 27

Fig. 3. The WS interface exploded-view (a) and logical schematics (b)

Fig. 4. Walking Seat signal processing: after the system is calibrated (1), both weight
distribution and chair rotation are measured (2a, 2b). The components of the weight
signal are denoised and the PID algorithm is applied (3). The vector D is calculated
and it is then constrained to be mainly anteroposterior (4) and processed by a transfer
function that further smooths the data (5). The resulting V (6) is combined with the
measured chair rotation to determine the final output motion (7).
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LCl = ˜LCl − LCl,cal (1)

where ˜LCl is the raw cell output, LCl,cal is the corresponding calibration
value, and LCl is the load cell value used in the following equations.

Weighing: computation of AP and ML movement component. First, the user’s
weight w is determined by summing the outputs of the four load cells.

w = LCfl + LCfr + LCbl + LCbr (2)

Then the AP and ML components that describe the position of the center of
mass are calculated as follows:

AP =
(LCfl + LCfr) − (LCbl + LCbr)

w
(3)

ML =
(LCfl + LCbl) − (LCfr + LCbr)

w
(4)

The AP and ML components are normalized with respect to the user’s weight
(Fig. 4–2a). This ensures more accurate tracking since the weight variations mea-
sured by the load cells are only proportional to the user’s movements and not
also to the user’s weight.

Noise filtering. The WS device calculates AP and ML components 40 times
per second. The update rate has been set considering the refresh rate cap of
the load cells employed,which is anyway fast enough for the purpose of tracking
the body movements while preventing multiple transmissions of identical data,
which would have increased the workload on the device without enhancing the
tracking precision.

However, due to the sensitivity of the load cells and the dynamic nature of
the human body, the output may be affected by noise and outliers. To improve
measurement accuracy, each component is first processed with a median fil-
ter that uses a five-sample sliding window. This filtering technique effectively
reduces high-frequency noise and preserves the overall shape of the signal with-
out compromising the signal responsiveness (Fig. 4–3). Then, the PID (Propor-
tional Integral Derivative) algorithm [15] is applied to each filtered signal to
further stabilize the resulting motion vector.
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Fig. 5. The shape of TF changes depending on the posture of the user. On the x-axis
is the signed |D| value (positive for leaning forward, negative for leaning backward);
on the y-axis is the resulting |V | value.

Calculation of D. The ML and AP components obtained from the previous step
are used to determine the direction movement:

D = (ML,AP ) (5)

This vector can map any leaning direction of the user to the corresponding trans-
lational movement in the VE. This translational movement could be perceived
as unnatural and uncomfortable when the mediolateral component (ML) of
the direction vector is larger than the anteroposterior component (AP ). Conse-
quently, it has been decided that the mediolateral movement would be restricted.

Therefore, we consider the ML component only if it is at least as large as
the AP component, otherwise D is set to zero. Figure 4–4 shows with the gray
sectors the area in which the D vector is not zeroed. We have found that this
behavior is useful (and quite natural) for making small lateral corrections during
motion, and creates a more natural feeling of movement, similar to real walking.

Transfer function (TF) normalization. While users engage with the VE, they
may need to interact with virtual objects while remaining stationary. However,
even slight movements of the arms or head can alter weight distribution, resulting
in the calculation of a non-zero vector D that would trigger unwanted movement
within the VE. To avoid this issue, a transfer function (TF )(Fig. 4–5) is used to
prevent unwanted movement. Based on the value of |D|, the TF produces a final
motion vector V that has the same direction as D and a maximum magnitude
of one.

If the user is in a rest position (i.e., sitting upright and not leaning), TF
(Fig. 5a) defines an interval [A,B] on the |D| axis that provides a |V | = 0 as
long as |D| is small enough. When the user intentionally leans, |D| becomes
larger and the |V | grows smoothly thanks to the TF’s curve, resulting in a
progressive acceleration.
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The transfer function is also used to implement a braking system. If the user
leans forward or backward, the TF changes to provide a larger area in which the
user could lean to stop moving. When the user leans forward, the left end of the
interval is changed to A = −1 (Fig. 5b), and when the user leans backward, the
right end of the interval is changed to B = 1 (Fig. 5c). Finally, upon returning to
a neutral position, the transfer function is restored to its original form (Fig. 5a).
This creates a braking system inspired by the one illustrated in [11], which
allows the user to come to a full stop by leaning in the opposite direction of
movement. However, in the original implementation this was possible only for
forward movements and the WS extends the original solution by allowing users
to stop, regardless of their movement direction.

Integration of chair orientation. Up to this point, the motion vector is deter-
mined only by tracking the motion of the user’s center of mass. However, since
the user is sitting on a rotating swivel chair (Fig. 2), the rotation of the chair
provides information about the orientation of the user’s hip (Fig. 4–2b). Hence,
the data acquired by the gyroscope are combined with the vector V (Fig. 4–6)
obtained from the previous steps. The result is the final motion vector that rep-
resents the user’s movements in the VE (Fig. 4–7). This motion vector is then
transmitted to the host via the WiFi protocol, eliminating the need for a con-
nection cable and ensuring a wider range of movement in the real environment.

4 Evaluation

To evaluate the effectiveness of the proposed navigation interface, we used the
Locomotion Evaluation Testbed (LET-VR) proposed in [7]. This testbed was
designed to compare different VR locomotion techniques with a common set
of recurring tasks involving locomotion in VR. The goal of our assessment was
threefold. First, to identify which kind of locomotion tasks proposed LI was
more suitable for. Second, to identify potential areas in need of improvement
for the next design iteration of the LI. Third, to compare the properties of our
interface with other locomotion techniques previously evaluated using the same
experimental protocol. To our knowledge, this is the first time a LI has been
compared to multiple non-LIs in such a comprehensive manner.

The LET-VR testbed: LET-VR consists of five scenarios, each designed to stress
and measure different capabilities of a given locomotion technique. The first
scenario, “Straight Movements”, examines walking in a straight line without
changing direction. The second scenario, “Direction Control”, evaluates walk-
ing with a change of direction. In the third scenario, “Decoupled Movement”,
participants walk in a direction that does not correspond to their line of sight.
In the fourth scenario, “Agility”, participants must avoid collisions with mov-
ing objects. Finally, the fifth scenario, “Interaction with Objects”, examines
the potential interference of the locomotion technique on object manipulation
tasks. In addition to these scenarios, the testbed includes a training scenario to
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calibrate the system and allow participants to familiarize themselves with the
locomotion technique to be tested.

In each scenario, the participant must complete several tasks. Each task is
evaluated using objective metrics, some of which are common among different
tasks (e.g., execution time) or are unique to specific tasks (e.g., number of colli-
sions and projectiles avoided in the “Agility” scenario). These metrics are used
to assign an objective score to each locomotion technique for the execution of
the respective task.

Once each scenario is completed, the participant is asked to fill out a ques-
tionnaire to provide a subjective evaluation of the locomotion technique used,
based on parameters such as input quality, ease of use, perceived errors, and
satisfaction with the technology according to several subjective metrics. It also
assesses the burden of use and the similarity of the technique to physical walking.
These metrics are used to compute a subjective score, where the highest value
corresponds to the most effortless locomotion technique.

A final score, which results by summing the objective and subjective ones, is
used to determine a ranking between all the compared locomotion techniques.
All scores are analyzed using the Weighted Sum Model (WSM) multi-criteria
decision analysis. Hence, the scoring assignment is based on the statistical sig-
nificance of the best technique within the comparison pool. Therefore, individual
scores assigned in a particular group might differ numerically if the analyzed pool
of techniques differs. However, the relative positioning of two techniques (i.e.,
technique A is better than technique B) is preserved regardless of the compar-
ison pool. More details can be found in [7]. Overall, this scoring system allows
both an overview evaluation of the analyzed locomotion techniques and their
comparison by considering individual aspects.

Experimental protocol. The experiments were arranged as follows. At the
beginning of the test, participants were asked to fill out the LET-VR pre-
questionnaire. Then they were introduced to the WS and, in order to ensure
the proper utilization of the interface, volunteers were given specific instructions
to maintain a correct sitting posture and avoid engaging in behaviors that could
interfere with weight distribution, such as lifting their feet or exerting pressure
against the armrests of the chair. Afterward, they were requested to familiarize
themselves with the WS via the training scenario. During this phase, the WS
calibration step was run several times to help participants find their personal
sweet spot on the swivel chair as they learned to use the device and become
familiar with it. Participants then went through each of the five scenarios, which
were organized as follows:

(i) while the participant is wearing the HMD, the heart rate is collected;
(ii) at the beginning of each scenario, locomotion is blocked, and the adminis-

trator explains the tasks the subject has to complete subsequently;
(iii) locomotion is unlocked, and the participant can now perform the given

tasks;
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(iv) after each scenario, the participant’s heart rate is measured while still wear-
ing the HMD and s/he is administered with the LET-VR post-scenario
questionnaire.

Finally, at the end of all scenarios the LET-VR post-test questionnaire is
administered as well.

In case of interruptions that prevent the experiment from resuming (e.g.,
extreme motion sickness), the LET-VR protocol prescribes that the gathered
data could either be discarded or be completed with statistically significant val-
ues (e.g., mean of other values, worst scores, etc.) at the experimenter discretion.
For the experimental evaluation of WS was selected the following strategy: in
case a participant is unable to complete the experiments in Scenarios 1–4, their
data are discarded; in case a participant could not complete Scenario 5, the col-
lected data are padded with the mean of the scores collected for the finished
tasks.

The HMD used for the experiments was an Oculus Quest 2 equipped with a
Kiwi Strap for higher comfort. Although the original LET-VR experiments were
conducted with an HTC Vive since the features of the two HMDs are comparable
the impact of using a different HMD was deemed as negligible.

5 Results and Discussion

In this section we present and discuss the results of the experiment. We begin
with a description of the overall experimental results in (5.1); then we discuss
the results of the objective (5.2) and subjective (5.3) evaluations. Finally, we
discuss the lessons learned from the experiments with the WS (5.4).

5.1 Experiment Overview

We recruited 12 volunteers (7 male, 5 female), matching the number of experi-
mental subjects analyzed in [7] for each locomotion technique. The sample was
made of individuals with ages ranging from 23 to 27 (x = 24.66 y.o., s.d. = 1.3
y.o.). 58% of the users had little to no experience with VR (less than 1 h/week),
and the remaining 42% had moderate to great experience with VR (more than
1 h/week).

The WS results were evaluated against the locomotion techniques considered
in [7], whose data are publicly available. These techniques are: (i) Walk-In-
Place (WIP), selecting the variant adopted in [7] (formerly proposed in [10]),
that prescribes to track the feet and hip orientation of the user, leading to an
interesting comparison since WS also tracks the hip orientation of the user; (ii)
Cyberith Virtualizer (CV) [6], as both WS and CV require high upper body
movements and could lead to a similar vestibular response; (iii) Joystick (JS),
using the implementation presented in [2], which resulted the best technique in
the previous ranking [7].
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Table 1. Summary of the overall ranking of the LTs. Best values in bold, runner up
values are underlined

Objective WS (our) WIP CV JS

Objective Scores 21.7 12.3 5.3 32.2

Subjective Score 16.4 14 21.6 23.6

Overall Scores 38.4 26.3 26.9 55.8

The comparison against the Arm Swing technique, originally included in [7],
was neglected since it has no features in common with WS and was not the
best-performing technique according to [7].

In the following sections, we present the results of the objective and sub-
jective scores of the locomotion techniques, which are summarized in Table 1.
Detailed scores will be discussed later in Table 2. The overall score obtained
from the sum of objective and subjective components is reported as well. The
scores indicate that the JS technique scored the highest, making it the best loco-
motion technique. The WS technique placed second, while CV and WIP placed
third and fourth, respectively.

5.2 Objective Scores

The objective score assigned to WS, as seen in Table 2, indicates that the inter-
face is overall reliable. To calculate this score, we summed the task scores and
the perceived physical effort scores for each scenario.

In the Straight Movements scenario, WS performed well on the straight line
movement and sprinting tasks (which requires the subject to move in a straight
line while walking and running, respectively), but poorly on the over/under
shooting and chasing tasks. The latter result can be attributed to the nonlinear
transfer function (TF) used to control frontal movement. When the user starts
to lean forward, there is no motion until the threshold B is reached. Then the
initial movement speed is very low, causing the user to lean forward more and
suddenly lurch forward due to the rapid increase in the curve. Therefore, many
users have complained about this noticeable delay between the time they lean
forward and the time they actually perceive the movement.

Similarly, WS performed well on anteroposterior motion in the Direction
Control scenario (as in the backward walking and fear tasks, which require little
turning) but poorly in the Multi straight line walking and curved walking tasks.
We found that this problem was related to the constraint included in our design
to avoid pure lateral motion. However, this constraint caused users to have dif-
ficulty navigating tight turns, likely due to their lack of experience with VR or
with WS. Instead of moving by rotating the swivel chair, they ended up trying
to move sideways. Future studies could investigate the possibility of reducing or
eliminating this limitation.

In the Decoupled Movement scenario, WS proved to be the best performing
technique, with good results in both the Decoupled Gaze task, which requires
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Table 2. Objective scores of the compared LTs. For each scenario, the final objective
score is the sum of the per-scenario physical effort and the per-task scores [7]. Best
values in bold, runner up values are underlined

Objective WS (our) WIP CV JS

Straight movement

Straight Line Walking 1 0 1 1

Over/Under-Shooting 0.67 1.33 0 1.67

Chasing 0 1 1 2

Sprinting 1 0 0 1

Physical Effort 2 0 0 2

Objective Score 4.7 2.3 2 7.7

Direction control

Multi-Straight Line Walking 0 1 1.33 1

Backward Walking 3 0 0 4

Curved Walking 0 0 0 1

Stairs & Ramp 0 0 0 0

Fear 2 0 0 2

Physical Effort 0 0 0 0

Objective Score 5 1 1.3 8

Decoupled movement

Decoupled Gaze 2 0 0 1

Stretched-out Hands 0 0 0 0

Decoupled Hands 3 4 1 0

Physical Effort 0 0 0 0

Objective Score 5 4 1 1

Agility

Dynamic Agility 1 0 0 3

Stationary Agility 0 0 0 0

Evasion 2 0 0 2

Physical Effort 2 0 0 2

Objective Score 5 0 0 7

Interaction with objects

Grabbing 0 0 0 1.5

Manipulation 0 3 1 1

Interaction in Motion 0 2 0 4

Physical Effort 2 0 0 2

Objective Score 2 5 1 8.5

Total Objective Score 21.7 12.3 5.3 32.2
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the user to move while looking in a different direction, and the Decouple hands
task, which requires the subject to collect objects with their hands while moving
through a corridor. The LTs that used hip tracking to control the direction
of movement performed better on these tasks, with WIP being the runner-up.
Although hip tracking was helpful with both techniques, it was found that sitting
provided more consistent results.

The combination of the swivel chair and hip tracking in WS provides high
mobility, allowing the user to change direction quickly without losing balance,
resulting in a high score on the agility task. In addition, WS performs well
on the Dynamic agility and Evasion tasks, providing reasonable control when
dodging objects while walking and when dodging incoming bullets. However, WS
received a low score in Interacting with objects, placing it second to last and only
outperforming CV. The problem arises when the user leans forward to grasp an
object and thereby (accidentally) triggers a movement. To address this issue, a
better riddance of weight shifting might be implemented to distinguish between
leaning for moving and leaning for reaching an object.

In summary, WS offers advantages to complete some tasks but leaves room
for improvement in other situations: decoupled movements could benefit from
the gyroscope tracking of the user’s hip orientation, whereas manipulation and
interaction tasks in which the user is prescribed to lean in order to complete the
task successfully conflict with the current implementation of the WS.

5.3 Subjective Scores

Table 3 shows the results of the subjective questionnaire highlighting the unique
potential and areas for improvement of the WS interface. WS received the second
lowest overall score from users, mainly due to the low score in the decoupled
movements scenario compared to CV and the lowest rank in the interaction
with object scenario.

Table 3. Subjective ranking per scenario. Best values in bold, runner up values are
underlined

Subjective WS (our) WIP CV JS

Straight Movement 3.7 3 3.2 7

Direction Control 2 3 3.3 3.6

Decoupled Movement 1.5 1.6 9.5 0.3

Agility 4.7 2 2.3 4.2

Interaction with Objects 0 1.3 2.3 5

Overall Subjective 4.5 3 1 3.5

Subjective Score 16.4 14 21.6 23.6

Regarding decoupled movements, the results of CV are due to its very high
appreciation from the users, which resulted in very low ranks for all other inter-
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faces due to the design of the ranking system defined in LET-VR. Moreover, the
high score of CV in this scenario contributes to 43% of its overall score, largely
justifying its position as runner-up.

According to subjects’ feedback, the main problem users faced when using
WS while interacting with objects was that reaching objects that were moving or
lying on the floor caused fluctuations in the user’s posture, which in turn caused
involuntary movements, leading to frustration, annoyance, and motion sickness
among users.

If we restrict the analysis of the results to the remaining functional require-
ments, the perception of WS improves significantly. In this case, WS would rank
second (with a score of 14.9) to the JS technique (score of 18.3), while the WIP
technique would rank second to last (score of 11.0) ahead of the CV technique
(score of 9.8). In this case, the ranking is the same as for the objective ratings
(Table 2).

In addition, WS showed the best performance among all techniques in the
following categories: (i) Agility tasks, where users appreciated the naturalness of
WS and the low mental effort; (ii) Subjective Overall Score, where WS received
the highest score due to its intuitiveness, learnability, acclimatization, and overall
system usability.

Further analysis of the overall subjective results revealed that WS was per-
ceived as more natural, easy to use, and appropriate for most tasks than other
techniques. Moreover, the solicited mental and perceived physical effort were
considered acceptable.

5.4 Limitations

Despite the positive results, some limitations should be noted. About the WS,
two limitations are worth mentioning. Firstly, during the experiments, we found
that after prolonged use of the WS, users adjusted their position on the chair
to sit more comfortably, which invalidated the original calibration data. Nev-
ertheless, in this case, new calibrations were immediately performed to ensure
proper use of the interface. To address this issue, the implementation of adap-
tive adjustment techniques, such as the use of mean shift over time, will be
considered.

Secondly, direct feedback from users indicated that the lack of lateral move-
ment and the delay in input led to errors in task completion. Also, interaction
with objects in the environment was sometimes complicated for users, especially
when they bent down to reach for objects on the floor, as the WS sometimes
detected a false-positive motion intention from the user.

There are also potential limitations of the study worth discussing. A larger
sample size in the experiments would have allowed for greater statistical power
in the analysis. However, the 12 subjects recruited were numerically equivalent
to the sample size of the original LET-VR experiments, ensuring a balanced
comparison between WS and the interfaces originally tested by LET-VR. In
addition, the user sample recruited for the WS experiments included more par-
ticipants familiar with VR applications than the LET-VR user sample. Although
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this difference may have affected the experimental results, this fact was not con-
sidered a possible reason for bias in the experiment because (i) the experimental
protocol included a familiarization step that allowed users to become familiar
with the devices and interaction metaphors, thus reducing the knowledge gap
between the different groups of subjects, and (ii) none of the subjects had prior
experience with the specific locomotion technique used in LET-VR or any other
LI. Thus, the combination of these aspects reduced the potential influence of
prior knowledge on the results of the study.

6 Conclusion

In this work, we proposed the Walking Seat (WS) as a novel seated and lean-
ing interface for navigation in VR. WS uses pressure mapping and a gyroscope
to track the user’s upper body tilt and waist orientation. Our tests with the
LET-VR [7] evaluation framework showed that WS performed better than two
non-leaning interfaces, namely the Walk-in-Place and the Cyberith Virtualizer
(an omnidirectional slippery shoe interface) in many situations such as straight
movement, direction control, agility tasks, and decoupled movement tasks. Sur-
prisingly, in decoupled motion tasks, WS also outperformed the joystick locomo-
tion technique, which is commonly considered the best-performing locomotion
technique. Despite the limitations found, subjects considered WS to be a promis-
ing locomotion technique overall.

Future work should focus on analyzing alternative designs to obtain a more
fine-grained and accurate weighing process, which would ultimately improve the
users’ experience. For example, this could be achieved by implementing special-
ized devices, such as the CONFORMat system1. Hence, the more detailed user’s
motion data could help distinguish between different actions (e.g., leaning to
move forward and leaning to reach an object) and eliminate the need for the cal-
ibration step, thereby reducing the problems associated with the user’s seating
position. Based on these preliminary results, we believe that the WS interface
has great potential for virtual reality applications and, with further development
and improvement, could become a valuable tool for locomotion in VE.
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Abstract. The portability of mobile virtual reality (VR) head-mounted
displays (HMDs) allows users to immerse themselves in a virtual envi-
ronment wherever they want at any physical place. While mobile VR
has the potential to become ubiquitous as smartphones, it is still rarely
used. Social acceptability is an important factor determining the usage
of mobile technology. Previous work suggests that VR HMDs are consid-
ered not socially acceptable during social interaction. However, it is still
unknown why the acceptance of mobile VR is reduced when being sur-
rounded by other people. Therefore, we conducted two studies to inves-
tigate if and how interruptions by bystanders while wearing a mobile
VR HMD contribute to reduced social acceptability. In the first study,
we performed an observation in natural environments to find out how
people interrupt VR users. In the second study, we used the same set
of scenarios in an online survey to gather the opinions of a larger user
group. Our results reveal still high skepticism towards VR use in public
spaces, which can be mitigated partly by VR experience.

Keywords: Virtual Reality · Social Acceptance · Safety Concern ·
Field Experiments

1 Introduction

Whenever we enter public transportation or see people waiting in a queue, we see
them using their smartphones. With the rapid development of mobile VR, users
can also immersive themselves in virtual environments in any physical place.
Hence, experts predict that mobile VR has the potential to become as ubiquitous
as smartphones [28]. While smartphones are used in almost all situations in
everyday life, such as sitting in a restaurant, commuting, or just waiting, mobile
VR is, however, still not used in these situations today.

Schwind et al. [18] showed that one explanation for the lack of use of mobile
VR in public situations is reduced social acceptance. Their results suggest that
the general usage of VR HMDs in places like the bed, the metro, or the train
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is socially acceptable. However, being surrounded by other people where social
interaction is expected significantly reduces social acceptance. While these find-
ings indicate that wearing VR headsets in situations in which people are sup-
posed to interact with surrounding people is considered to be less acceptable,
the actual contributing factors to reduced social acceptance remain unclear.

In general, HMDs are more disposed to risks because of the lack of visibility
to the outside world [20]. Wearable technologies, such as HMDs, face accept-
ability challenges that are affected by form factors, physical design, interaction,
and privacy concerns [21]. As bystanders are entirely unaware of what users
experience in VR while wearing headsets, privacy concerns also contribute to a
reduced social acceptance [21]. Another important aspect of social interaction is
the start of a conversation. Typically, people initiate conversations with others
by non-verbal cues such as approaching a person or eye contact. However, when
seeing a person wearing a mobile HMD, it is not possible to use non-verbal com-
munication as the users cannot visually perceive the surrounding environment.
In addition, wearing an HMD can be perceived as a sign for the surrounding
environment that the user does not want to be interrupted or disturbed dur-
ing the VR experience. This can be perceived as impolite by bystanders, as
they cannot receive any attention as the user is mentally absent despite physical
presence [29].

In this work, we, therefore, explore the underlying factors of reduced social
acceptability by focusing on the interruption of users experiencing VR. Com-
pared with smartphones, it is much harder to receive the attention of the users, as
the visibility of the surrounding environment is occluded. Consequently, we aim
to explore how bystanders interrupt the users’ VR experience, e.g., by speech,
touch, or any other possibilities. We present two studies on how bystanders may
interrupt VR users in public spaces: In a field experiment, a potential user was
wearing an HMD in a common public setting. To understand the bystanders’
behavior, we recorded the bystanders’ reactions and experiences of interrupting
the user to solve a simple task. In addition, we conducted a subsequent online
survey to assess different interruption strategies with a larger sample of partici-
pants. Results suggest that bystanders hesitated to interrupt VR users and that
VR in public settings still faces safety and privacy concerns. This paper is of
an exploratory nature and contributes to research on the social acceptability of
mobile VR headsets.

2 Related Work

In the following, we present prior research on social acceptance and privacy
concerns of mobile VR. We also summarize how people initiate conversations by
obtaining the attention of others.

2.1 Social Acceptance and Privacy Concerns of VR

VR technology has gained increased attention in recent years and has been adopted
inmanyareasrangingfromresearch,e.g.,psychologyandpsychotherapy[30,31,34],
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human-computerinteraction[32,33]tocommerciallysuccessfulapplicationssuchas
BeatSaber [35].Hence, social acceptance and social acceptability are crucial factors
that influence the usage of VR devices in public spaces. Social acceptance refers to
the judgment of technology after being used while social acceptability refers to the
phenomenon of future judgments [3]. If a technology does not follow social norms,
it may disrupt the social flow [19]. Conversely, social acceptability pertains to the
prospective evaluation of technological advancements in the future. Therefore, the
level of social acceptance ofmobileVRwill dictatewhether andhowVRtechnology
will be used in public. While George et al. [7] and O’Hagan et al. [13] have explored
interruption strategies in a lab experiment, George [6] investigated how bystanders
can be visualized to help VR users notice bystanders. Pohl et al. [15] noticed that
one reasonVR lacks social acceptance is that bystanders cannot seewhat the user is
doing [15]. The broad adoption of a novel technical product depends on its capacity
to deliver a fulfilling user experience, particularly in contexts where its application
is not deemed mandatory [24]. Studies addressing mobile VR technology in public
spaces are scarce [18,20,25,26].

Whether and how people use VR technology in social settings depends on the
surrounding environment and the people being there, e.g., the number of peo-
ple, their proximity, or their behavior [24]. Therefore, the presence of unaware
observers in the surrounding environment might have an influence on many
aspects, for instance, user’s perceptions and responses that result from the use
and/or anticipated use of a system, product, or service [27]. A study by Alallah
et al. [25] presents guidelines regarding the subtleness of input modalities and
concludes that the perspectives of both users and observers should be consid-
ered when exploring the social acceptability of emerging technologies. Wearing
HMDs in public spaces may also lead to privacy concerns for bystanders due to
the cameras on the devices. An online survey of the social acceptance of VR [18]
investigated the social acceptance of VR usage in different scenarios: either in
private spaces, for instance, in the living room, in bed, or in the car; or in public
settings such as coffeehouses, the train, or on the subway. The findings indi-
cate that the degree of social acceptance for VR is strongly contingent upon the
situational context. Utilizing VR glasses within a vehicular setting was deemed
unsuitable. Bystanders’ discomfort and privacy concerns about the nearby HMD
user in public spaces are noteworthy, particularly given the camera-equipped VR
devices like Oculus Quest 2. Bystanders’ privacy concerns may be further exac-
erbated by the potential for nearby HMD users to inadvertently record their
actions or conversations without consent. Concerns may arise from the potential
misuse of collected data, such as unauthorized sharing or distribution of personal
information, which could lead to privacy infringements or identity theft. Conse-
quently, the presence of HMD users in public spaces might instigate unease and
affect social acceptance.

2.2 Bystanders of VR Users

Denning et al. [2] explored privacy concerns of Augmented Reality devices, which
can record the surrounding environment without bystanders being aware of it.
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Results show that the majority of the participants considered it as negative to be
recorded by AR headsets without their explicit consent. Most privacy research
is done from the user perspective rather than from the bystanders [16]. Research
from Motti et al. [11] shows that privacy concerns increase when the devices are
connected to a social media app. In addition, it is challenging for VR users to
be aware of the physical environment when being immersed in virtual worlds.
This situation can lead to a problem of communication and interaction with
bystanders in a public space.

2.3 Interruption Possibilities

A study from George et al. [5] investigated the influence of presence, workload,
and attention on interruptions. They concluded that an interruption method
has to be designed as a trade-off between attention and presence instead of
merely focusing on attention. Identifying whether a VR user is in-between tasks
accurately can impact the modality of participants on how to interrupt the VR
user [7]. Notifications with different modalities in VR, for instance, visual, audi-
tory, or haptic feedback are possible to make the user aware of the bystanders’
intention to interact.

Different designs of visual notifications can also affect the reaction time and
the general behavior of a VR user [9], and disrupt the immersive experience [17].
Hence, for less significant messages, a notification shown on a wall inside the
VR scenario is more appropriate, because the real-world message is part of the
virtual environment and, therefore, does not break the sense of presence [17].
Previous studies represented that bystanders prefer to interrupt VR users by
speech or a combination of touch and speech [5,7–10,13,14,17]. However, most of
these experiments were conducted in laboratory settings and could not consider
natural interactions as happening in reality.

3 Method

As receiving attention from persons who wear a mobile VR device appears chal-
lenging, we explored how bystanders intuitively interrupt the users’ VR experi-
ence to communicate with them and obtain their attention. We, therefore, aimed
to better understand bystanders’ behavior while approaching mobile VR users
to assess the different ways of interruption. Consequently, we conducted two
studies.

The first study was a field experiment in which a user wore a mobile VR
headset in two different scenarios. In the first scenario, bystanders approach
the VR user who is blocking the way. In the second scenario, a VR user sits
in a coffee house and needs to be interrupted by a waiter who aims to take
an order. In line with Schwind et al. [18], we also conducted an online survey
depicting the scenarios using photos to gain further insights with a larger sample
of participants. The participants were selected randomly in the field experiment
and the online survey. Using both studies, we wanted to assess (1) the acceptance
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of wearing VR glasses in public settings, and (2) how bystanders would interrupt
VR users.

3.1 Field Experiment

The field experiment was conducted in two public environments, specifically
a confined street and a coffeehouse. The investigation encompassed various
aspects, including bystander-initiated interruption modalities, social acceptance,
and the overall perception of VR devices by bystanders. In the first scenario (six
randomly selected local coffeehouses), the examination focuses on the approach
employed by the waiter to interrupt a customer who is wearing a mobile VR
headset and is pretending to perform a task. In this scenario, interviews with
the waiters at the coffeehouses were conducted after getting their consent.

In the second scenario, we aimed to discern the reactions of individuals
encountering a person who is blocking the way while wearing an HMD. The
interaction focuses on the chosen modality, time (duration from recognition to
interruption), and behavior recorded by a camera in the chest pocket of the VR
user (see Figure 1). During this outdoor observation, data and results were com-
pletely anonymized, and no identifiable information about the spectators was
represented in the study, only reported their behavior descriptively. The specta-
tors were briefly interviewed after the experiments about their impressions. To
obtain representative results, both scenarios in the field experiment are common
situations that can happen in everyday life.

Fig. 1. (a) The scenario of the coffeehouse (b) The scenario of blocking the way
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3.2 Online Survey

To gain a better understanding of bystanders’ reactions and experiences during
both scenarios, we subsequently conducted an online survey (N=37). The ques-
tionnaire incorporated two images of both scenarios: one picture depicting a VR
user blocking a pathway, and another one illustrating a VR user attempting to
place an order at a coffeehouse while wearing an HMD. Initially, participants
filled in their demographics and specified how often they use VR devices.

The first scenario presented involved an individual being late for a crucial
appointment, with a VR user blocking their way. The participants were textually
informed that they would have to find a way to proceed through the blocked
entrance since an alternative route would be too time-consuming. For the coffee
house scenario, we told participants to imagine being a waiter encountering a
customer immersed in a VR experience. The questionnaire of the survey asked
about whether participants would interrupt the VR user, and if so, how they
would do it.

To obtain qualitative user feedback, we used open questions to learn
about their potential interruption strategies and gain deeper insights into the
bystanders’ (i.e., study participants’) experience. Additionally, we used the fol-
lowing 7-point Likert items for each scenario ranging from strongly disagree to
strongly agree: I feel uncomfortable in that situation; I am afraid for my own
safety; I am afraid for the VR user’s safety; I am concerned for my privacy (e.g.
the person is recording me); I find the usage of VR in this setting disruptive for
bystanders; I find the usage of VR in this setting unusual; The usage of VR in
this context should not be allowed.

3.3 Results

Field Experiment. In the obstruction scenario of the field experiment, we had
a high variety of waiting times until the waiter interrupted the experimenter
wearing the VR device. One waiter took the order promptly. However, during
drink service, only one waiter interacts with the user, with others attempting to
avoid disturbance. Besides, the VR user was asked to remove the headset in a cof-
feehouse once. In summary, verbal interruptions by waiting for staff occurred in
three of six coffeehouses, while two showed no disruptions, and immediate order-
taking was observed once. Upon serving beverages, only one server interacted
with the VR user, while others avoided disturbance. Notably, a single request
to remove the HMD occurred in a traditional coffeehouse, where customers were
older on average. In two settings, there was no interruption at all (see Table 1).

In the obstruction setting, bystanders observed and photographed the VR
user, sometimes assuming they were not visible to the user. This sparked dis-
cussions about VR technology among bystanders. The recordings showed that
elderly people kept their attention and gaze more prolonged toward the VR user,
while younger people (including children) were less interested.
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Table 1. The results from the field experiment in the coffee houses. In two settings,
the experimenter was not interrupted to give an order at all.

Location
Ambience of

location
Time before
interruption

Estimated age of
waitress/waiter

Occupancy

1 modern no interruption 30 - 35 high

2 modern/student 1 min 25 - 30 little

3 student no interruption 20 - 25 little

4 modern/student 5 min 25 - 30 little

5 traditional 10 min 50 - 60 high

6 modern/bar 5 min 30 - 35 medium

Online Survey. The subsequent survey was conducted online and included 37
(15 female and 22 male) participants from the ages of 21 to 47. Participants
were textually introduced to the scenarios. Hence, they were asked to imagine
being in the respective scenario and complete the questionnaire based on their
imagined reactions. In the first scenario of the obstruction case, the preferred
interruption modality was speaking (15 participants). 7 participants would touch
the participants, 6 participants would use a combination of speak and touch, 3
participants would walk around, and 2 participants would like to speak plus walk
around if speaking is not successful. 4 participants gave no clear answer on how
they were going to interrupt the VR user.

In the second scenario of the coffeehouse case, the preferred interruption
modality was speaking again (19 participants), then touch method (7 partici-
pants), speaking plus touch (6 participants), no interruption at all (2 partic-
ipants), waiting a certain amount of time, and then speak (2 participants),
waving in front of the user (1 participant). Two participants stated that they
would send the VR user away if other guests would feel disturbed. Participants’
answers for both scenarios were similar. One distinction was that participants
displayed marginally increased concern for the VR user’s safety in the first sce-
nario. Additionally, the results indicated that in the obstruction case, bystanders
pose stronger disruption, and a higher number of participants expressed that VR
usage should not be permitted in this context.

Table 2 represents the results from the online survey. Pearson’s correlation
analysis was conducted for the collected data. Results show that participants who
are familiar with VR are more likely to use VR HMD in the future (r=0.434 and
p=0.007). Furthermore, there is a correlation between using VR HMD in the next
10 years in general and using such devices in public with r=0.464 and p=0.004.
Regarding privacy, one finding is that those who are familiar with VR are less
likely to have privacy concerns (obstruction scenario: r=-0.375 and p=0.022,
coffeehouse scenario: r=-0.434 and p=0.007). Additionally, there is a correlation
(obstruction scenario: r=0.437 and p=0.007) between privacy concerns and the
belief that situations such as the ones presented will happen more often in the
future.
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In the obstruction scenario, there is a correlation between being afraid of
one’s own safety and being afraid of the VR user’s safety with r=0.419 and
p=0.01. A strong correlation also exists for believing that a scenario (like the
obstruction scenario) will occur more often when more people start adopting
VR devices in the future (r=0.482 and p=0.03). On the other hand, participants
who feel discomfort in such situations also think the usage of VR is disruptive
in this setting with r=0.383 and p=0.19. These participants are also more likely
to agree that VR devices should not be allowed in both situations (obstruction
scenario: r=0.432 and p=0.008, coffeehouse scenario: r=-0.693 and p=0.000).
Overall many of the equal statements for both scenarios also correlate with one
another (e.g. afraid of VR user safety with r=0.379 and p=0.21).

Table 2. The results from the online survey. 37 participants in total, 15 females, and
22 males. Scenario 1: Obstruction Scenario; Scenario 2: Coffeehouse Scenario.

Scenario 1 Fully Disagree Disagree Neutral Agree Fully

Agree

M SD

I feel uncomfortable in that sit-

uation

4 8 6 16 3 2.84 1.19

I am afraid of my own safety 12 17 5 3 0 4.03 0.90

I am afraid of VR user’s safety 7 9 7 12 2 3.19 1.24

I am concerned for my privacy 14 12 8 3 0 4.0 0.97

I find the usage of VR in

this setting disruptive for

bystanders

3 2 3 16 13 2.08 1.19

I find the usage of VR in this

setting unusual

2 0 2 16 17 1.76 0.98

The usage of VR in this context

should not be allowed

5 6 12 10 4 2.95 1.20

Scenario 2

I feel uncomfortable in that sit-

uation

4 6 12 11 4 2.86 1.16

I am afraid of my own safety 16 14 5 2 0 4.19 0.88

I am afraid of VR user’s safety 12 12 6 6 1 3.76 1.16

I am concerned for my privacy 12 12 10 3 0 3.89 0.97

I find the usage of VR in

this setting disruptive for

bystanders

5 3 8 14 7 2.59 1.28

I find the usage of VR in this

setting unusual

3 0 4 12 18 1.86 1.16

The usage of VR in this context

should not be allowed

7 9 13 6 2 3.35 1.14

General Questions

I am familiar in general with

VR

2 5 8 14 8 2.43 1.14

In 10 years situations like this

will become more often

3 13 8 9 4 3.05 1.18

In the next 10 years I will use

VR glasses

4 4 16 10 3 2.89 1.07

In the next 10 years, I will use

VR glasses in public

7 19 9 2 0 3.84 0.80
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4 Discussion

Bystanders often avoided interrupting VR users in public settings, e.g., waiters
in the coffeehouse scenario of the field experiments. According to the results
of the online survey, many participants preferred to avoid interruptions, with
the reasons including discomfort and apprehension about the user’s reaction.
Speech is the main interruption method selected in both scenarios of the field
experiment and the online survey, followed by touch or a combination of touch
and speech. Participants proposed different ways of touching VR users, e.g.,
shoulder tapping. The customer-service relationship between the VR user and
waiters may explain why the speech was the sole interruption method in the
field experiments as it is the convention for waiters to ask customers how they’re
doing or how the meals or drinks taste orally in restaurants and coffee houses.
Participants’ qualitative feedback also indicated that their way of interrupting
the users depends on whether they also experience audio in VR. When users
experience sound as part of VR, bystanders would possibly change the method
of interrupting, e.g., using touch instead of speech.

In the field experiment, the waiters expressed concerns regarding the VR
user’s reaction to interruptions as well as potential safety issues. One waitress
cited her own epilepsy as a reason for caution. In the first survey scenario, 14
participants agreed they were concerned for the VR user, while the majority dis-
agreed in the second scenario. This concern for safety could influence interruption
avoidance. The correlation analysis revealed that fear for one’s own safety cor-
related with concern for the VR user’s safety. Familiarity with VR devices was
associated with fewer privacy concerns. This contrasts with an interaction in a
traditional coffeehouse, where a waiter expressed privacy concerns and unfamil-
iarity with the device.

The environment of VR usage influenced social acceptance, with younger
customers showing less attention to the VR user than older bystanders. In one
survey, a participant considered not removing the device as antisocial behavior,
aligning with findings from Schwind et al. [18]. A participant suggested establish-
ing new standards of politeness for VR usage in public. Most survey respondents
found VR in public disruptive and unusual, as did those in the field experiment.
Bystanders with less VR experience perceived wearing VR headsets in coffee-
houses as inappropriate. People uncomfortable with VR in public were more
likely to be against mobile VR. The majority still perceive public VR usage as
disturbing, with bystanders taking pictures and staring. Most survey partici-
pants felt uncomfortable, indicating social acceptance for public VR usage has
not yet been achieved.

In the correlation analysis of this study, the evaluation of the familiarity
of participants with VR and the potential willingness of VR usage in future
and public spaces, as well as their privacy concerns are conducted. Otherwise,
whether their reaction is also related to their familiarity with the VR devices can
also be measured in further research, and it can provide more hints of current
social acceptance of VR usage in public scenarios. In this study, the interruption
method is evaluated based on the bystanders’ perspective, the preferred inter-
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ruption methods from the VR user’s perspective should also be noticed in the
future and worth discussing.

5 Conclusion and Future Work

As mobile VR has gained popularity, VR users become more prevalent in public
spaces. Numerous studies investigated how to interrupt VR users while wearing
an HMD in relation to factors such as workload, immersion, and activities. How-
ever, most of these studies were conducted in laboratory settings. In this paper,
we conducted a field experiment to evaluate how to interrupt mobile VR users
and explore the social acceptance and safety concerns of bystanders in public
spaces. The findings indicate that VR usage in public spaces is still considered
unusual by the majority, and achieving social acceptance requires a shift in pub-
lic understanding. From the data analysis of this study, participants with limited
VR experience tend to disapprove of VR usage in public spaces. Interruptions
present a challenge for bystanders, who may be hesitant to approach VR users
due to safety concerns.

The predominant method of interrupting a VR user is through speech. Pri-
vacy concerns are generally less significant, especially for individuals familiar
with VR technology. However, those unfamiliar with VR may feel intimidated
by mobile VR devices and worry about potential privacy violations such as being
recorded. It is also important for future research to delve into the ethical con-
siderations, thereby enriching the understanding of the social acceptance of VR
and its ethical implications. Overall, we could see a lot of skepticism among
bystanders and participants regarding the use of VR devices in public. However,
the results also show people familiar with VR felt more comfortable when being
close to mobile VR users. To attain a more concrete and average understanding
of bystanders’ reactions and attitudes toward VR usage in public environments,
it is important for future work to further investigate social acceptance and inter-
ruptions using in-the-wild experiments with larger sample sizes. Therefore, it is
noteworthy to follow that will users integrate and utilize VR devices in pub-
lic environments to the extent that smartphones are presently employed. The
widespread adoption of VR devices in public spaces remains a topic of debate.
While a notable portion of the population showcases skepticism, however, based
on our correlation analyses reveal that experience with VR technology reduces
doubts, potentially paving the way for the commonplace use of VR head-mounted
displays in various settings.
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Abstract. Time experience is an essential part of one’s perception of
any environment, real or virtual. In this paper, from a virtual environ-
ment design perspective, we explore how rhythmic stimuli can influence
an unrelated cognitive task regarding time experience and performance
in virtual reality. The task involves sorting 3D objects by shape, with
varying rhythmic stimuli in terms of their tempo and sensory channel
(auditory and/or visual) in different trials, to collect subjective measures
of time estimation and judgment. The results indicate different effects
on time experience and performance depending on the context, such as
user fatigue and trial repetition. Depending on the context, a positive
impact of audio stimuli or a negative impact of visual stimuli on task
performance can be observed, as well as time being underestimated con-
cerning tempo in relation to task familiarity. However, some effects are
consistent regardless of context, such as time being judged to pass faster
with additional stimuli or consistent correlations between participants’
performance and time experience, suggesting flow-related aspects. This
could be of great interest for designing virtual environments, as purpose-
ful stimuli can strongly influence task performance and time experience,
both essential components of virtual environment user experience.

Keywords: Virtual Reality · UX · Time Experience · Rhythmic
Stimuli

1 Introduction

While time itself is a concept, it is also something humans can perceive. How-
ever, the perception of time is subjective, and this experience is an integral part
of the overall experience of any environment, with virtual environments being no
exception. Therefore, acknowledging this in their conception and actively devis-
ing virtual environments to modulate the time experience of users would be
an exciting design instrument. Time perception as an interdisciplinary topic is
explored in numerous scientific studies in disciplines as diverse as psychology or
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neuroscience. In a previous study combining cognitive science and computer sci-
ence, we already examined the relationships between time perception and rhyth-
mic stimuli with a sorting game in a two-dimensional setting, which revealed
varying time experience and performance effects depending on whether single or
combined stimuli were used in relation to their tempo [19]. However, that initial
experiment was limited to a crowd-sourced desktop setting, and we adapted the
experiment for Virtual Reality (VR), which allows for extended control of the
test environment plus extending the initial set of questions to include stimuli
and time experience aspects in fully immersive environments. Therefore, while
our main goal with this study is to investigate and interpret anything significant
by having a correlation study process, we do come with assumptions coming
from our initial study, which are different effects on time perception depending
on the type of stimuli present (audio, visual, or both), tempo-related time esti-
mation errors for combined stimuli, as well as decreased task performance by the
presence of visual stimuli. Before detailing the experiment in Sect. 3, analyzing
the data in Sect. 4, and discussing the results in Sect. 5, we will first provide the
necessary background and review related work in the following Sect. 2. Section 6
then concludes the paper with an outlook and potential impact of our findings
on general virtual environment design.

2 Background and Related Work

The most common time perception model in literature is the clock model, which
assumes an “internal clock” as a body system dedicated to time perception [9].
This system is usually tied to a model producing “ticks” or “units”, such as
an oscillator or a pacemaker model, where the body keeps track of time by
counting these ticks. In these models, it is assumed that time perception can be
changed either through the speed at which these ticks are produced or by skip-
ping some, with these effects potentially resulting from external stimuli unrelated
to time. Counting the ticks can be delegated to attention, making attentional
resources a key element of time perception [5,6]. Attention is believed to act
as a gate or switch on accounting the time units, where paying less attention
to time will result in compressed time experience as time units are likely to be
skipped. Another source of subjective temporal distortions can be found in the
use of arousal levels, which are believed to affect the clock speed, resulting in an
altered time experience [2,3,13]. However, using an internal clock model is not
necessary to predict time perception accurately [22]: on the context of watch-
ing videos in different scenarios, time perception was accurately predicted by
a classification network using changes in perceptual content and visual spatial
attention (more specifically, gaze position). Nevertheless, it is a natural way to
interpret time experience based on the focus on attention and arousal that gives
initial directions to time perception studies.

In the literature, we can observe different types of timing tasks, which involve
different processing mechanics. The most common aspects are time estimation
(i.e., asking for a duration estimate of an event with units, such as seconds) and
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the feeling of time passage (i.e., judging if time passes by quickly or slowly),
which is also referred to as time judgment.

This difference can be observed in depressed subjects underestimating time
but judging it as passing slowly [3], with boredom-prone people judging boring
tasks as passing slowly but not necessarily overestimating those [27], or with
players of the game “Thumper” reporting faster time passing without time esti-
mation errors [23].

Having defined time perception, we can discuss the state of “flow”, one of the
applications of time perception alterations. Flow is a psychological state of full
attention on a task defined by Csikzentmihalyi, represented through nine dimen-
sions: challenge-skill balance, action-awareness merging, clear goals, unambigu-
ous feedback, concentration on task, sense of control, loss of self-consciousness,
time transformation, and autotelic experience. The psychological state of flow is
a research subject in itself, centered around one’s relation to a task as it primar-
ily relies on the challenge-skill ratio aspect [11]; it is often considered a desirable
state, and time perception alterations are one of its manifestations. In social
media, the manifestation of flow seems to be influenced by the positive effect of
telepresence on enjoyment, concentration, challenge, and curiosity; flow would
then influence the presence of time distortions [17]. Delving further into social
context, it was found that the concentration and time distortion components
of flow, but not enjoyment, were affected by working in a group of two com-
pared to working individually in virtual worlds (within the social game platform
Second Life) [16]. More in line with our work, several studies on flow and VR
have been conducted. The previously mentioned study on Thumper compared
flow states between VR and non-VR setups, finding that despite VR’s technical
immersion, both scenarios could lead to a flow state [23]. Within VR activities,
a model ostensibly associates flow and playfulness, defined by a combination of
intrinsic motivation, control, and freedom to suspend reality, this association
then influences competence in the activity [21].

VR studies on time perception, however, are not limited to flow. VR itself
affects our senses due to what is being conveyed through sensory channels, but
also due to the devices used and the eventual physical discomfort we can get
from it. Simply comparing the time perception of the same game in a VR versus
a desktop setup leads to an underestimation bias for VR [15]. It also seems
that time perception changes when bored or waiting in VR compared to real
life [10]. In another simple study about time perception comparing the time
perception between VR and desktop while doing a task ranging from 30 s to
5 min, it was observed that if both situations yielded time overestimation, the
VR scenario was overestimated more [14]. However, technological immersion
alone might not be a sufficient explanation, as walking in VR does not seem to
affect time perception significantly [1]. In another experiment about zeitgeber
on time perception while doing a task conducted both in VR and on desktop, no
significant difference was observed regarding time perception, but there was a
difference in task performance (with the VR participant performing better) [24].
The Thumper study also observed the effect of performing better in a VR setup
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compared to a non-VR one [23]. When it comes to the effect of emotional content,
VR itself appears not to yield any difference to real life in time distortions when
the emotional content is the same [7]. Employing VR entails possibly unique
content, such as having movements represented by an avatar. Differences were
observed between avatar and no-avatar conditions where avatar presence leads
to, in a retrospective paradigm, a significantly faster passage of time without an
effect on time estimations [25].

When considering VR and time perception, we can thus regard both the
technological immersion, i.e., the effect of being in VR through its dedicated
hardware, as well as the virtual environment stimuli and transformations that
can be induced through VR. A specific stimulus type we want to employ in VR is
rhythmic stimuli, which we already identified as having notable effects in a desk-
top scenario [19]. Rhythmic stimuli and music generally have a high potential to
modulate one’s time experience. With music, it was observed that higher tem-
pos induce longer subjective time, but emotional valence decreases (but does not
suppress) the effect of tempo and affects time perception. These effects on time
perception might be due to their effect on arousal; interestingly, using a different
orchestration (piano only or full orchestra) does not affect time judgment and
pleasantness while affecting arousal [4]. On timing evaluations of instrumental
excerpts of Disco songs (including estimation and judgment of time passage) over
different tempos, it was observed that faster tempos were correlated to longer
reproduction duration; however, no effect on estimations was observed along-
side the necessity of a tempo difference of at least 20 BPM required for timing
measurement differences to appear [8]. By varying cognitive load through tasks
and arousal levels through music choice while keeping music tempo constant, it
was found that (1) time is judged as passing faster under higher cognitive load
(presence of a math task), (2) presence of a concurrent motor task (tapping the
music’s tempo) yield shorter subjective durations, and (3) for the motor task,
for the same music tapping to half notes instead of eighth notes ended up with
smaller time estimations and time passage rated as faster [28]. Regarding timing
and spatial movement, rhythmic auditory stimuli (RAS) have been observed to
improve motor performance when vision is unavailable [18].

Rhythm, however, is not only tied to music and audio. Concerning temporal
judgments, audio was believed to be dominant over visuals [12]. However, a later
study found visual stimuli dominance using Point-Light-Display (PLD) dance
motions compared to simple audio tempos [26]. Participants were presented with
both the dance motion and the audio tempo and had to give a globally fitting
tempo. The result of this study suggests that under the right conditions, visual
stimuli can dominate audio in terms of timing, which may be due to the quantity
of temporal information on a sensory channel rather than the channel itself.

3 Experiment

We recruited 30 participants from a public, science-related event in Luxembourg
City and from students and staff at the University of Luxembourg. The female-
to-male ratio was 46.66%–53.33%, with ages ranging from 19 to 45 (mean age
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25.63/median 24). Participants were received at the VR/AR Lab’s test space at
the University of Luxembourg and briefed about the experiment before the ses-
sion, both verbally and via an informed consent form, in which we also collected
demographic data. After the setup and familiarization phase, the participants
performed the tasks, with each participant able to take breaks between trials if
desired. Each session lasted a total of approximately one hour.

3.1 Trial Task and Design

Participants had to complete trials in which they had to sort three-dimensional
objects according to their shape (spheres, capsules, or cubes). As shown in the
screenshot sequence in Fig. 1, the objects must be grabbed with a VR controller
and dragged into one of the two larger sinks, which only accept specific shapes
displayed on a scoreboard above them (cf. Fig. 1a–c). Once sorted, an object
disappears with a small animation, and a new object to be sorted appears in the
center of the virtual environment (cf. Fig. 1d).

(a) (b) (c) (d)

Fig. 1. Sorting example from trial task, in sequential order from left to right.

The sorting attempt has a predefined duration unknown to participants.
After this duration, the experiment ends with a questionnaire in which the par-
ticipants are asked to estimate the time in seconds and rate on two Likert scales
how fast the experiment felt and how tired they were (cf. Fig. 2).

Fig. 2. Post-trial questionnaire on time estimation, time perception, and fatigue.
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Trials were subjected to conditions that were a combination of these parameters:

– trial length: how long the trial lasted in seconds (either 40, 50, or 60)
– tempo: the rhythm of the audio/visual stimuli if present in beats per minute

(either 100, 140, or 180; forced to 0 without stimuli)
– visual stimuli : whether or not there are flashing visual pulses around the

object
– audio stimuli : whether or not metronome click sounds are produced

Each participant went through all 30 possible combinations in random order.

3.2 Technical Specifications

Participants used the VIVE Pro Eye head-mounted display (HMD) with one
of its controllers, allowing them to enter VR and control virtual objects with
six degrees of freedom (DoF). This particular HMD also allows for collecting
precise eye-tracking data during the trials, specifically on gaze and pupil dilation.
During the experiments, participants were also instructed to wear an Empatica
E4 wristband to record further physiological data; our experiment included heart
rate variability and skin temperature. Our custom application reads the data by
receiving messages from Empatica’s E4 Streaming Server software. However, the
physiological data is out of the scope of this paper and will be discussed in a
separate publication. The experimental application itself was developed in Unity
and used SteamVR. In addition to the application, OVR advanced settings were
employed to adjust the participant’s height position.

4 Analysis and Results

4.1 General Methods and Data

As discussed previously, various data were collected from each trial; in this sub-
section, we will describe what data we effectively used for our analysis and how.

Disclaimed Trials. Some trials were disclaimed from the data set depending
on our notes during trials. The reasons for removing trials were:

– Misunderstanding of task controls by the participant.
– Misunderstanding of trial questionnaire by the participant (verbally checked

when giving incoherent values such as negative time estimation).
– Disturbance or interruption during the trial, either from the participants

themselves (i.e., asking a question or talking during a trial) or external sources
(i.e., technical issues, noise from a nearby room).
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Variables/Functions. Variables and functions extracted from trial data are:

– t ∈ T : trial identifier t from all available trials T.
– p ∈ P : participant identifier p from all available participants P.
– trials(p): all trial identifiers of a participant p.
– participant(t): participant identifier of a trial t.
– correct(t): number of correct sorts at the end of trial t.
– trialLength(t): length of trial t in seconds.
– reportedLength(t): reported length of trial t in seconds.
– reportedFatigue(t): self-reported fatigue of a participant after performing trial

t in an ordinal scale from 1 to 5.
– reportedSpeedPerception(t): subjective participant rating of trial t ’s speed in

an ordinal scale from 1 (slow) to 5 (fast).
– trialIndex(t): the index of trial t, indicates how many trials were performed

before t and, therefore, global repetition from the experiment session.

Since reportedSpeedPerception(t) and reportedFatigue(t) are purely subjec-
tive questions to the participant, we can use these values directly. However
correct(t), the task performance direct variable depends on the participants’
individual performance and reportedLength(t), while the direct time estimation
variable depends on both the trial’s duration as well as the participants’ individ-
ual representation of a second. Therefore, these two variables need to undergo
a normalization process. Normalizing the performance variable (correct(t)) for
our analysis goes through a three-step process involving the following extracted
variables:

– correctPerSecondTrial(t): average number of correct answers per second dur-
ing trial t.

correct(t)
trialLength(t)

– correctPerSecondParticipant(p): average number of correct answers per sec-
ond of a participant during trials.

∑
t′∈trials(participant(t)) correct(t

′)
∑

t′∈trials(participant(t)) trialLength(t′)

– correctNormalized(t): amount of correct answers per second of trial t nor-
malized with 1, i.e., the average number of correct answers per second of a
participant among all performed trials.

correctPerSecondTrial(t)
correctPerSecondParticipant(p)

For time estimation (reportedLength(t)), we employed the following process:

– secondBias(p): ratio of the total of seconds of a participant p’s trials and the
total reported time, defining what the participant considers a second.

∑
t∈trials(p) trialLength(t)

∑
t∈trials(p) reportedLength(t)
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– deltaTimePerception(t): averaged delta per second between reported time
(accounting participant bias) and trial length of a trial t.

secondBias(p) ∗ reportedLength(t)
trialLength(t)

− 1

However, in addition to deltaTimePerception(t) we also use its absolute
abs(deltaTimePerception(t)) as it represents the magnitude of time perception
delta of a trial.

Outcome Variables. The specific variables relevant to the analysis performed
in this study are:

– deltaTimePerception(t): if the difference between reported time and trial time
shows too much individual bias, this variable represents a participant’s vari-
ation in perception. A negative value indicates that the seconds of the trial t
were reported as shorter than the other trial performed by this participant.
A positive value means that the seconds were reported as longer.

– abs(deltaTimePerception(t)): instead of denoting how much longer or shorter
a second is interpreted for a trial t compared to other trials performed by a
participant, the absolute value represents the magnitude of the eventual time
distortion.

– correctNormalized(t): to simplify the analysis, we do not take into account
negative answers to evaluate performance but only the amount of correct
answers. A smaller number of correct answers would indirectly reflect the
number of incorrect answers due to the time lost. Similar to a participant’s
variation in perception, this variable represents the variation in performance
instead of the pure performance, with values <1 indicating worse and >1
better performances.

– reportedSpeedPerception(t): the subjective interpretation of whether time
drags or flies after performing trial t in an ordinal scale from 1 to 5.

– reportedFatigue(t): with relatively low trial numbers, reported fatigue should
mostly depend on the participants, independent of trial parameters.

– trialIndex(t): the index of trial t, indicates how many trials were performed
before t and, thus, is an indicator of global repetition from the experiment
session.

Parameters. The parameters used in this experiment are:

– stimulusTrial(t): the type of stimulus used in trial t, possible values are: None,
VisualsOnly, AudioOnly, Both.

– hasAudioTrial(t): whether or not the trial t contains an audio stimulus.
– hasVisualTrial(t): whether or not the trial t contains a visual stimulus.
– hasStimulusTrial(t): whether or not the trial t contains any type of stimulus.
– tempo(t): the tempo in beats per minute (BPM) of a trial t, possible values

are: 0, 100, 140, 180. a tempo of 0 means that the trial had no stimuli.
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Trial Filters. When performing analyses, we may want to include only subsets
of the trials to investigate specific effects. The filters used are:

– filterAUDIOONLY : considers only trials that only have an audio stimulus, is
equivalent to saying t where stimulusTrial(t) == AudioOnly.

– filterVISUALSONLY : considers only trials that have a visual stimulus, is
equivalent to saying t where stimulusTrial(t) == VisualsOnly.

– filterBOTH : considers only trials that have both audio and visual stimuli, is
equivalent to saying t where stimulusTrial(t) == BOTH.

Performed Tests. Using the above variables, parameters, and filters, we per-
formed statistical tests on various data subsets to examine the effect of a stimuli
presence on performance and time estimation with the following parameters:

– stimulusTrial(t): ANOVAs on deltaTimePerception(t), abs(deltaTimePer-
ception(t)) and correctNormalized(t) to see if any significant difference
appears between possible stimuli situations.

– hasAudioTrial(t), hasVisualTrial(t), hasStimulusTrial(t): t-tests on delta-
TimePerception(t), abs(deltaTimePerception(t)) and correctNormalized(t) to
see if there is an effect on the presence or absence of a specific stimulus (since
our t-tests are not pairwise, no t-test corrections have been performed).

To examine this effect on time judgment, we did the following as the time
judgment variable is ordinal:

– stimulusTrial(t): Kruskal-Wallis test on reportedSpeedPerception(t) to see if
any significant difference appears between possible stimuli situations.

– hasAudioTrial(t), hasVisualTrial(t), hasStimulusTrial(t): Wilcoxon test on
reportedSpeedPerception(t) to see if there is an effect on the presence or
absence of a specific stimulus.

In order to observe the effect of tempo on performance and time estimation,
we performed ANOVAs between tempo(t) and the variables deltaTimePercep-
tion(t), abs(deltaTimePerception(t)) and correctNormalized(t). The ANOVAs
were also repeated across the filters filterAUDIOONLY, filterVISUALSONLY
and filterBOTH to see if differences in tempo appear only within stimuli con-
ditions. As for the effect of tempo on time judgment (reportedSpeedPercep-
tion(t)), here we again replaced the ANOVAs with Kruskal-Wallis tests, includ-
ing the repeated ones under filters. Correlations between time estimation vari-
ables (deltaTimePerception(t), abs(deltaTimePerception(t))) and performance
(correctNormalized(t)) were investigated with Pearson tests. As the time judg-
ment variable (reportedSpeedPerception(t)) is ordinal, correlation with time
estimation variables (deltaTimePerception(t), abs(deltaTimePerception(t))) as
well as performance (correctNormalized(t)) was made through Pearson tests.
The confounding effect of fatigue was investigated by considering reportedFa-
tigue(t) both as a nominal and as an ordinal variable; the former allows us
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to eventually observe differences between specific ratings and has been consid-
ered through ANOVAs with time estimation variables (deltaTimePerception(t),
abs(deltaTimePerception(t))) and performance (correctNormalized(t)), the lat-
ter was considered through Spearman tests on time estimation variables, per-
formance and time judgment (reportedSpeedPerception(t)). Regarding the con-
founding effect of trial index, trialIndex(t) is an ordinal data so it has been
investigated with Spearman tests on time estimation variables (deltaTimePer-
ception(t), abs(deltaTimePerception(t))), performance (correctNormalized(t)) as
well as time judgment (reportedSpeedPerception(t)). Each ANOVA with a p-value
below 0.1 would lead to a subsequent Tukey HSD, Kruskal-Wallis tests would
lead to subsequent paired Wilcoxon tests. Table 1 provides an overview of the
different effects per subset with a significant p-value or tendency, while each is
discussed in detail in the following sections. The complete data from our tests,
including confidence intervals and average values, are available online [20].

Table 1. Subsets for which a significant p-value (•) or tendency (◦) is observed for a
combination of stimulus dimension and outcome variable group.

Performance Time Estimation Time Judgment

Presence — — • Full Set

• Trials 11-20

◦ Fatigue Levels 1-2

• Fatigue Levels 3-4-

5

Type • Full Set

• Trials 1-10

• Trials 21-30

• Fatigue Levels 3-4-

5

— • Full Set

• Trials 11-20

• Fatigue Levels 1-2

Tempo ◦ Full Set

• Trials 11-20

• Fatigue Levels 1-2

• Full Set

◦ Trials 11-20

◦ Fatigue Levels 3-4-

5

• Full Set

• Fatigue Levels 1-2

4.2 Across All Trials

Effects of Stimuli on Performance. One of the aims of this study is to
investigate the effects of stimuli on task performance. Looking at performance
across all trials, the ANOVA between task performance (correctNormalized(t))
and stimulus type (stimulusTrial(t)) revealed no significant difference. However,
when performing a t-test between task performance (correctNormalized(t)) and
the presence of visual stimuli (hasVisualTrial(t)), a significant difference (p =
0.027 ) can be observed alongside decreased performance when a visual stim-
ulus is involved, as the mean with stimulus is lesser than without. No effect
is observed when considering the t-test with the presence of an audio stimulus
(hasAudioTrial(t), p = 0.167 ) or any stimulus (hasStimuluslTrial(t), p = 0.431 ).
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Therefore, we can only observe a decrease in performance due to the presence of
a visual stimulus but no effect on performance from the sole presence of any or
of an audio stimulus. When stimuli have the dimension of type, they also have
the dimension of tempo. The ANOVA between participant performance (correct-
Normalized(t)) and stimuli tempo (tempo(t)) generally finds no effect of tempo.
However, tempo might have an effect under a specific stimulus type. Therefore,
we performed the same ANOVA but only considering subsets of data where trials
contained either audio stimuli only (filterAUDIOONLY ), visual stimuli only (fil-
terVISUALSONLY ), or both simultaneously (filterBOTH ). We can then observe
a tendency when trials have audio stimuli only (filterAUDIOONLY, p = 0.088,
F = 2.461 ). The Tukey HSD of this ANOVA reveals that the effect is significant
between 180-100 (p = 0.070, diff = 0.04 ), with a diff value indicating the faster
tempo leads to better trial performance with audio stimuli only. In the absence
of interference from visual stimuli, the faster tempo for audio stimuli may have
implicitly stimulated the participant to sort objects faster.

Effects of Stimuli on Time Estimation. Similarly to performance, we evalu-
ated the effect of stimuli type and tempo on time estimation variables. Likewise,
ANOVAs were effectuated regarding the type of stimuli (stimulusTrial(t)) and
tempo (tempo(t)) on both the normalized time estimation error (deltaTimePer-
ception(t)) and its magnitude (abs(deltaTimePerception(t))). The only signifi-
cant result is a tendency between time estimation error (deltaTimePerception(t))
and tempo (tempo(t)) (p = 0.073, F = 2.328 ). Tukey’s HSD of this ANOVA
reveals that the effect is a tendency only between tempi of 180 and 140 (p = 0.65,
diff = 0.067 ), with trials under a tempo of 180 being rated with a longer time
per second than trials under a tempo of 140. We performed similar ANOVAs
involving tempo considering subsets of data where the trials had either only
audio stimuli (filterAUDIOONLY ), only visual stimuli (filterVISUALSONLY ),
or both at the same time (filterBOTH ). The only significant result comes from
the ANOVA between time estimation error (deltaTimePerception(t)) and tempo
(tempo(t)) across trials within the AudioOnly condition (filterAUDIOONLY ) (p
= 0.039, F = 3.288 ), where the Tukey HSD follow-up reveals a near-significant
difference between tempi of 140 and 100 (p = 0.051, diff = −0.106 ) and a near
tendency between 180 and 140 (p = 0.107, diff = 0.091 ). This means that in
the case of trials with only an audio stimulus, trials with a BPM of 140 were
evaluated as faster than others, which contradicts the analysis under all types
of stimuli. This contradiction may indicate the confounded effect of tempo in
time perception depending on stimuli types. Finally, t-tests between our time
estimation variables (deltaTimePerception(t), abs(deltaTimePerception(t))) and
the presence of audio stimuli (hasAudioTrial(t)), visual (hasVisualTrial(t)), or
any (hasStimuluslTrial(t)), yielded no significant result, meaning no effect of any
type of stimuli present can be observed on time estimation here.
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Effects of Stimuli on Time Judgment. As the time judgment vari-
able (reportedSpeedPerception(t)) is ordinal, we produced Kruskal-Wallis tests
between it and the type of stimuli (stimulusTrial(t)) and tempo (tempo(t)).
In the case of the test between time judgment (reportedSpeedPerception(t))
and the type of stimuli (stimulusTrial(t)), we can see a significant effect (p
= 0.016, chi2 = 10.267 ), however a follow-up paired Wilcoxon test reveals
statistical difference only between the stimulus “None” and each of the other
stimuli types (p = 0.048 for None-AudioOnly, p = 0.015 for None-Both, p =
0.015 for None-VisualsOnly). As for the test on tempo (tempo(t)), we observe
another correlation (p = 0.001, chi2 = 15.432 ) that, after a paired Wilcoxon,
shows significant differences between 0–140 (p = 0.006 ), 0–180 (p = 0.005 ),
100–180 (p = 0.031 ) as well as a tendency between 100–140 ((p = 0.064 ) and
a near-tendency between 0–100 (p = 0.12 ). These two tests highlight a sig-
nificant difference in time judgment depending on the presence of any stimuli
(both by the differences from the “None” stimulus in the first test and the “0”
BPM tempo in the second, which correspond to trials without stimuli). This
is also verified by the Wilcoxon test between time judgment (reportedSpeedPer-
ception(t)) and the presence of any stimulus (hasStimuluslTrial(t)) (p = 0.003,
mean(TRUE)>mean(FALSE)), considering the mean values, we can say that
the presence of a stimulus has a significant impact in making a trial judged as
passing faster than one without any. The same test has been done on the pres-
ence of audio (hasAudioTrial(t)) (p = 0.323 ) and visuals (hasVisualTrial(t)) (p
= 0.023, mean(TRUE)>mean(FALSE)), meaning no significant difference on
the presence or not of an audio stimulus is observed but a fast-inducing effect
is observed on the presence of a visual one is recorded. In the case of tempo,
the results of the paired Wilcoxon discussed earlier also indicate a significant
between 100BPM and other (non-0) tempi across all types of stimuli. However,
running the same Kruskal-Wallis test under subsets on “AudioOnly” trials (fil-
terAUDIOONLY ), “VisualOnly” trials (filterVISUALSONLY ) and trials with
both (filterBOTH(t)) highlights a significant difference only across trials with
both stimuli (filterBOTH(t)) (p = 0.027, chi2 = 7.2343 ) meaning that mean-
while tempo may have an effect across all stimuli, that effect might only be due
to the combined stimuli scenario. Follow-up paired Wilcoxon tests indicate a
significant difference between 100–180 (p = 0.032 ) and 140–180 (p = 0.091 ),
which are the same conclusion as the tests without subsets.

Correlations Between Outcome Variables. In order to investigate the cor-
relation between outcome variables, Spearman tests were used when time judg-
ment (reportedSpeedPerception(t)) was involved as the data is ordinal; otherwise,
Pearson tests were used. When comparing time estimation error (deltaTimePer-
ception(t)) and performance (correctNormalized(t)), we see no correlation (p =
0.218, cor = −0.043 ), but we see a significant negative correlation with the
magnitude of time estimation error (abs(deltaTimePerception(t))) (p = 0.016,
cor = −0.083 ). This means the performance is correlated to the magnitude
of time estimation errors but not to the direction; in other words, participants
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may generally be more error-prone in their estimations depending on their per-
formance. When it comes to time judgment (reportedSpeedPerception(t)), it is
negatively correlated to time estimation errors (deltaTimePerception(t)) (p =
1.724e-13, rho = −0.251 ) and positively correlated to the magnitude of said
error (abs(deltaTimePerception(t))) (p = 0.002, rho = 0.107 ). This means that
the bigger the error, the faster the time is perceived and underestimated trials
are rated at passing faster. As for time judgment (reportedSpeedPerception(t))
and performance (correctNormalized(t)), better performance is associated with
faster passing trials (p = 1.265e-05, rho = 1.50 ).

Confounding Effect of Fatigue. While running the experiment, we noticed
that participants were often exhausted at the end of the session. As exhaus-
tion affects time perception and performance, we verified if it affected our out-
come variables. For its effect on performance, a Spearman test between perfor-
mance (correctNormalized(t)) and fatigue (reportedFatigue(t)) reveals a signifi-
cant correlation (p = 2.924e-08, rho = 0.190). By considering the fatigue vari-
able (reportedFatigue(t)) nominal and performing an ANOVA with performance
(correctNormalized(t)), we retrieve this correlation (p = 1.68e-11, F = 14.56 ),
and subsequent Tukey HSD reveals that fatigue values of “3,4,5” are statistically
different from values of “1,2” as the p-value is below 0.001 in all these situations,
other situations (i.e., “3-4”, “1-2”, ...) have a p-value above 0.48. As for time
estimations, signed error (deltaTimePerception(t)) is not correlated if we look
through a Spearman test (p = 0.191, rho = 0.045), but we retrieve statistical
differences with the ANOVA (p = 0.004, F = 3.86). Subsequent Tukey HSD
indicates statistical differences between “3-2” (p = 0.001), “5-2” (p = 0.045)
and a tendency between “4-2” (p = 0.06). No correlation is observed for the
absolute error (abs(deltaTimePerception(t))) with both the Spearman test (p
= 0.842, rho = 0.107 ) and the ANOVA (p = 0.893, F = 0.277 ), however it is
observed for the Spearman test with time judgment (reportedSpeedPerception(t))
(p = 2.88e-11, rho = 0.227 ). From the results of the ANOVAs involving perfor-
mance (correctNormalized(t)) and time estimation (deltaTimePerception(t)), we
can identify two groups of reported fatigue values which are “1-2” and “3-4-5”.
We thus decided to perform the same tests on subsets of our data according to
these two groups on Sect. 4.4.

Confounding Effect of Trial Index. Similarly to fatigue, repeated trials can
affect both performance and time perception due to learning effects and repeti-
tion. We thus evaluated correlations through Pearson tests between the number
of a trial across the session (trialIndex(t)) as a continuous variable and time esti-
mation variables (deltaTimePerception(t), abs(deltaTimePerception(t))) as well
as performance (correctNormalized(t)). When it comes to performance (correct-
Normalized(t)), the test reveals a correlation (p = 2.626e-14, cor = 0.259 ),
which indicates a learning effect. Trial repetition also seems to affect time esti-
mation as we retrieve a significant correlation with the signed time estimation
error (deltaTimePerception(t)) (p = 1.407e-04, cor = 0.131 ) and a tendency
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with its absolute (abs(deltaTimePerception(t))) (p = 0.089, cor = −0.059 ).
We, therefore, decided to investigate different phases (beginning, middle, end)
in the experiment defined by three subsets of the data based on the trial index,
as shown in Fig. 3 and discussed in detail in the following Sect. 4.3.

Fig. 3. Trial subset allocation for a participant by index.

4.3 Trial Index Subsets

Due to our results on the confounding effects on trial index as described in
Sect. 4.2, we decided to investigate three subsets of the data based on the trial
index with steps of ten (1–10, 11–20, 21–30). For each subset, we performed all
the tests as on the full set of trials, which are available for download [20] and
described in Sect. 4.1. However, the normalization process only considered the
targeted subset when using the sum of data on trials. We go through each subset
in the following subsections, focusing on the significant results.

Trials 1–10. This subset corresponds to each participant’s first ten trials of the
experiment, constituting a discovery phase. Regarding stimuli effects on perfor-
mance, the results indicate a positive effect of audio stimulus presence (t-test
performance∼audiopresence, p = 0.016 ; TukeyHSD performance∼stimuli, p =
0.099 on worse performance between visuals∼both). This can be linked to the
results across the entire experiment as we have seen a negative impact of visual
stimulus presence and a tendency for trials with just audio to have their per-
formance led by the tempo (see Sect. 4.2). This difference might be due to a
learning effect on the trials where the participants are not proficient enough
to lose enough performance from visuals but may be eased by the presence of
any leading audio rhythmic stimulus for this repetitive task. As for stimuli on
time estimation, here we only observe a potential novelty effect on trials with-
out stimuli as they are rarer than trials with any stimuli (t-test time estimation
error stimuli presence, p = 0.093 ). The most notable difference with the analysis
on all trials regarding this aspect is the absence of the effect of tempo on the
time estimations. Surprisingly, no effect of stimuli concerning time judgment is
observed from any of our tests. When it comes to correlation between perfor-
mance and time estimations through Pearson correlation tests, contrary to the
full set of trials, we observe a (negative) correlation with the signed time estima-
tion error (p = 0.025, cor = −0.142 ) but not on the absolute error. Regarding
time judgment concerning both time estimations and performance, we lost the
correlation with the absolute time error; however, we retrieve the positive corre-
lation from the Spearman tests with performance (p = 0.095, rho = 0.106 ) and
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the signed time estimation error (p = −0.183, rho = −0.184 ). Finally, regarding
results on confounding effects of trial index and fatigue, we retrieve correlations
of fatigue on performance and time experience, correlation of performance and
trial index but none between trial index and time experience. This means that
with this subset, we should have isolated an experiment phase based on trials for
time perception but not for performance, which is expected as the participants
were likely learning how to perform better during the first few trials.

Trials 11–20. This subset corresponds to each participant’s ten trials in the
middle of the experiment, representing a neutral phase as they no longer learn
the task while not being in the experiment long enough to be bored. Regarding
performance and stimuli, in this trial, we observe a performance increase from
higher tempo within trials using combined stimuli (Tukey HSD 180-100, p =
0.044, diff = 0.055 ; 180-140, p = 0.075, diff = 0.053 ) As for the effect of stimuli
on time estimation, we only observed a tendency between tempo 140–100 across
trials solely using a visual stimulus (Tukey HSD 140-100, p = 0.100, diff =
−0.083 ). When it comes to time judgment, strong evidence shows that under
this subset, the presence of any stimulus heavily alters it (paired Wilcoxon on
time judgment and type of stimuli, p¡0.002 for all situations with “None”; paired
Wilcoxon on time judgment and tempo, p¡0.02 for all cases with “0”; Wilcoxon
time judgment and stimuli presence, (p = 8.939e-05, higher mean with stimulus).
We also observe an effect of visual stimulus specifically with the same Wilcoxon
test on visual stimulus presence (p = 0.041, higher mean with stimulus) but
not on audio presence. Therefore, the effect of stimuli on time judgment in
this subset is consistent with the full set regarding the effect of the present
stimuli type, but we lost the effect of the tempo. This time, no correlation has
been observed between time estimation and performance. However, we retrieve
the time judgment correlations from the full set with Spearman tests on the
performance (p = 0.004, rho = 0.168 ), the signed time estimation error (p
= 1.988e-04, rho = 0.215 ) and its absolute (p = 4.20e-05, rho = −0.236 ).
Finally, on confounding effects, we find a correlation between fatigue and time
judgment, which is expected, yet we also see a correlation tendency between trial
index and signed time estimation error through a Pearson test (p = 0.071, cor
= 0.105 ). Still, the absence of correlation with performance indicates a proper
subset division on the trial index.

Trials 21–30. This subset corresponds to each participant’s last ten trials, rep-
resenting the end of the experiment and, thus, a phase where the participant is
possibly tired or bored. Here, investigation of performance suggests that when
there are stimuli, the presence of visual stimulus leads to worse task performance
(Tukey HSD performance between stimuli modes “Both” and “AudioOnly”,
p = 0.010, diff = −0.045 ; “VisualsOnly” and “AudioOnly”, p = 0.026, diff
= −0.041 ; t-test on performance and visual presence, p = 1.449e-04, lower
mean when stimulus is present). Under this subset, nothing significant has been
observed in the relation between stimuli (type or tempo) and time perception
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(time estimation and judgment). Similarly to the previous set (Trials 11–20), no
correlation between time estimation and performance is observed. The relation
from Spearman tests between time judgment with both performance and time
estimation is similar to the subset at the beginning of the experiment (Trials
1–10), where performance is positively correlated (p = 0.002, rho = 0.176 ) and
time estimation error is negatively correlated (p = 4.795e-04, rho = −0.202 ) but
the absolute error is not. On confounding effect, while finding effects of fatigue
on time judgment as expected, unfortunately, we see tendencies on the effects of
the trial index on both time estimation error (p = 0.067, cor = 0.107 ) and task
performance (p = 0.073, cor = −0.104 ) from Pearson tests. This may indicate
a transition between phases of boredom and tiredness relative to the time spent
in the experiment.

Fig. 4. Example trial subset allocation for a participant by fatigue.

4.4 Fatigue Subsets

Having obtained the results on the confounding effects of fatigue described in
Sect. 4.2, we decided to investigate two subsets depending on the participants’
answers on fatigue, one for fatigue at 1 or 2, and one for fatigue at 3, 4, or 5 (see
Fig. 4). Similar to the previous subsets, for each, we performed all tests on the
complete trial set, which can be found online [20], and the same modification on
the variable normalization process by only considering the targeted subset when
using the sum of data on trials. In the following sections, we will again focus
exclusively on significant test results and will not re-elaborate the methodology.

Fatigue Levels 1-2. This subset corresponds to the participant experiencing
“low” fatigue. First, concerning performance and stimuli tempo, we can observe
the lesser performance of stimuli with a tempo of 100 (Tukey HSD on perfor-
mance and tempo between 140 and 100 bpm, p = 0.056, diff = 0.065 ; 180 and
100 bpm, p = 0.020, diff = 0.081 ). This finding can be aligned to results from the
full set (performance dependent on tempo for audio stimuli) and trials 11–20 (180
bpm leading to better performance under combined stimuli). No general effect
of stimuli type on performance is observed, either from the specific situations
possible or the presence of a modality. This subset yielded no significant insights
regarding stimuli dimensions (type and tempo) and time estimation. Regarding
time judgment and tempo, however, we observe significant differences between
180 and 100 bpm across all stimuli (Paired Wilcoxon on time judgment and
tempo between 100 and 180 bpm, p = 0.023 ) as well as an effect of the presence
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of 180 bpm (Wilcoxon between 0 and 180, p = 0.025 ). When considering only
trials with combined stimuli, the paired Wilcoxon shows a significant difference
between 180–100 (p = 0.017 ) and a tendency between 100–140 (p = 0.094 ),
which is consistent with the time judgment effects results on the complete set
of trials. As for time judgment and stimuli type, we observe another consistent
result from the full set as stimuli tend to be judged faster when there is any
stimulus (Wilcoxon on the presence of any stimulus, p = 0.073 ) or if there is at
least a visual one (p = 0.020 ). Looking for a correlation between performance,
time estimation, and time judgment yielded similar results to the subset of Tri-
als on index 1–10. With a tendency of a negative correlation (p = 0.059, cor =
−0.141 ) from Pearson between time estimation error and performance, a sig-
nificant negative correlation (p = 0.022, rho = −0.171 ) out of the Spearman
between time estimation error and time judgment, a positive one (p = 0.033,
rho = 0.157 ) between performance and time judgment, but no correlations from
the absolute time estimation error. Confounding effects of trial index on perfor-
mance (Pearson test, p = 0.086, cor = 0.129 ) are similar to trials 1–10, which is
not surprising as early trials probably are low fatigue trials. A confounding effect
of fatigue is not observed for both time estimation and judgment; however, we
can observe it for performance (Spearman test, p = 0.037, rho = 0.157 ; Tukey
HSD (more of a t-test considering we have two values in this subset), p = 0.048,
F = 3.977, diff2-1 = 0.046 ). We can assume that higher fatigue trials in this
subset would be after the learning phase when the participant would be more
proficient.

Fatigue Levels 3-4-5. This subset corresponds to the participant having a
higher fatigue level. Concerning performance and stimuli type, like for the full
set and trials 21–30, we observe a negative impact from the presence of visual
stimuli (TukeyHSD on stimuli type and performance between VisualsOnly and
Audio Only, p = 0.080, diff = −0.024 ; t-test between performance and presence
of visuals, (p = 0.020)). Some observations converge towards contextual effect
on tempo depending on the type of stimulus of the trial (TukeyHSD on absolute
time estimation error between tempos 140 and 180 for audio trials, p = 0.086,
diff = 0.1 ; TukeyHSD on signed time error between tempos 140 and 180 across
all, p = 0.080, diff = 0.087 ). As for time judgment and stimuli, we only found
evidence indicating an effect of general stimulus presence (Paired Wilcoxon on
stimuli type and time judgment, p < 0.07 for pairs involving “None”; Wilcoxon
on time judgment and stimulus presence, p < 0.011 ; paired Wilcoxon on tempos,
p = 0.032 ) between 0–140 and p = 0.040 for 0–180). Looking for a correlation
between performance, time estimation, and time judgment yielded similar results
to the full set of trials. From Spearman tests with time judgment, we retrieve
the negative correlation with the time estimation error (p = 2.217e-11, rho =
−0.256 ), the positive correlation with the absolute error (p = 4.366e-04, rho
= 0.136 ) and with the performance (p = 3.915e-05, rho = 0.159 ). We do not
retrieve the significant p-value on the Pearson test between performance and
absolute error, but a near-tendency (p = 0.110, cor = −0.062 ). While we do
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not observe a confounding effect from the ANOVAs between fatigue and time
estimation variables, we see a tendency (p = 0.089, rho = 0.066 ) from the
Spearman test on the absolute time estimation error. The effect of fatigue is more
pronounced on performance (Pearson test, p = 0.029, rho = 0.085 ) and from
the subsequent Tukey HSD of the ANOVA (p = 0.064, F = 2.768 ) the difference
appears to be between 3–5 (p = 0.050, diff = 0.023 ). Fatigue also seems to have a
significant effect on time judgment (p = 2.185e-08, rho = 0.215 ). In this subset,
the fatigue level of 3 and 5 may be significantly different on both performance
and time judgment; however, this is apparently due to the normalization on the
subset and was not observable across all trials. Confounding effects of the trial
index observed from Pearson tests are similar to those of the full set, which is
not too surprising as the subset is rather large and was not made to minimize
the effect of the index.

5 Discussion

We conducted a VR experiment where participants repeatedly performed a sim-
ple sorting task subjected to different stimuli conditions, allowing us to gather
numerous data, including information related to task proficiency, subjective data
from questionnaires, and physiological data. The overarching goal was to explore
relationships between time experience, task performance, environment/stimuli
conditions, and physiological cues. However, we found that for some of the results
on the complete data set, it was necessary to investigate closer multiple subsets,
which we will discuss together with their implications for VR application design.
Looking at the entire data set, we can observe specific effects of stimuli type and
tempo on different aspects of time perception and performance, as well as some
interesting correlations between those variables, which appeared to be also heav-
ily impacted by the trial index and fatigue through the experiment. Therefore,
we defined subsets of data based on the trial index and difference values from
ANOVAs for fatigue. As indicated in Table 1, we can observe effects of stimuli
presence, type, and tempo on performance and time experience depending on
the subset. Some of the data and correlations align between subsets while others
do not, which may indicate contextual effects of stimuli on performance and time
experience depending on task repetition and fatigue.

5.1 Observations on Task Performance and Stimuli

A central result from the analysis of the complete set of trials is how the presence
of visual stimuli negatively impacts task performance. This is coherent with our
previous study and is to be anticipated as the task requires visual attention, and
those stimuli may be disturbing. However, within subsets, this result is observed
only for later trials (index 21–30) and high fatigue (fatigue 3-4-5). Surprisingly,
we see a positive effect on performance from the presence of audio but only in the
early trials (index 1–10), and no effect of stimuli type presence in-between (index
11–20). This could be interpreted as the disturbance of visual stimulus not being
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impacting enough when one is learning the task or not physically tired. We can
also interpret the presence of audio stimuli as beneficial for this task only when
the participant is in a learning phase. Effects of tempo are observed on trials
within trials with only the audio stimulus when considering all trials and within
trials with combined stimuli within the subset of trials from index 11–20. In both
cases, the faster tempo led to faster performance, which indicates an invitation
to go faster in the task from the faster stimuli; however, that interpretation from
the participant depends on the context.

5.2 Observations on Time Estimation and Stimuli

Time estimation variables are defined from the difference between (normalized)
participants’ estimation of time taken for a trial and the actual time of a trial;
we thus talk about the time estimation error and its absolute, which represents
the magnitude of error regardless of if the participant under- or overestimated
the length of a trial. A global effect of tempo can only be observed with the
complete set of trials between 180–140 (with 180 being overestimated). As for
differentiation within stimuli situations, we see a time estimation error difference
on the audio stimuli for the entire trial set and for high-fatigue trials, and abso-
lute error difference in visuals for trials 11–20 as well as on combined stimuli for
high fatigue. These results show a tendency of the 140 bpm tempo leading to
fewer (absolute) estimation errors and being underestimated compared to 100–
180. Another overestimating effect from stimulus presence is observed for trials
1–10. Overall, we also observe context-dependent effects of stimuli as the type
of stimuli will affect one’s time perception differently depending on the index or
fatigue.

5.3 Observations on Time Judgment and Stimuli

Time judgment or time passage refers to the subjective evaluation of a partici-
pant on whether they think a trial is going by fast or slow. It differs from time
estimation as the participant gives their subjective feeling about the time spent,
whereas time estimation is an attempt of the participant to be objective about
time. Time judgment has semi-constant results of the presence of any stimuli
inducing faster perception; this is observed across all trials for both subsets on
fatigue and the subset on stimuli 11–20. We can also observe a specific fastening
effect of visual stimuli on all these sets affected by the presence of any stimuli
except for the high fatigue one. The absence of these observations on subsets of
trials either at the beginning or at the end of the experiment might indicate the
participant needing to get used and, over time, getting too used to the presence
of stimuli to be noticeable, regardless of fatigue levels. Another effect observed
only on the complete set and for low fatigue is a difference between tempo in
general and within trials with combined stimuli.
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5.4 Time Judgment, Time Estimation, and Performance Balance

Two correlations were consistent across all sets: a negative correlation between
time estimation error and time judgment and a positive correlation between
performance and time judgment. The first means that under-estimation of time
is reflected by a subjective faster trial and the second means that when the
participant rated the trial as faster than usual, they would perform better. This
could directly be tied to the notion of flow as two elements of flow states are
the challenge-skill balance and time transformation. The similarity between time
estimation error and time judgment is indicative that our time transformation
was a general time experience shift and not a side effect of disorientation (i.e., a
participant judging a trial as fast because they thought it was a higher amount of
time that actually passed). Among low fatigue and early trials, we also retrieve a
negative correlation between performance and performance, reinforcing the flow
approach. As for the time estimation error magnitude and performance, under
all trials and high fatigue, it is negatively correlated, which means that possibly
in a specific context, higher time transformation generally was detrimental to
performance. However, this is against the flow definition, and combined with
previous observations, it may imply that we are approaching flow states only with
time transformations that are an underestimation. We also observed positive
correlations between this magnitude and time judgment with all trials, the 11–
20, and high fatigue subsets, which could be interpreted as the presence of any
time transformation potentially leading to faster time passage in general.

5.5 Limitations

It is important to remember that the effect of the rhythmic stimuli in our experi-
ment is contextualized in the particular scenario of our sorting task. We can also
see some limits from the confounding effects of task familiarity and fatigue, and
even with the subsets, which unfortunately implies using fewer data and thus
having lesser statistical power relevance (especially in the case of low fatigue),
we can isolate the effect of at most one confounding effect but not both at the
same time. Individual per-participant differences are also to be considered, as
through casual talks with the participants, we know of varying degrees of VR
experience between participants; however, this data was not recorded and is thus
not included in our analysis.

6 Conclusion

In this paper, we used a simple sorting task to explore how rhythmic stimuli
affect time experience and task performance in VR. We found that the context
concerning the trial index (repetition of the action) and fatigue affected these
aspects of the user experience. Depending on the familiarity with the task, the
presence of a particular type of rhythmic stimulus under possible tempos will
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affect either performance or time experience. Both aspects can contribute sig-
nificantly to a flow experience or even well-being in general, and the results of
this study can thus inform the design of future interactive VR applications.

While the familiarity or repetition of a task or action can be easily assessed
in any interactive application, using fatigue as a modulator could be a growing
opportunity for VR developers as newer HMDs incorporate advanced sensors,
e.g., for eye tracking. We observed effects of rhythmic stimuli under some fatigue
and task familiarity, yet the more important finding is the presence of effect
variation rather than the specific effect itself, highlighting the need for studies of
time perception concerning context- and subject-dependent time modulations.
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Abstract. This paper discusses a possible solution to allow rapid pro-
totyping of augmented reality content for evaluating user assistance sys-
tems. Building upon current approaches from the automotive context,
it presents options to transfer these to the aerospace context, focusing
on upcoming electric Vertical Take-Off and Landing aircraft. By show-
ing issues of using optical-see-through glasses inside a moving simulator,
a solution for using video-see-through head-mounted displays instead is
presented. As a solution, a modular system setup that can handle differ-
ent rendering sources to create contact-analog augmentations on top of a
virtual environment while using video-see-through capabilities to inter-
act with the physical cockpit environment is presented. The main con-
tribution is a process to avoid manual calibration between the different
coordinate systems across the involved applications. To further discuss
holographic content for vehicle-based augmentations, a first taxonomy
is discussed on locating augmentations to prototype such concepts with
the presented Mixed-Reality-Simulator.

Keywords: XR System Architecture · Augmented virtuality ·
Tracking and motion technologies · Contact-Analog Augmentations ·
Prototyping · Aerospace and Transport · Motion Compensation ·
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1 Introduction

Mixed Reality (MR) is already utilized in many aspects of industrial applica-
tions [6]. Applications in the aviation and automotive industry [16] are mainly
based on Heads-Up Displays (HUDs). Yet, in aviation, HUDs present only
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the most crucial information about the vehicle state. They usually show little
contact-analog information related to real-world positions. Following Milgram’s
classification of displays for augmentation [5], head-worn displays are the next
level for augmentation. Head-worn displays are already technologically advanced
enough to provide another means of showing and potentially overlaying rele-
vant information directly in the user’s field of view. The next logical step is to
utilize a Head-Mounted Display (HMD) also for pilots to provide augmented
content overlaid in the real or simulated environment, as seen for navigation
purposes presented by Haiduk [4]. Under the premise that more technologically
advanced HMDs will become available and licensed for aerospace usage, we can
start developing Augmented Reality (AR)-based pilot assistance solutions using
stereoscopic displays, reliable eye tracking, and vehicle positional data. Mean-
while, there are ideas to overcome the limitations of a built-in HUD towards
more advanced augmentation concepts presented by [8,15].

Fig. 1. Holographic Content Spaces showing relations between virtual content, physical
cockpit, and exterior environment.

Tönnis describes the difference between augmented information displayed to
a user in HMDs and real contact-analog overlays in HUDs [10]. To find suitable
prototypes for in-cockpit augmentations, but also for contact-analog ones, the
final concept has to be evaluated based on reliable user study data to identify
usable augmentations in a 3D environment similar to Schneider et al. [8].

This paper presents a way to easily calibrate a Mixed-Reality-Simulator
(MRSim) setup to speed up the design evaluation process for a holistic holo-
graphic cockpit experience inside a moving cockpit-based vehicle, like the electric
Vertical Take-Off and Landing aircraft (eVTOL). It presents an MRSim setup
that allows rapid prototyping to a full augmentation of the user’s view, including
contact-analog holograms, with multiple applications by avoiding manual cali-
bration between the different coordinate systems while including real-world via
a video feed. Our long-term goal is to identify how a holistic cockpit concept can
be designed with contact-analog holograms to enhance spatial and situational
awareness during flight and reduce the pilot’s cognitive load.
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In Sect. 2, we propose a holistic approach, defining holographic content spaces,
considering a cockpit scenario to discuss virtual content alignment in a rapid
prototyping process. In Sect. 3, we outline the setup of an MR assisted eVTOL
flight simulator utilizing a motion platform to develop and test such a concept.
Section 3 addresses visualization issues, requiring that several coordinate systems
be merged to generate contact-analog content. In the future, this setup will
be used for the rapid prototyping of holographic elements and to simulate AR
content in MR, as outlined in Sect. 6.

2 Foundations of Holistic Cockpit Designs with AR

Different concepts for user interfaces and information visualization for AR appli-
cations identify various approaches to render information in the user’s view.
Tönnis et al. highlight the difference between presenting and representing to
discuss possibilities of how content should be organized and located in an AR
presentation space [11]. Following their five dimensions, temporality, dimension-
ality, frame of reference, mounting and registration, we have derived seven holo-
graphic content spaces for use in a holistic cockpit concept considering aviation
contexts, shown in Fig. 1).

The seven holographic design spaces are meant to identify suitable locations
depending on the pilot’s tasks and the information linked to specific holographic
cockpit elements for the user interface to be highly adaptive, as pointed out by
Lavie et al. [9]. A final concept thus should take the current vehicle operating
status, the pilot’s task, and the environmental conditions into account. Possibil-
ities for the concept spaces are derived from current AR HMDs to benefit from
the tracking, head pose estimation, and depth perception using stereoscopic dis-
plays for personal space augmentation. Combined with the vehicle information
about its global positioning during operation, we extend the pilot’s content area
by information inside the cockpit and outside the vehicle. Furthermore, midair
holographic elements can visualize three-dimensional data without a physical
counterpart, existing in the world coordinate system, and contact-analog holo-
grams that ideally align perfectly with real-world geometries. As described by
Tönnis [10]: AR content with a “strong dependency on the physical state and
behavior of the environment. AR schemes smoothly integrate into the environ-
ment.”

1. Gaze attached : virtual content that is gaze attached should be shown all the
time, occluding other real or virtual content in the user’s view. Using the
gaze as a frame of reference, information should only be rendered in 2D at a
suitable distance from the user and is intended only for high-priority content;
a pilot should not overlook it. In combination with an aural alarm that could
be an icon-based indication for a collision warning or engine failure, in case
the pilot looks in a different direction.

2. Cockpit Space: The interior of the cockpit could be used for 3D and 2D
content classes. As a frame of reference, the relative position inside the cockpit
is needed, virtual content stays fixed in the cockpit. This placement aims
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to reduce cognitive load by reducing the task of searching for information.
All information should be connected to the user’s vehicle, like acceleration,
remaining range or relative to its current position, like a 3-dimensional height
profile from the ground below. This space extends the traditional, but limited,
space for physical instruments in a cockpit.

3. Windshield aligned : Content that is either in 2D or projected onto a 2D plane
similar to a HUD, but with a much larger Field of View (FOV). This could
be a point of interest in the environment, virtually highlighted at the user’s
windshield, where no depth perception is required or not possible due to large
distances. This space replaces the need for a traditional HUD, which requires
a lot of physical space and is limited in optical projection size. The frame of
reference is still the cockpit and not connected to the pilot’s view space. So,
information is not moved if the pilot looks around.

4. View attached : Information that relies on the pilot’s view. It contains visu-
alizations in 2D or 3D and uses the pose of the HMD as frame of reference.
This space is also reserved for a higher priority of information, as this may
disturb the pilot in the current task or block the line of sight to important
content in the vehicle’s exterior. This space can direct the pilot’s attention
towards important information in another space, e.g., windshield aligned or
environmental space.

5. Vehicle Space: Can be used to locate content in the exterior of the cockpit,
but still using the vehicle position as point of reference. Information should be
connected to the current vehicle state or operation. Like holograms showing
the current turning rate.

6. World Space: This space is suitable for all content not connected to a specific
physical structure on the earth’s surface, but fixed on a specific geo-referenced
point as frame of reference. Content should be presented using 3D represen-
tations, to enhance visibility in any direction. As example, a virtual gate for
flying on a specific route can be floating in midair, and the vehicle can move
through it, without any danger of colliding with obstacles.

7. Environment Space: This is used for all information connected to the earth’s
surface, where a contact-analog representation is needed. This can be used for
any geo-referenced content, like point of interests, landing spots, and obstacles
like artificial structures.

For the design of such new cockpit concepts benefiting from AR, a suitable
environment for evaluation and testing must be found. Schneider et al. showed
in their work on prototypes for augmented car navigation how important it is
to identify design concepts that focus on reducing the cognitive load for naviga-
tion in a two-dimensional space and necessary realistic tests with augmentation-
based concepts [8]. Using an optical-see-through HMD (OST-HMD), like the
Microsoft HoloLens 2, is problematic in flight simulators. The projection on flat
or curved surfaces for a dome projection leads to artifacts and adjustments on the
augmented content [13,14]. The virtual content must be distorted to correctly
overlay the projected outside environment. Not only does this affect the visual
accuracy of objects, but it also completely removes any stereoscopic aspect of
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the AR visualization for geo-fixed overlays. All content is rendered at the exact
distance of the projection screen to the user. Thus, any assistance relying on the
stereoscopic perception of pilots cannot be correctly evaluated.

For a motion-based simulator, a projection has to cover a lot more space than
in a fixed-base simulator due to the extended area of motion in comparison to
just the head movement of the user. In addition, standalone AR headsets can
only work reliably in a fixed environment without external forces as these can
influence the internal tracking algorithm, such as the Microsoft HoloLens 2 [14].
Deriving from these conditions, the need for controllable and safe conditions to
evaluate such a complex user interface approach leads to an MRSim, allowing
rapid prototyping and feedback loops with trained and untrained pilots.

(a) Concept drawing of the MRSim -
The physical cockpit mounted on a mo-
tion platform to have 6DoF of move-
ment, in a ground fixed tracking envi-
ronment.

(b) User’s view through the Varjo XR-3
with video see-through of the physical cock-
pit (black area becomes see-through).

Fig. 2. MRSim from the side view (left) and the user’s view (right). The blue line
indicates content from the environment application and the green line shows content
from the hologram application. (Color figure online)

3 Mixed-Reality-Simulator Environment

To properly evaluate AR concepts, a low-fidelity prototype or mock-up does not
provide the required fidelity. Although Barbosa et al. [1] show advantages in the
early stages of development, it is not possible to predict the outcome of a product-
ready version, i.e., missing stereoscopic depth, color, or registration errors, to
generate meaningful results. To overcome the limitations and artifacts of using
an OST-HMD inside a physical cockpit prototype, we use a video HMD with
stereo cameras to provide a real-time video-feed, streaming the actual cockpit,
combined with virtual use case-specific content (see Fig. 2b).
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Our MRSim is following the thoughts on the Virtuality Continuum [5], merg-
ing real environment with virtual content that correlates in location and time.
This MR view allows for a relatively compact simulator since the user is provided
with a full virtual 360◦ surround view of the environment by the headset and
there is no need for a physical screen. We used the Varjo XR-31 mixed reality
HMD to provide a seamless integration of the real environment with the virtual
one via a video-see-through HMD (VST-HMD).

To render a virtual environment suitable to fly user studies with a self-
developed vehicle behavior, any OpenVR or OpenXR compatible flight simulator
can be used, in this case, X-Plane 11 2. Following the modular simulator setup
described in [17], this software is only utilized for visualization while the flight
simulation is running in a separate application.

To overlay the virtual world with holograms, a second application renders on
top of the user’s current view, which introduces a second virtual coordinate space
independent of the environment representation as it would be for OSTHMDs.
In contrast to the calibration problem for an OST-HMD as illustrated by [14]
for contact-analog holograms, the MRSim needs to be calibrated to know the
relative transformation from the tracking-reference frame, the stationary envi-
ronment, to the pose of the cockpit and from the Cockpit to the HMD. To
display the holograms in the correct alignment with the rendered environment,
the relative transformation between both virtual coordinate systems needs to
be registered. As shared knowledge, the forward direction and position of the
cockpit has to be aligned to get the correct perspective for a user.

To determine the relative change between the user’s HMD and the cockpit
pose, an additional tracker mounted on top of the cockpit nose. This serves two
purposes. First, it tracks the movement of the motion platform and, second, it
is used as a shared origin for all virtual coordinate spaces as shown in Fig. 3.
In this case, a VIVE tracker is placed in the same tracked coordinate space as
the HMD. This provides a precise 6-Degree of Freedom (DoF) transformation of
the cockpit for each frame, even while operating the moving platform. From this
pose, we can calculate the relative pose of the HMD with respect to the cockpit
tracker. Otherwise, the tracking based on the fixed exterior as a reference for
the HMD would detect a motion of the user’s head, although only the cockpit is
moved, but the user did not change his view relative to the cockpit (see Fig. 2a).

To include the MR capabilities of the VST-HMD, a previously configured
shape specifies areas in the real world, such as the physical cockpit, that should
be shown through the video feed to the user and merged with the Virtual Reality
(VR) view by the Varjo SDK. One possibility is to use a visual marker, a Varjo
specific image marker, attached in the real world as a reference point for the
blend mask and tracked constantly through the video cameras by the Varjo SDK.
However, this method is not reliable in certain lighting conditions and varies in
stability due to the camera-based approach [3]. Therefore, we propose that the
MR area is also defined in the same compensated tracking space relative to the

1 https://varjo.com/products/xr-3/ (accessed on 15 May 2023).
2 https://www.x-plane.com/ (accessed on 15 May 2023).

https://varjo.com/products/xr-3/
https://www.x-plane.com/
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Fig. 3. Tracking setup with tracked markers and virtual origins from different appli-
cations involved in our MRSim.

shared anchor, being the Vive tracker. Following this setting in a naive way,
there are four different virtual origins, the HMD tracking space, the hologram
application, the X-Plane 11 coordinate system, and the Varjo MR mask shown
in Fig. 3.

To identify the relative pose between the user’s view and the cockpit located
in the (virtual) world, it is not possible to rely on the default tracking algo-
rithms. While they work in a fixed-based simulator, there will be problems when
operating a setup involving a motion platform. Here, any movement of the plat-
form will also move the headset, thus resulting in a change of view for the pilot
because the tracking coordinate system is fixed on the ground. Therefore, the
only viable setup is to have the base stations located on the ground to provide
stable tracking in all situations to overcome technical limitations by using active
tracking systems in a moved environment.

To compensate for the platform movement, the view matrix calculated by
OpenVR has to be corrected by the amount of movement caused by the platform
itself. For this compensation, an open-source OpenVR driver, namely OpenVR
Motion Compensation3, can be used in OpenVR tracking applications.

For contact-analog holograms, more steps are necessary. As all applications
share the same tracking space, handled by OpenVR, a stable solution for merging
all applications into one virtual origin has to be found. This problem was solved
by extending the aforementioned OpenVR motion compensation software and is
described in Sect. 4.

4 Contact-Analog Merging of Mixed Reality Layers

Based on the motion compensation provided by OpenVR motion compensation,
separate applications still use different coordinate systems, inhibiting the correct
overlay of contact-analog content, as shown in Fig. 3. To align the virtual view of
3 https://github.com/openvrmc/ (Accessed 15 May 2023).

https://github.com/openvrmc/
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the user across the different applications and to allow the rendering of arbitrary
content sources as separate layers on the used HMD, all content has to be seen
from the same view port. Figure 4a illustrates three different layers presented to a
user, which rely on the same view of the real and virtual world. A manual process
can be designed to measure and calibrate all virtual coordinate systems to a given
fixed 6 DOF for each independent application. A requirement for contact-analog
rendering of virtual content is the precise calibration of the virtual tracking origin
for each application, which is already discussed by [12] for OSTHMDs systems
and by [7] for a HUD setting. As an additional issue, use arbitrary software,
like X-Plane 11, which does not allow configuring the virtual forward direction
relative to the vehicle orientation. Without a suitable calibration, holograms
would not match with the virtual world, as their forward direction does not
match with the hologram’s one.

To overcome this, we introduce an automated calibration process using avail-
able tracking capabilities of the OpenVR framework. The independent applica-
tions share the same physical display to mix virtual content with contact-analog
holograms, depending on real-world states but without linked coordinate spaces.
This gives the same registration issues, as in other AR scenarios, to locate the
HMD view in relation to the real world. Therefore, Echtler et al. [2] show a
solution to illustrate and resolve dependencies between different content ele-
ments. In Fig. 4 the different steps in the setup are illustrated and show the three

Fig. 4. Tracking data flow and Spatial Relationship Graph (SRG) with finally cal-
ibrated relations (green) to register independent applications to each other. (Color
figure online)
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coordinate systems involved in our MRSim. The image plane of the HMD has to
present an identical view for the user as in reality (connected with green arrows)
and shares the same image plane with the other applications. This derives for
the SRG in Fig. 4b the need for an identity transformation (id) to handle the
relation between the virtual content and the HMD image-plane. Other rigid
transformation relationships are symbolized with 6D or with Id’ if a static origin
shift needs to be registered beforehand but does not change.

To achieve a valid MR user experience, a prior registration and calibration
process has to be performed. For contact-analog augmentations, this calibration
has to be as precise as possible and has to be repeated each time anything in
the setup or tracking of OpenVR changes. As shown in Fig. 4 we have three
major parts in the simulator that have to rely on a perfect manual calibration to
visualize holographic cockpit elements with an VST-HMD. This process targets
the calibration of the virtual HMD’s tracking origin for each application as closest
to the point of the cockpit pose relative to the user’s head pose.

In the SRG shown in Fig. 4b, the Motion Compensation (MC’ ) can act as
a central part to reduce the number of independent coordinate systems. The
limited calibration possibility of the flight simulator is mitigated by the pose of
the tracker through the motion compensation driver to perform an automated
registration. As the hologram application is controlled by ourselves, the Vive
tracker can be integrated into the scene graph and used as a virtual origin for the
reference coordinate system containing all virtual objects relative to the cockpit,
which is static in all scenes. The change of tracking origin, in combination with
the modified Motion Compensation part, to utilize the single tracker, shown as
Tr in Fig. 2a, to work as the shared origin for each virtual coordinate system.
This is achieved by changing the Motion Compensation Driver, to distribute the
position of the Tr as the current HMD position and orientation. During that, all
involved 3rd-party applications can now align their virtual forward direction to
exactly the same orientation, by recenter to the distributed view matrix through
OpenVR. This process can be completely automated, and the initialization is
part of the start-up procedure of the MRSim, independent of any changes to the
surround tracking system or the current HMD pose and can be reduced to just
a view seconds without any involvement of a user.

With this process we can synchronize arbitrary applications with a known
center position used as a reference origin for all virtual scenes. After the calibra-
tion, the headset position in world space is overwritten by the modified motion
compensation driver, which calculates the HMD’s pose relative to the new vir-
tual origin, which is always identical to the physical tracker. With this very short
and HMD-independent calibration process, we are able to overlay all view spaces
relative to our tracking reference marker and produce a completely aligned view
with independent virtual coordinate systems to allow contact-analog rendering
by sharing the HMD’s image-plane across different applications.
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5 Evaluation of the Automated Calibration Approach

For an objective analysis of the automated implemented calibration, different
approaches were integrated into the MRSim and tested.

Study Setup: As part of the experiment, four different approaches were imple-
mented. Three forms of manual alignment processes and the automated solution
that is proposed in this paper. Table 1 provides an overview. The setup focuses
on the calibration of the orientation between the different coordinate systems.
While it is expected that the positional offset is proportional to the orientation,
any misalignment in the orientation is more severe for this use case. The further
away the object is from the user, the more is precise orientation more important
than precise translation. Therefore, world-fixed objects, such as the highlight of
a landing pad, require a very precise orientation while any translational offset
within the cockpit can be neglected. The calibration itself was conducted at least
10 times per calibration approach by two different experienced persons. Thus,
144 measurements in total were recorded.

The first manual process is using the built-in reset functionality of the view-
point of the visualization engine, here X-Plane 11. This is both the most sim-
plistic, but also the easiest approach regarding the implementation. The default
viewpoint in X-Plane 11 is positioned at the expected head position of the
pilot. When calibrating the view, the user wearing the HMD will be asked to
look straight forward and the camera position is manually reset to the default
position. Therefore, if the pilots’ head orientation and position match this pre-
configured viewpoint, the coordinate systems are now aligned.

The second approach also involves a manual calibration step while wearing
the headset. Here, a visual reference is shown through the HMD. One virtual
marker is attached to the head-fixed coordinate system, while the other is located
in the world-fixed simulator system. It is the task of the user to align these two
markers. Then, the manual calibration is triggered and the coordinate systems
should be aligned. It is based on the calibration process for OST-HMD [14].

In the third manual approach, the headset is moved to a dedicated physical
location. This location can be used as a known anchor point for the manual
calibration process. This physical location can be the origin of the coordinate

Table 1. Overview of the tested calibration options (Manual 1–3, Automatic: 4)

No. Calibration approach Operator actions User actions

1 Approximation to default

viewpoint without reference

Resets viewpoint after con-

firming alignment visually

Looks straight and level forwards

2 Approximation using visual

reference

Triggers calibration and sets

viewpoint after confirming

alignment visually

Looks at calibration reference

3 Physically placing HMD to a

static calibration point

Places headset into physical

location and triggers calibra-

tion

none

4 Automated calibration using

external tracker

None none
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system. Therefore, different coordinate systems can be aligned by placing the
HMD to this position and then starting the calibration. Fourth is our proposed
automated calibration process.

Table 2. Offsets in degrees with different calibration approaches

1 Approximation 2 Visual Reference 3 Physical calibration point 4 Automatic

Variance 1,49883055 0,23491168 0,098355210 0

Mean 4,8346592 3,17905575 1,693704746 0

Std. deviation 1,13374767 0,42380653 0,223628945 0

Median 4,73958164 3,15134728 1,702962428 0

Results: The results in Table 2 show a strong deviation during a manual cali-
bration with a worn headset. In contrast, the variance with a static calibration
point is rather low, as only a small jitter during the different measures is recog-
nizable. The quality of this calibration relies heavenly on a very good calibration
point for the HMD. Figure 5 illustrates the perceived image by the pilot when
comparing the average orientation offset between the four approaches. With the
proposed automated approach, a zero-degree offset is possible and thus, a per-
fect alignment because all coordinate systems share the same anchor when the
calibration is successful.

Discussion: In Fig. 5 a rather small error of 1◦, which is not achieved by any
calibration process with a worn headset, leads to a wrong indication for the pilot.
Here is not the intended green pad marked, but already the pad 30m next to
it, highlighted with pink. The Table 2 showed, that a static calibration position
can result in a better calibration. Nevertheless, this needs a trained person who
interrupts the current user process and needs to be done very patiently.

The small experiment showed, that a small error is always contained in a
manual calibration process it is not possible to do it synchronously in time
and 100% aligned with an existing reference system. Fig. 5 demonstrated that
even a small misalignment can cause visible offsets and problems. The measured
results are in line with the expectations when using a manual calibration process,
especially when performed without a visual reference.

6 Rapid Prototyping for Simulating AR in MR

In the future, the hardware and software architecture described in this paper will
enable further research into holographic cockpit elements and their evaluation.
Starting with this MRSim for eVTOLs, we have a controlled environment for
operating with trained and untrained persons to conduct user studies on various
instrument content. This can be used to identify the optimal solution to decode
geospatial and informational data in the user’s holographic content spaces to
assist the pilot during its tasks. With an iterative process, we can operate on a
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system that allows rapid prototyping in a controlled system. As an additional
benefit, the concept of a MRSim can also be adapted to other fixed and motion-
based simulators where a stationary tracking system can be applied. It is also
not limited to the aerospace concept: the holographic content space can be trans-
mitted to all kinds of vehicle operations.

We showed that it is possible to easily calibrate a complex MRSim to allow
prototyping of content for upcoming augmented assistance systems. Unfortu-
nately, using VR glasses with video-see-through features hides essential technical
limitations that current optical-see-through HMDs have. Two major aspects, the
limited FOV for virtual content is much smaller, in contrast to the 115◦ hori-
zontal FOV of the Varjo XR-3. The second one is the missing functionality to
fully shadow a single display pixel to allow full opaque virtual content on top
of the real geometry. To allow a transfer of the design concepts to a realistic
AR-supported holistic cockpit concept, these limitations have to be integrated
into the application to render the holograms to the user’s view in our MRSim.
Otherwise, any evaluation performed with this setup is not applicable to the
user experience when wearing AR glasses in a real aircraft.

Fig. 5. Pilot view on four landing pads with a size of 20 m x 20 m each. The correct
destination is highlighted in green. Calibration misalignment is shown in pink with 1◦

and 3◦ in blue. (Color figure online)

7 Conclusion

The MRSim setup described in this paper allows the prototyping of holographic
cockpit instruments. Following the proposed holistic concept of holographic con-
tent spaces throughout the view area of the pilot, arbitrary virtual content can
now be designed, located, and evaluated in a realistic 3D environment. The uti-
lization of an MR headset with video-see-through technology merges the real
physical cockpit with a virtual environment and allows for a compact simulator
setup incorporating a motion platform. As part of this paper, a compensation
and tracking solution is introduced to merge several MR layers using a combined
virtual origin for independent coordinate systems. For this purpose, a physical
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tracker was utilized, that is used to compensate the motion of the moving plat-
form from the tracked HMD movement and serve as the aforementioned origin
anchor. This modular simulator setup not only allows the simulation of various
aircraft, but is also suitable for other concepts, where a cockpit or vehicle is
involved. The same setup, e.g., by replacing the control inceptors with a steering
wheel, could also be used for the evaluation of MR overlays for cars and other
vehicles. This general solution to mix various application layers with a virtual
origin is not restricted to any specific headset and is applicable to any environ-
ment based on OpenVR tracking. This would allow future usage in various use
cases, ranging from contact-analog content in professional simulators to overlays
in games. Furthermore, this enables the prototyping of AR content in a com-
pact, reproducible, and virtual environment before testing the AR concept in
the real-world.
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Abstract. Augmented Reality (AR) and Mixed Reality (MR) enable
superimposing digital content onto the real world. These technologies
have now matured to a point where low-code/no-code editors for AR
development have emerged. However, existing collections of design prin-
ciples for AR often fall short, either being too generic or overly focused
on low-level details. This makes it challenging to identify the essential
patterns necessary for creating captivating AR experiences. This paper
addresses this issue by introducing high-level AR design patterns encom-
passing fundamental concepts for crafting immersive AR experiences.
Event-Condition-Action rules are leveraged as a generic abstraction from
the reactive behavior of AR software systems to establish a unified frame-
work. AR-specific behavioral patterns and augmentation patterns are
presented in detail. Additionally, a uniform pattern diagram schema is
proposed that ensures consistent presentation and technology-agnostic
documentation of AR design patterns, facilitating their effective use in
design and creation of AR applications.

Keywords: Augmented Reality · Design Patterns · Reactive AR ·
Scene Understanding · Active Rules · AR Pattern Diagram

1 Introduction

1.1 Augmented Reality Design Patterns

Design patterns are a widely accepted concept for documenting proven solutions
to recurring design problems. Initially adapted from building architecture to
software development by Gamma et.al. [1] in the mid-90 s the idea has become
a central concept in software engineering. Design patterns have been extensively
applied to various aspects of software development, including system architec-
tures and user interfaces, and have proven to be an effective tool for improving
software quality, reusability, and maintainability.

Design patterns for virtual, augmented, and mixed reality have recently
gained momentum [2–4]. Over the last decade, augmented reality (AR) tech-
nology has experienced strong advancements, resulting in a growing number of
successful AR solutions. To capture and share this knowledge, design patterns
have been proposed for developing AR applications on different levels of abstrac-
tion, including software components, system architectures, and user interfaces.
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Design Patterns for AR Software Components focus on applying generic soft-
ware design patterns, such as Composite, Iterator, and Chain of Responsibility,
to capture the relationships and interactions between classes or objects. These
patterns can be viewed as solution templates for solving common challenges in
AR software development at the object-oriented programming level.

Design Patterns for AR System Architectures center around the coordination
of various subsystems, such as computer vision, rendering, interaction, and net-
working. One example is the Augmented Reality Framework [5] developed by
the European Telecommunications Standards Institute (ETSI) which is responsi-
ble for setting telecommunications and broadcasting standards. ETSI’s Industry
Specification Group (ISG) has developed a functional reference architecture that
defines relevant components and interfaces to ensure AR components, systems,
and services interoperability. Other efforts to establish similar standards can be
found in references such as [6,7].

Design Patterns for AR User Interfaces provide guidelines for implementing
user interfaces and best practices for interactions in AR. These design patterns
primarily focus on adapting existing design heuristics for layout, interaction, and
usability to meet AR requirements. Recently, meta-analysis studies of existing
UI design patterns for AR have emerged, which provide a collection of best
practices [8,9].

1.2 AR Experiences Driven by Understanding Spatial Context

Creating AR experiences poses additional challenges compared to designing vir-
tual reality (VR) and 3D content (e.g., video games). When creating VR/3D
scenes, designers are in control of the virtual world they are building (even if it’s
programmatically generated), thus taking a sort of “god role”. AR experiences
take place in the uncontrolled real world, and scene understanding algorithms
detect the user’s spatial context. The AR experience is then driven by elements
detected in the real world, without having control over their occurrence and
timing during the creation process. Consequently, adapting VR and 3D design
patterns to AR do not fit well due to the loss of control in the real-world environ-
ment. It is therefore worth focusing on AR-specific design patterns that reflect
the dynamic scenography of AR/MR experiences.

1.3 Motivation: Unifying High-Level AR Patterns

The current generation of AR software libraries (ARKit [10], ARCore [11],
MRTK [12]), WebAR toolkits (AR.js [13], 8th Wall [14]), and AR frameworks
(OpenXR [15], Unity AR Foundation [16], Vuforia [17]) offer reusable system
components in run-time environments that provide a working system architec-
ture for AR applications. These tools reduce the complexity of developing AR
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software, allowing developers to focus more on creating engaging AR experiences.
As a result, the use of design patterns has shifted from low-level software pro-
gramming and system architecture to more high-level best practices that focus
on the creation of compelling AR experiences.

When tackling high-level topics related to AR it is an obvious choice to
focus on design patterns for AR user interaction which are already well docu-
mented [8,9]. However, while there is a large collection of UI design principles
for AR/MR, they tend to be either very generic (e.g., responsiveness, consis-
tency, personalization, learnability) or focused on low-level aspects (e.g., naviga-
tion, selection and manipulation in 3D). As a result, it is challenging to identify
which of the patterns are essential for creating AR experiences. The use of large,
unspecific design pattern collections are of limited help in the authoring process.

The methodological approach employed in this paper is based on the anal-
ysis of the features and functionalities offered by existing Augmented Reality
Software Development Kits (AR SDKs). Special attention was given to examin-
ing generic features that can be accessed and utilized within low-code/no-code
AR editors such as Apple Reality Composer [18] and Adobe Aero [19]. The
assessment of these features involved identifying and validating common pat-
terns based on the author’s experience in developing a mobile AR browser [20]
and its associated editor toolkits [21].

The AR patterns proposed in this paper are motivated by the following
objectives:

– Focusing on high-level concepts that are relevant in creating AR experiences.
– Including only patterns that are specific to AR and related to AR (i.e., exclud-

ing generic software design patterns or VR UI patterns).
– Generalizing from specific device hardware (e.g., hand-held or head-mounted

devices), AR toolkits, and programming languages, so that the patterns can
be applicable in different contexts.

– Unifying the AR patterns so that they can be consistently documented and
presented as diagrams, making them easy to understand and apply.

2 Event-Condition-Action Pattern as Abstraction
from Reactive AR System Architectures

To design reactive systems, breaking down the system’s behavior into discrete
events, conditions, and actions provides a structured and modular approach.
An event is a signal that something has occurred, such as the start of an AR
session (on:start), a user tapping on an item (on:tap), or the detection of an
image marker (on:detect). The no-code editors in [18,19] are using a trigger-
action mechanism to define the behavior of an AR scenario. We propose to use
more flexible Event-Condition-Action (ECA) rules that perform an action in
response to an event, provided that certain conditions are met. ECA rules are
widely used in event-driven and reactive systems, such as active databases [22]
and workflow systems [23]. In the context of AR patterns, ECA rules provide a
generic abstraction of the reactive behavior of AR software systems.
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Table 1. Event categories in AR applications.

Event Category Event Producer Cause → Event Examples

Session Event AR Session State change → on:start, on:locating

Invocation Event Rule Initiation Invocation → on:command, on:call

Detection Event Installed Detector Discovery of entity → on:detect

User Event App User User interaction → on:tap, on:select

Temporal Event Time Scheduler Elapsed time reached → in:time

Data-driven Event Data Observer Value change → on:altered, as:steady

Response Event Remote Request Response of REST call → on:response

Notification Event Subscribed System System change → on:enter, on:leave

2.1 Reactive AR Using Active ECA Rules

AR systems utilize a variety of sensors, such as cameras, LiDAR, accelerators,
gyroscopes, magnetometers, and microphones, along with various event produc-
ers in operating system and user interfaces. These sensors and producers gen-
erate events asynchronously, which are then handled by event-driven programs.
Unlike traditional programs that make function calls to these event producers
themselves (in an inner loop), an event-driven program relies on the execution
environment to dispatch events to installed event handlers. Thus, control over
the execution of program logic is inverted (inversion of control).

To address the reactive nature of AR applications we promote ECA rules as a
means of loosely coupling AR patterns with the underlying system architecture,
while also abstracting from implementation details. AR patterns are designed to
be loosely bound to the specific run-time system, since events that trigger actions
within AR applications are not necessarily aware of the consequences of their
occurrence. As a result, creators of AR experiences are primarily responsible for
defining a set of event handling rules that govern how the system responds to
various arising signals and events.

2.2 Event Categories in AR Applications

In software systems, events are typically generated by a producer and triggered
by various circumstances. These events can vary greatly in nature. Regarding AR
systems, we organized typical events into distinct categories, as shown in Table 1.
Appendix A provides a list of common events within each event category for AR
applications. Compared to other interactive 3D applications, the event categories
detection events and data-driven events tend to dominate in AR.

Detection events are fundamental for AR experiences. Computer vision and
machine learning techniques are applied for detecting entities in 3D space and
continuously track their pose [24]. The behavior of an AR application is primar-
ily controlled by installing the necessary detectors to receive the corresponding
detection events. These events are produced when a particular type of object is
detected by the specialized detector, including:
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– Location Detector: Tracks world location and device pose in environment.
– Feature Detector: classifies feature as video stream label.
– Segment Detector: tracks feature as image segment in video stream.
– Plane Detector: detects plane in 3D space.
– Image Detector: recognizes and tracks image or marker in 3D space.
– Text Detector: detects text matched by regular expression in video or 3D.
– Code Detector: detects QR/barcode matched by regex in video or 3D.
– Object Detector: detects object by shape in image or 3D.
– Face Detector: tracks facial parts of humans in video or 3D.
– Hand Detector: tracks hand, fingers, and gestures in 3D.
– Body Detector: tracks body parts and joints of humans in video or 3D.
– Speech Detector: recognizes voice commands.
– Transmitter Detector: locates signal and position of wireless sender.

Data-driven events are events that are generated as an AR session progresses
and the understanding of the scene improves. The AR system may detect various
entities, such as horizontal planes, vertical planes, and recognized objects. These
entities can be transformed into application-specific data models, such as a floor,
table, wall, door, window, or collision environment for a physical simulation. The
detection and tracking of such entities has significantly improved with the use of
machine learning techniques. Data changes can be observed at the key-value level
and then trigger an event. When using a state machine, both value changes and
state transitions can generate data-driven events, taking into account previous
values (see Appendix A.5). This dynamic triggering turns ECA to active rules.

2.3 Condition Evaluation Within Spatial AR Context

The data model reflecting the AR context is exposed for condition evaluation
for any ECA rule. This model typically includes the following types of data:

– Session Data: time, date, device data, temporary data variables, UI mode
– Location Data: longitude, latitude, address, country, ambience
– User Data: position, orientation (tilt, yaw), name, user settings
– Detected Occurrences: results of installed detectors
– Augmentation Items: model elements with visual representation (scene nodes)

Conditions are typically formulated by predicates as logical statements using
an expression syntax that has access to key-values in the data model. Addition-
ally spatial functions can be included in condition evaluations such as:

– Existence: does item with ID exist in AR world
– Visibility: is item with ID visible to user
– Proximity: distance in meters from user (virtual camera) to item with ID
– Gazing: is user gazing at item with ID
– Geo-Distance: distance in meters from user to place in latitude/longitude
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2.4 Actions in AR Applications

Common actions in AR applications are listed by category in Appendix B. Many
of these actions are concerned with manipulating augmentation items as data
model (B.1) and their visual representation (B.2), or with audible feedback as
well as user interface activities (B.3).
Augmentation items are visual and audible enhancements of the world that
are presented in the AR application. They can be categorized as follows:

– Visual Items:
• 2D View Overlay: 2D graphics, images, and UI elements as flat overlay
• 3D World Embedding: spatial geometry as node in 3D scene graph

– Audible Items:
• Speech: recorded voice or generated voice by text-to-speech system
• Sonification: sound effect driven by data or by user interaction
• Music and ambient sound: play-back of audio files

– Haptic Items: visual or non-visual items with haptic feedback on collision

Staging of augmentation items is based on the content composition principle
(do:add). It involves assigning unique identifiers to visual and audible items
and positioning them within the observed world relative to anchors of detected
entities. By doing so, the AR experience becomes more immersive, as the virtual
objects are seamlessly integrated into the user’s physical environment.

2.5 AR Pattern Diagram Using ECA Rule Blocks

In order to provide a compact representation of active ECA rules we developed
a diagram consisting of rule-reaction blocks [25]. The first line of the diagram
shows the active rule as an Event-Condition-Action triple. Following the rule is
a blockquoted line that depicts the changed state as reaction (see Fig. 1). If no
condition is defined, it evaluates to true, and the diagram shows an immediate
execution arrow (→, Fig. 2). To illustrate the use of the diagram, consider the
example shown in Fig. 3, which presents an active rule triggered by a temporal
event (in 20 s). If no item is found in the current AR session (the condition), the
action will execute voice feedback (the reaction) using a text-to-speech system.

Fig. 1. ECA rule
block.

Fig. 2. Immediate EA. Fig. 3. Timed reaction rule.

An action may dynamically load and run new rules. These rules are displayed
as indented block quote (see Fig. 4) consisting of several sequential lines. All rules
in a block are loaded and installed in sequence, yet not (all) executed at loading
time, but triggered by their corresponding event.
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Fig. 4. Consecutive loading of rules. Fig. 5. Indirect reaction.

The proposed AR pattern diagram has been designed to be technology-
agnostic but still enable easy transformation from existing program code or
declarative scripts. As demonstrated in this paper, all examples have been trans-
formed from declarative code to the Markdown language and rendered as styled
text (see Fig. 17). The mapping to Markdown is defined in [25]. With the pro-
posed solution, AR patterns may be seamlessly incorporated into the authoring
process, ultimately improving both documentation and communication.

3 Behavioral Patterns

The real world context during an AR session can be seen as stage. The dynamic
behavior of an AR experience is determined by its ECA rules, which are trig-
gered by events occurring in the actual real-world context. Table 2 lists common
behavioral patterns in AR that result from ECA rules.

3.1 Instant Reaction Pattern

An instant reaction is directly triggered by the invocation of a rule and causes
the immediate, singular execution of the action (see Fig. 6). It is equivalent to a
function call.

3.2 Timed Reaction Pattern

Timed reactions are ECA rules that are fired after a given interval to carry out
their action. Once the timed rule is initiated, an internal job scheduler triggers
the rule at the time interval specified (Fig. 7)

3.3 Conditional Reaction Pattern

An ECA rule’s condition is tested on the data available in the current AR session
at the time of evaluation. The outcome of the condition evaluation is either true
or false. Only if true the action of the ECA rule will be executed. In addition,
a conditional reaction can be combined with a timed reaction (Figs. 3 and 8).
Together, these reactions form the core of the continuous evaluation pattern.
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Table 2. Behavioral patterns in AR applications.

Behavioral Pattern Description Examples

Instant Reaction Pattern Direct execution of action
triggered by invocation of
rule

Immediate command of
action or call of function

Timed Reaction Pattern Temporally executed action Delayed action or sequence of
timed actions

Conditional Reaction Pattern Execute an action only when
a condition is fulfilled after
being triggered by event

State-driven, asynchronous
programming logic

Continuous Evaluation Pattern Continuous polling of state
changes that will triggers
rules

Continuous checks on value
change, existence, visibility,
proximity

Publish-Subscribe Notification Pattern Receive notifications via a
message queue from a
subscribed system

From speech recognition
system or from WebRTC
system in collaboration
session

Request-Response Pattern Remote procedure call
resulting in asynchronously
receiving ECA rules or media
assets

REST API call to a server
via a Web URL to load rules
or assets (images, 3D models)

Chain Reaction Pattern Course of events processed as
indirect reactions of running
subsequenced rules

Rule changing data that will
trigger a rule to update an
item’s visual as a follow-up

Complementary Reactions Pattern Two active rules with
opposite reactions

Reacting on toggling states
with two complementary
active rules

Detector Reactivation Pattern Reactivate detector with a
only-once reaction

Reactivate detector after
resulting augmentation is no
longer existing

Fig. 6. Instant reac-
tion.

Fig. 7. Timed reaction. Fig. 8. Timed conditional
reaction.

3.4 Continuous Evaluation Pattern

The continuous evaluation of rules can be driven by a constant time interval
(first rule in Fig. 9) or by each state change of the data model (second rule in
Fig. 9).

A built-in state management is observing the data model and does dispatch
the processing of rules according to the data-driven events (Appendix A.5) that
are bound to the ECA rules.
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Fig. 9. Continuous evaluation pattern. Fig. 10. Notification pattern.

3.5 Publish-Subscribe Notification Pattern

In a similar manner to monitoring changes in the data model, changes in sub-
systems can also generate events that trigger rules. Subsystems can be observed
through a publish-subscribe notification mechanism. For instance, a speech
recognition system might be initiated (by a do:listen action) and subscribed
to. When a voice command is recognized, an on:voice event is published as
message. Another example is the usage of a collaboration subsystem that sends
notifications when a participant joins or leaves a session (Fig. 10).

3.6 Request-Response Pattern

The Request-Response Pattern is a method of communicating with remote ser-
vices through non-blocking asynchronous communication. This pattern is com-
monly used to request media assets such as images, audio files, video streams, or
3D models, as well as scripts such as additional ECA rules (Fig. 4). Because of
the temporal decoupling of request and response, an event is required to signal
the arrival of the received data from the server. This allows an ECA rule to
handle the result as soon as it is available.

3.7 Chain Reaction Pattern

A reaction of a rule can trigger a new event that invokes subsequent rules. In
turn, these subsequent rules may have reactions that again invoke rules, lead-
ing to a chain of reactions. The Chain Reaction pattern consists of consecutive
loaded rules (Fig. 4) and of indirect reactions (Fig. 5) which lead to a cascade of
triggered rules with their corresponding reactions. To better illustrate this con-
cept, consider the example shown in Fig. 16, which demonstrates how the Chain
Reaction pattern can be used to detect and augment an image.

3.8 Complementary Reactions Pattern

Complementary reactions are constructed using two rules that have opposite
conditions and actions with opposite results. When these two rules are evaluated
continuously, they exhibit a toggling state by flipping their mutual rule execution
(Fig. 11).
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Fig. 11. Complementary reactions. Fig. 12. Detector reactivation.

3.9 Detector Reactivation Pattern

Some detectors halt after capturing a first occurrence of an entity and need to
be reactivated by a do:redetect action. The reactivation can be driven by a
separate active rule, for instance, after a specific period of time (Fig. 12) or by
assessing the existence or visibility of the item added by the detector based on
a corresponding condition.

4 Augmentation Patterns

While a VR/3D designer is placing virtual objects using positions in a controlled
world coordinate system, an AR content creator primarily specifies object place-
ment intents relative to appearing anchors, which are dynamically produced by
detectors. These spatial anchors serve as reference points for pinning objects.
Generally in AR Patterns, the augmentation intents are formulated as ECA
rules that are triggered by detector events. When a detector event occurs, ECA
rule’s reaction will add augmentation items to the AR scene.

Figure 13 depicts a rule that invokes an image detection action if a command
event is received. As reaction, the image named ’marker.png’ is requested and
downloaded. Once the image is downloaded, an image detector is installed and
a subsequent rule is loaded to be triggered when the image is detected in the
real world. Upon detecting the image, an instant reaction pins an item with the
id ’scene.3D’ to the anchor of the detected image.

Another example of scene augmentation is shown in Fig. 14. In this example
a detector is installed that is capturing planes of type ’seat’. When detected,
this results in indirect reactions that include the creation of audible and visible
augmentations.

Table 3 outlines several common placement intents for event-driven augmen-
tation patterns that can be used to stage AR experiences. In AR, the real world
serves as the spatial context for the stage, making users both spectators and
performers. Their movements and perspectives influence the firing of events,
leaving limited control over time and space for AR scenography (in contrast to
film, theater, and VR/3D/game design). The augmentation patterns differ by
the purpose of the added augmentation items (depicted by title), where they are
placed (position in space), and how they are aligned (orientation, see Fig. 15).
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Fig. 13. Augmentation intent as ECA
rule.

Fig. 14. Rules for adding audible and
visual augmentations.

4.1 Geolocated Remark Pattern

A geolocated remark is a rule that is triggered by GPS location data (latitude
and longitude) or by address data (i.e., country, city, street, building name).
Typically, the reaction to a geolocated remark is presented as text in the 2D
user interface or as audio feedback. Due to the precision restrictions of GPS
signals, the reaction is not precisely placed in 2D or 3D space.
placed: no | aligned: no

4.2 Segment Overlay Pattern

By utilizing computer vision and machine learning techniques, a segment detec-
tor can recognize and track designated landmarks and image segments. The
outcomes of the image segmentation process may include:

– point (pixel): room corner, object corner, pupil center, ...
– edge: horizon line, wall-floor edge, ...
– bounding box: depicting rectangle border of detected text, image, face, ...
– path (open path): eyebrow, body skeleton, ...
– contour (closed path): face, mouth, eye, ...
– image mask: sky, grass, hair, ...

In the AR view, the overlay is positioned based on the pixels relative to the
segment within the 2D image, on top of the video stream.
placed: on screen at image segment | aligned: flat on top as overlay

4.3 Area Enrichment Pattern

The Area Enrichment Pattern uses detected image segments to calculate the
spatial 3D area resulting from perspective projection of the segment into depth
of space. The calculated 3D area can then be used to populate the space with
virtual items.
placed: in 3D area at image segment | aligned: to area / towards user
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Table 3. Augmentation patterns in AR applications.

Augmentation Pattern Description Examples

Geolocated Remark Pattern Triggering of action or of user
feedback based on GPS location
data or on address data

Visual or audio feedback about
location-based point of interest

Segment Overlay Pattern Presentation of 2D overlay on top
of image segment detected in video
stream

Attaching 2D text description to a
detected image segment

Area Enrichment Pattern Approximately placing 3D content
at area of image segment

Presenting balloons in sky area

Captured Twin Pattern Captured element of real world
added to 3D data model

Captured walls and doors in an
indoor AR session

Anchored Supplement Pattern Presentation of 3D content aligned
to detected entity for enhancement

Attaching visual 3D elements to a
detected image (marker) or
captured object

Superimposition Pattern Presentation of 3D content
replacing a detected entity

Cover a detected object with a
virtual one

Tag-along Pattern Presentation of 3D content within
user’s field of view while
head-locked

Place 3D control panel that follows
the user

Hand/Palm Pop-up Pattern Presentation of 3D content on
hand or palm while visible

Place 3D UI elements at palm of
user’s one hand

Ahead Staging Pattern Presentation of 3D content ahead
of user

Placing 3D item on floor in front of
spectator

Pass-through Portal Pattern Present partly hidden 3D content
to force user to go through

Placing 3D scene behind a portal /
behind an opening

Staged Progression Pattern Ordered, linear story: temporal
order or interaction flow of 3D
presentations

Sequence of 3D content with forth
and optionally back movements

Attention Director Pattern Guide user’s attention to relevant
place

Use animated pointers to direct
user’s attention

Contextual Plot Pattern Spatio-temporal setting that
aggregates diverse AR patterns to
form a non-linear plot

Scenography of dynamic,
interactive, and animated AR

4.4 Captured Twin Pattern

A captured twin is a virtual replica of a physical element. It is created using data
collected from sensors, cameras, and other sources. A captured twin can then, for
example, be virtually visualized as a contour or as a transparent 3D bounding
box to keep the real object recognizable. In Fig. 15a, a real-world chair has been
detected as an object and is indicated with a virtual bounding box and a text
label of the object type. A captured twin may also have no virtual representation
but becomes available in the spatial data model (e.g., for collision detection or
as a reference for spatial alignment).

placed: on object | aligned: with object
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(a) with object (b) geo-referenced (c) towards user (d) to environment

Fig. 15. Alignment of augmentations in 3D.

4.5 Anchored Supplement Pattern

Anchored supplements provide additional information that is aligned with a
detected entity. For instance, a 3D info panel can be anchored beside a detected
image, as demonstrated by the pattern diagram in Fig. 16. Similarly, a guiding
sign can be anchored towards a detected door to assist with navigation.

placed: relative to object | aligned: with object or towards object / user

Fig. 16. Example of an anchored supplement using image detection.

In Fig. 16, an example is shown where an ECA rule is executed at the begin-
ning of an AR session to determine whether the current location is suitable for
detecting an image as a painting. If the location is a match, an image is loaded
from a remote server and installed as active rule set which provides audible and
visible augmentations in case of detecting the image in the real world. The vis-
ible augmentation takes the form of an info panel that is monitored by a rule
which removes it when it is no longer visible from the user’s perspective.
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4.6 Superimposition Pattern

Superimposition aims to cover a detected entity with a virtual one rather than
simply supplementing it. For example, if an image is detected, it could be covered
with a downloaded image, or if an object is recognized, it could be replaced with
a virtual 3D object that hides the real one.

placed: on object | aligned: with object

4.7 Tag-Along Pattern

A tag-along augmentation attempts to always stay within the user’s view range,
which is constrained to their eye position. To achieve this, the augmentation is
typically always oriented towards the user’s face using billboarding techniques.
The main advantage of tag-along augmentations is that they ensure the pre-
sented interaction elements are always visible and easily accessible to the user.
In AR applications for head-mounted displays, tag-along augmentations are usu-
ally designed to fit within the user’s arm-length range, ensuring they can interact
with the elements without stretching or straining themselves. An example is the
‘Near Menu’ UX component of the Mixed Reality Toolkit [12].

placed: constraint ahead of user | aligned: constraint towards user

4.8 Hand/Palm Pop-Up Pattern

The hand/palm pop-up is a prevalent design pattern used to present interaction
elements for AR using head-mounted displays. Rather than constantly displaying
these elements, they are shown only when the palm or back of the hand is visible
(and optionally, when a hand gesture was detected beforehand). The other hand
can then be used to interact with the presented 3D UI elements. An example is
the ‘Hand Menu’ UX component of the Mixed Reality Toolkit [12].

placed: constraint on palm | aligned: constraint towards user

4.9 Ahead Staging Pattern

Ahead staging is a technique for presenting 3D content in a way that it is aligned
to spectator’s position and view direction. The scene is launched at a default
distance (1–2m) in front of the user using a world-locked anchor, often relative
to the ground floor plane. The alignment can be directed towards geolocated
references (e.g., as a guide as in Fig. 15b), towards the user (Fig. 15c), or can
also consider nearby objects in the environment (e.g., a wall as in Fig. 15d or the
room axis). After the initial staging, users can interact with the virtual scene
from their current position or move toward and around the staged content.

placed: initial ahead of user | aligned: initial towards user, object, or georef
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4.10 Pass-Through Portal Pattern

A pass-trough portal is an augmentation that is initially occluded by a virtual
object, which prevents the user from seeing the entire scene. This design is
intended to encourage users to engage with the experience by requiring them to
pass through a gateway to become fully immersed.

placed: initial ahead of user | aligned: initial towards user or object

4.11 Staged Progression Pattern

A staged progression refers to presenting a linear story in a structured and
sequential manner in AR, with an explicit beginning. This typically involves the
ordered presentation of 3D content, which can be unidirectional or bidirectional
(going back and forth). The story usually starts staged ahead of the user, but it
can also begin at the anchor of a detected entity. The story’s progress is governed
by rules triggered by user events, temporal events, or data-driven events.

placed: initial ahead of user | aligned: initial towards user or object

4.12 Attention Director Pattern

An attention director uses animated pointers (bubbles, arrows), light rays, or
spatial sound to direct where users should pay attention if the relevant area is
not visible or not in focus.

placed: initial ahead of user | aligned: pointing towards point of interest

4.13 Contextual Plot Pattern

A contextual plot combines a variety of augmentation patterns and behavioural
patterns to create a non-linear and immersive experience. It builds a scenogra-
phy that blends seamlessly with the spatio-temporal setting of the real world. A
contextual plot reacts to diverse event types, triggering rules that will dynami-
cally control interactive and animated reactions. One of the defining features of
a contextual plot is its dependence on the real-world context. The experience is
affected by how the user is interacting with and exploring the scenario.

placed: multiple all over spatial context | aligned: diverse

5 Using AR Patterns in Authoring Tool

5.1 Declarative Creation of AR Content

The proposed AR patterns were elaborated and validated during the develop-
ment of the ARchi VR App [20]. Instead of using a programming language to
algorithmically define how AR content should be created and behave, the app
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uses a declarative approach that focuses on specifying what needs to be accom-
plished with each AR asset. To achieve this, the app interprets declarations in
JSON data structures that do not include conventional programming code, but
instead use active ECA rules to define the behavior of the AR experience [21].

Fig. 17. Generated AR pattern diagram (right) from code (left) in an AR IDE.

5.2 Generation of AR Pattern Diagrams

When using such a declarative authoring approach many simple ECA rules are
created and encoded (in case of the ARchi VR App in many separate JSON
files). This helps to keep local focus when creating AR scenes, but it can be
challenging to maintain an overview of the entire rule system that defines all the
intents of the AR world. To address this challenge and better understand how
rules are loaded and run in sequence, an integrated development environment
(IDE) could support on-the-fly generation of AR pattern diagrams [25] from the
encoded rules (see Fig. 17) to visualize an overall view of intended AR scenario.

6 Conclusions and Perspectives

6.1 Summary

The proposed event-driven AR design patterns have shown to be a convincing
way of documenting high-level concepts in creating AR applications. AR pat-
terns serve as a valuable means of communicating proven, reusable solutions to
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recurring design problems encountered during AR development. Once AR pat-
terns are understood, learning new AR toolkits might become more accessible,
as the used design patterns are familiar.

During the technical design and development process, AR patterns may also
serve as a requirements catalog to clarify the specification of features and func-
tions that an AR application should support. If an editor facilitates the creation
of AR content, it might make sense to support the generation of AR pattern
diagrams from code. In addition, AR design patterns may also be a useful orga-
nizational structure for providing solution templates, such as code snippets in
AR authoring tools. This would allow developers to incorporate common pat-
terns into their AR applications efficiently, improving development speed and
overall quality.

6.2 Community-Driven Validation

We are strongly convinced that AR patterns can be applied to hard-coded,
scripted, and no-code implementations making them widely applicable. Yet
the approach was showcased in only a few development, research, and student
projects. Therefore the soundness and comprehensiveness of this proposal should
be further elaborated and validated:

– Do the proposed AR Patterns resonate within the AR community?
– Are common high-level AR patterns missing?
– Are the proposed AR patterns useful in the AR design process?
– How can guidelines foster learning and applying of AR patterns?
– Is the Event-Condition-Action pattern a generic abstraction mechanism?
– Can AR Pattern diagrams be in fact used “technology-agnostic”?

One way to improve the expressiveness of the proposed catalog of high-level
AR patterns would be to display rendered AR user interfaces as samples and
to provide implementation-specific code examples. While this paper provides a
starting point, future research should further expand the catalog besides the
documented behavioral patterns and augmentation patterns. Other important
AR-related design patterns should be explored, e.g., covering gesture- and voice-
based interactions, human-human AR collaboration [27], and human-robot AR
collaboration [28]. This paper addresses the need for AR patterns in the hope
that it contributes to diverse innovations ahead of us within the AR commu-
nity. Contributions are welcome and are planned to be coordinated via arpat-
terns.dev [29] and the AR Patterns catalog repository [30].

6.3 ECA Rules as Foundation for AR Interoperability

For exchanging AR worlds between applications from different providers, open
standards are in demand. The Event-Condition-Action rule could serve as a
common pattern in defining standardized exchange formats for augmentation
and behavior of AR content and metaverse assets (as addressed by the Metaverse
Standards Forum [26]). This requires further clarifications and feasibility studies.
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6.4 Generating Code from AR Patterns

A visionary idea (mentioned by a paper reviewer) is the generation of code from
AR patterns. Yet it has not even for software design patterns became a wide-
spread approach in IDEs (although some papers appeared). Recent development
in generative AI (e.g., Co-Pilot) could be a solution to fulfill the vision of gener-
ating code from design patterns. As a prerequisite for such a generative approach
the AR community needs to establish a common understanding of AR design
patterns and has to provide sample code organized according to AR patterns.

Acknowledgement. The author would like to thank Yanick Lukic and Stefan
Schmidlin for their comments and proofreading.

A Common AR Event Types

A.1 Session Events

– on:start: immediately after start of AR session or after loading action
– on:locating: on locating in the world (by GPS, by SLAM device positioning)
– on:stable: when spatial registration of AR device gets stable
– on:load: after loading 3D item to AR view, e.g., to animate or occlude node
– on:stop: before AR session ends

A.2 Invocation Events

– on:command: on command initiation
– on:call: on function call

A.3 User Events

– on:tap: when tapped on item
– on:press: when long-pressed on item
– on:drag: when dragging an item
– on:select: when selected from options of pop-up menu
– on:dialog: when selected from options of pop-up dialog panel
– on:poi: when selected a point of interest in a map or minimap

A.4 Temporal Events

– in:time: when elapsed time in seconds is reached
– as:always: several times per seconds
– as:repeated: like as:always, but only triggered each seconds
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A.5 Data-Driven Events

– on:change: on each change of data value
– as:stated: like as:always, but action only is triggered once when if-

condition result is altered from false to true
– as:steady: like as:stated, but action only is triggered when condition result

stays true for a certain time in seconds.
– as:activated: like as:always, but action always is triggered when if-

condition result becomes true
– as:altered: like as:always, but action always is triggered when if-condition

result is altered from false to true or from true to false

A.6 Response Events

– on:response: on receiving response from request
– on:error: on error of handling request

A.7 Detection Event

– on:detect: on detecting occurrence of depicted type
– on:track: on tracked changes in occurrence of depicted type

A.8 Notification Events

– on:voice: on voice command from speech recognition system
– on:enter: on enter of participant in collaboration session
– on:message: on message from participant in collaboration session
– on:leave: on leave of participant in collaboration session

B Common AR Actions

B.1 Item-Related Actions

Items are elements of the application model. An item can be represented as 3D
object in the AR scene or as 2D overlay (sprite image, text label, UI element,
...) on top of the AR view.

– do:add at: add and anchor item at position
– do:add onto: add and anchor item onto another item
– do:add to: add item as child to another item
– do:add ahead: add and anchor item ahead to user position and orientation
– do:add overlayed: add 2D item flat on top of AR view
– do:remove: remove item from scene
– do:replace: replace item with another item at same position
– do:move to/by: move item absolute/relative to new position
– do:turn to/by: turn item absolute/relative to new orientation
– do:tint: set color of item
– do:lock/unlock: lock/unlock item to control allowed manipulation
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B.2 Visual-Related Actions

Visual-related actions do change the visual representation of items in the AR
scene but are not reflected or stored in the application model.

– do:hide/unhide: hide/unhide visual representation of item
– do:translate to/by: move absolute/relative
– do:rotate to/by: rotate absolute/relative
– do:scale to/by: scale absolute/relative
– do:animate key: create animation of graphical parameter (key)
– do:stop key: stop animation of graphical parameter (key)
– do:occlude: set geometry of 3D node as occluding but not visible
– do:illuminate: add additional lightning to hot spot (from above or from

camera)

B.3 UI-Related Actions

Common actions to control the user interface of an AR application.

– do:prompt: show instruction in a pop-up panel
– do:confirm: get a YES/NO confirmation via an pop-up dialog panel
– do:warn: set warning or status label
– do:vibrate: vibrate device
– do:play: play system sound
– do:stream: play remote audio file
– do:pause: pause current audio stream
– do:say: say something using text-to-speech (TTS) system
– do:listen: start speech recognition system and subscribe
– do:open service: open service menu
– do:open catalog: open item catalog
– do:install: install item catalog entry or service menu entry
– do:filter: filter item catalog or service menu
– do:screenshot: take screen snapshot
– do:snapshot: take photo shot

B.4 Data-Related Actions

– do:assign: set a data variable to a value
– do:concat: concatenate a string with an existing variable
– do:select: select a value from a menu and assign to data variable
– do:eval: set a data variable by evaluating an expression
– do:fetch: fetch data from remote and map to internal data
– do:clear: delete data variable
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B.5 Process-Related Actions

– do:save: save the AR scene / application model
– do:exit: end AR session
– do:execute: execute function(s)
– do:service: execute service action
– do:workflow: execute workflow action
– do:request: request action from remote server and execute

B.6 Detector-Related Actions

– do:detect type: install detector for type (feature, text, plane, image, ...)
– do:halt: deactivate detector
– do:redetect: reactivate detector
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Mathematics, Université catholique de Louvain, Louvain-La-Neuve, Belgium

karim.elkhoury@uclouvain.be

Abstract. Due to the improved mobility it provides, wireless virtual
reality has become a promising technology used in a multitude of applica-
tions, ranging from casual gaming and film animation to remote tourism
and medical assistance. However, it faces a diverse set of constraints, from
both a technical and a user experience standpoint, with varying require-
ments depending on the application. To overcome these constraints, it is
important to have a clear overview of the wireless virtual reality system
as well as an in-depth understanding of the end-to-end video transmission
pipeline. In this paper, we propose a plug-and-play open-source wireless
virtual reality benchmarking platform that is able to perform fine-grained
measurements directly within a complete pipeline. This platform can be
used to detect critical bottlenecks and anomalies within the system. In
addition, the platform facilitates the choice of optimal parameters for a
specific application. The source code of this work is publicly available
and should be seen as a first step to encourage the use of open-source
benchmarking tools within the virtual reality community.

Keywords: Wireless Virtual Reality · Benchmarking · Open-Source

1 Introduction

Wireless Virtual Reality (WVR) headsets have become increasingly popular in
recent years due to the improved mobility that they create for the user experi-
ence. WVR is now used in a variety of applications ranging from casual gaming
and film animation to remote tourism and medical assistance [1–4]. These appli-
cations face two main types of constraints: technical constraints (mainly from
a network and computational capacity standpoint) and user experience (UX)
constraints (mainly from a comfort and reliability standpoint). To overcome
these constraints, the WVR system would be required to provide high-efficiency
video compression to be able to transmit high-quality and high-frame-rate video
content while maintaining low-latency and low-bandwidth consumption. This
allows the WVR application to provide a high quality, reliable and smooth user
experience while reducing network and computational loads. However, the chal-
lenge lies in optimizing a WVR system to satisfy these constraints, as they differ
greatly from one WVR application to another.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Zachmann et al. (Eds.): EuroXR 2023, LNCS 14410, pp. 115–121, 2023.
https://doi.org/10.1007/978-3-031-48495-7_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48495-7_7&domain=pdf
https://doi.org/10.1007/978-3-031-48495-7_7


116 M. Danhier et al.

Several researchers have addressed this challenge by isolating one constraint
(either technical or UX) and analyzing its impact on the system. Regarding
technical constraints, Žádńık et al. [5] have explored techniques and limitations
of ultra-low latency video compression using standardized video codecs such as
HEVC [6] and VVC [7]. They suggest that, in wireless scenarios, the unpre-
dictability of wireless networks rather than the computational complexity of
video compression is the main latency bottleneck. Tan et al. [8] have proposed
three methods to minimize motion-feedback latency and jitter in bidirectional
streams over WiFi in the context of WVR, most notably by limiting the aggre-
gation size of downlink frame data transmission. Regarding UX constraints, Hu
et al. [9] have defined a minimum quality of service requirements (including
refresh rate, resolution and raw bitrate) in order to achieve different levels of
quality of experience in accordance with Huawei standards1. Oculus researchers
[10] have proposed an asynchronous time warping algorithm that improves UX
by minimizing the impact of motion latency. This is achieved by reprojecting
frames at their correct location based on the latest tracking data. Given that
these constraints also impact one another, it is also interesting to analyze these
constraints in a complete WVR pipeline. This is usually done by running bench-
marks on a standalone headset connected wirelessly to a rendering server using
a link program that handles both video compression and streaming. Zhao et al.
[11] have done a series of network measurements on cloud-VR using the Virtual
Desktop2 link. Salehi et al. [12] have performed similar measurements in the
context of edge computing, using the open source link AirLightVR3 (ALVR).
In both cases, the researchers gathered their measurements by sniffing packets
using Wireshark4 and analyzing the network trace.

In this paper, we propose a plug-and-play open-source wireless virtual real-
ity benchmarking platform that is able to perform fine-grained measurements
directly within a complete pipeline. Our work yields complementary results to
the previously cited packet tracing methods [11,12]. The source code for the
proposed platform is available on GitHub5.

This paper is organized as follows. In Sect. 2, we present an overview of the
proposed benchmarking platform as well as explain in detail the video pipeline
used for measurements. In Sect. 3, we present the results of two experiments and
discuss the required metric trade-offs to be made to ensure optimal performance.
Finally, in Sect. 4, we summarize the paper by recapping the outcomes of our
work and discussing the remaining future works.

1 https://www.huawei.com/minisite/pdf/ilab/cloud vr network solution white paper en.
pdf.

2 https://www.vrdesktop.net/.
3 https://github.com/alvr-org/ALVR.
4 https://www.wireshark.org/.
5 https://github.com/martin-danhier/wireless-vr-bridge.
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https://www.huawei.com/minisite/pdf/ilab/cloud_vr_network_solution_white_paper_en.pdf
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https://github.com/martin-danhier/wireless-vr-bridge
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Fig. 1. Benchmarking execution flow,
composed of an initial setup phase and
an iterative measurement phase.

Fig. 2. Complete Client-Server-Client
video pipeline from tracking to display.

2 Fine-Grained Benchmarking Platform

2.1 Overview

The proposed benchmarking platform is based on a standard link program. It is
able to transmit video frames rendered on a powerful machine, called the server,
to a standalone and less powerful Android WVR headsed, called the client. In
the opposite direction, the client streams tracking information that allows the
experience to be interactive. It should be noted that our implementation dif-
fers from other open-source link programs (such as ALVR) by the fact that it
was designed for the specific purpose of being a WVR benchmarking platform.
Through command-line arguments, the user is able to define a series of config-
urations, called benchmark passes. The server will then iterate through passes,
configure the client accordingly, and collect measurements. Figure 1 describes
this execution flow as a state machine. At the start of the execution, the client
connects to the server and shares its specifications, including resolution, frame
rate, and other capabilities. It then synchronizes its clock in order to improve
timestamp reliability by minimizing the error that can occur due to clock rate
variations or Network Time Protocol (NTP) inaccuracy. In practice, a succes-
sion of pings is used to compute the road-trip time of the network and compute
the offset between the server and client clocks. Once all components are ready,
the measurement phase begins. The server communicates the current configura-
tion to the client, schedules a measurement time window, and initiates the video
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pipeline. During this window, both the server and the client collect timestamps of
all important stages of the pipeline, the amount of data sent and received by net-
work sockets, and the tracking and frame information. The server and the client
also capture the last frames. At the end of the test window, the server stores
the data in comma-separated values (CSV) files for straightforward processing.
Finally, the system restarts and repeats the process with the next configuration.

2.2 Video Pipeline

During the measurement phase, the primary video pipeline is running. Figure 2
details the different stages that have to be executed in order to render a frame,
from tracking data collection to image display. These stages are typically exe-
cuted simultaneously: a frame might be decoded while the next one is being
rendered. This parallelization of tasks allows for high frame rates even in high-
latency settings. The different stages of the video pipeline are detailed hereafter:

1. Tracking collection: The client samples the pose of the WVR headset,
mainly composed of the head position and rotation. To mitigate the impact
of latency, a model is used to predict the new head location when the frame
is displayed. The pose is then timestamped and cached.

2. Tracking transmission: The pose is sent as a packed binary format over
User Datagram Protocol (UDP), which allows for the lowest latency.

3. Rendering: Using the latest tracking data, a frame is rendered by the appli-
cation. We defer this step to SteamVR6, which can handle compositing, user
interfaces and most importantly supports a wide range of applications and
games. The interface with SteamVR is achieved via a custom driver.

4. Encoding: The rendered frame is compressed to reduce the amount of data
that will have to be transmitted over the network. For encoding, we mainly
focused on the HEVC codec [6] for which efficient hardware-accelerated
encoders are provided by NVIDIA7. Moreover, the use of the FFMpeg libav-
codec library8 allows the user to add support for other codecs quickly. Custom
codecs can also be defined through a plug-in system.

5. Video transmission: The encoded frame is packetized, transmitted over the
network over Transmission Control Protocol (TCP), and depacketized. The
use of TCP allows for reliable and codec-independant transmission.

6. Decoding: The frame is decoded with the same codec used for encoding via
Android’s MediaCodec9 library. Other decoders can also be defined.

7. Display: The decoded frame is submitted to the headset alongside the track-
ing pose that was used to render it. The image is then reprojected to its correct
location using the asynchronous time warping algorithm [10] and displayed
on the screen.

6 https://www.steamvr.com/.
7 https://developer.nvidia.com/video-codec-sdk.
8 https://ffmpeg.org/libavcodec.html.
9 https://developer.android.com/reference/android/media/MediaCodec.

https://www.steamvr.com/
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Fig. 3. Frame-by-frame timeline high-
lighting each stage of the video
pipeline. (A) Detailed parallel execu-
tion of the first ten frames. (B) Average
duration of each stage over an entire
video.

Fig. 4. Peak signal-to-noise ratio
(PSNR) and frame drops evolution
with respect to bitrate increment.

3 Results and Discussion

Using our proposed benchmarking platform, we collected a series of measure-
ments using a Meta Quest 210 headset as a client and a desktop computer as
a server. The server ran on Windows 11 with a RTX 3070 GPU, an i7-9700KF
CPU, and 16GB of RAM. The two devices were connected via a dedicated Wi-Fi
6 router11. However, the server was connected to the router via a cable in order to
minimize reliance on unstable wireless transmissions. It is also important to note
that this Wireless Local Area Network (WLAN) was entirely dedicated to the
WVR link and was disconnected from the Internet. Regarding video encoding,
all measurements were performed using HEVC [6] with the NVENC hardware
encoder and a Qualcomm hardware decoder. The encoder was configured using
the default preset, a group of picture (GOP) size of 0, no overlapping frames,
and no reordering delay. The transmitted video was of 2880× 1584 pixels in size
with a frame rate of 90 frames per second (FPS). These settings were chosen to
provide low-latency encoding while still maintaining a high image quality.
10 https://www.meta.com/quest/products/quest-2/.
11 https://www.tp-link.com/fr/home-networking/wifi-router/archer-ax55/.

https://www.meta.com/quest/products/quest-2/
https://www.tp-link.com/fr/home-networking/wifi-router/archer-ax55/
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Figure 3A shows the decomposition of each stage of the video pipeline as
a parallel timeline. Figure 3B presents the average duration of each stage over
an complete video. In this experiment, a single execution was measured with a
bitrate of 100 Mbps during a 4-s window. Figure 3A allows to observe anomalies
in the pipeline. For example, for frames 4 and 9, the Display stage was late,
indicating that they weren’t decoded on time, causing them to be delayed to the
next synchronization tick. Another example of anomalies can be seen in frames
4 and 6, where the Tracking transmission stage didn’t finish on time, causing
the same tracking pose to be used for several consecutive frames. In addition
the Rendering stage took too long between frames 2–3 and 8–9, causing an
accumulated delay and forcing frames to be dropped. Figure 3B helps in revealing
bottlenecks in the pipeline. For instance, on average, we can observe that the
Decoding stage takes up the majority of the total frame transmission delay.

Figure 4 shows the impact of encoding bitrate on image quality and frame
drop proportion. In this experiment, for each evaluated bitrate value, the average
PSNR and frame drop values were taken from thirty frame captures during three
executions over a 4-s window. We see that the image quality and amount of
frame drops increased proportionally to the bitrate. The latter is explained by
the preventive dropping of aged frames that compensate for larger transmission
delays induced by high bitrates. This experiment allows us to find a compromise
between image quality and FPS. For example, an application requiring high
visual quality but only allowing up to 10% of frame drops, can use a bitrate of
up to 110Mbps.

4 Conclusion

In summary, we proposed a plug-and-play open-source WVR benchmarking plat-
form. We showed that the use of precise measurements in the video pipeline
allows to solve both technical and UX constraints. The detection of anomalies,
such as late tracking data and frame drops, in addition to the identification of the
major bottlenecks, such as decoding time, allows detection of critical issues in
the video pipeline. Measurements also enable the user to select the most appro-
priate encoding parameter values for the application at hand in order to achieve
an optimal user experience. Moreover, the open-source nature of the proposed
platform will enable the future integration of further features, such as motion
controller inputs, sound support, outside-in tracking, and additional metrics, as
well as more advanced video algorithms such as fixed foveated rendering [13].
Future work can also explore optimizations to reduce decoding delay, the cur-
rent main bottleneck, for example through the use of alternative video codecs or
other hardware-accelerated decoders.
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Abstract. In medical education, anatomy is typically taught through
lectures, cadaver dissection, and using replicas. Advances in VR tech-
nology facilitated the development of specialized VR tools for teaching,
training, and other tasks. They can provide highly interactive and engag-
ing learning environments where students can immersively and repeat-
edly inspect and interact with virtual 3D anatomical structures. More-
over, multi-user VR environments can be employed for collaborative
learning, which may enhance the learning experience. Concrete appli-
cations are still rare, though, and the effect of collaborative learning in
VR has not been adequately explored yet. Therefore, we conducted a
user study with n = 33 participants to evaluate the effectiveness of vir-
tual collaboration on the example of anatomy learning (and compared
it to individual learning). For our study, we developed an UE4-based
multi-user VR anatomy learning application. Our results show that our
VR Anatomy Atlas provides an engaging learning experience and is very
effective for anatomy learning, individually as well as collaboratively.
However, interestingly, we could not find significant advantages for col-
laborative learning regarding learning effectiveness or motivation, even
though the multi-user group spent more time in the learning environ-
ment. Although rather high for the single-user condition, the usability
tended to be lower for the multi-user group. This may be due to the more
complex environment and a higher cognitive load. Thus, more research
in collaborative VR for anatomy education is needed to investigate, if
and how it can be employed more effectively.

Keywords: Virtual Reality · Anatomy · Education · Anatomy Atlas ·
Collaborative Learning

1 Introduction

The teaching of human anatomy is fundamental in medical education as it forms
the basis for the development of clinical and surgical knowledge among profes-
sionals [17,30], and influences the design of the medical curriculum [14]. Classi-
cally, anatomy teaching is done using dissection, prosection, anatomical models,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Zachmann et al. (Eds.): EuroXR 2023, LNCS 14410, pp. 122–135, 2023.
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and lectures. Dissection offers a hands-on approach to examining anatomical spec-
imens, enhancing students’ understanding of anatomy [32], prosection reinforces
students’ comprehension of complex structures and relationships, and anatomical
3D models help to visualize anatomical structures. However, dissection is costly
and time-consuming, prosection relies heavily on the anatomist’s skill and exper-
tise [9], and lectures may not be effective in promoting active learning and engage-
ment compared to more interactive approaches. Also, the availability of human
cadavers and animal specimens for dissection is limited [4].

Thus, virtual reality (VR) has become increasingly prevalent in recent years
and is considered a valuable tool in education [23,27]. The technology offers
several advantages, such as safe, controllable, immersive 3D environments and
natural interaction, making the learning experience more intuitive and engag-
ing [2,31]. However, most current VR-based learning applications are limited to
single-user usage, and there is minimal research on the effectiveness of collab-
orative VR-based learning. Collaborative learning, in general, has been shown
to have positive effects on learning outcomes [6,15,19] and to provide numer-
ous other benefits, though. For instance, a higher problem-solving performance,
a shared understanding of meanings and a shared sense of achievement [28],
increased productivity, positive interpersonal relationships [24], better psycho-
logical health, higher social competence, and self-esteem [20].

To investigate if collaboration in VR (anatomy learning) also provides ben-
efits and more positive outcomes than individual VR learning, we developed
a multi-user VR anatomy learning application. We conducted a user study to
evaluate its effectiveness. Concretely, we examined the participants’ learning
progress, usability, and motivation when using our VR learning environment,
individually and in groups. With our results, we provide valuable insights into
this sparsely-researched area.

2 Related Work

Virtual reality (VR) is a rapidly expanding field that holds promise for a vari-
ety of applications in healthcare, most importantly for education and training.
Accordingly, the use of VR in medicine got much attention lately [25]. For exam-
ple, Falah et al. [11] developed a VR and 3D visualization system for anatomy
teaching that offers an interactive, real-time 3D representation of the human
heart and various self-assessment tools. Similarly, Fairen et al. [10] developed
and evaluated a VR anatomy teaching tool that provides real-time, interactive
3D representations of various anatomical structures that were augmented with
additional information. An evaluation with anatomy students showed very posi-
tive results. Codd and Choudhury [7] evaluated the use of 3D virtual reality and
compared it with traditional anatomy teaching methods (dissection and text-
books) on the example of a human forearm. Interestingly, they found no signifi-
cant learning advantages using VR. In contrast, Kurul et al. [18] also conducted
a study on anatomy training comparing immersive, interactive 3D VR with clas-
sical teaching methods and found the former to lead to significantly higher test
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scores. Another example highlighting the benefits of VR to anatomical education
is the Immersive 3D Anatomy Atlas by Gloy et al. [13]. It provides a realistic
3D model of the human body in an immersive environment and allows users
to explore individual anatomical structures interactively. An evaluation showed
that the VR group took significantly less time to answer anatomical questions
and had significantly better test results than students that learned using text-
books. The use of VR in the medical area is not limited to education, though.
Other promising application domains are surgery planning and training. For
instance, Reinschluessel et al. [26] developed a VR-based surgery planning tool
that provides a 3D view of medical data. They found that planning in VR had
many advantages, such as improving the surgeons’ spatial understanding and
identifying anatomical structures.

Most VR tools for medical education and training are limited to single-user
usage only, though. Only a few works enable collaboration and even fewer inves-
tigate its effects and benefits. Works that do provide shared VR environments
are, for example, the one by Kaluschke et al. [16], who presented a multi-user
haptic VR system for dental surgical skill training, and the one by Fischer et
al. [12], who presented a system for real-time volumetric medical image visu-
alization with support for multi-user VR interactions. Boedecker et al. [3] also
developed an immersive VR application for liver surgical planning that was later
extended by Schott et al. [29] to allow for collaborative usage. It provides var-
ious teaching scenarios for collaborative and cooperative training in different
group sizes. An exploratory study with medical students and surgery lecturers
indicated positive outcomes for usability and presence. Another immersive VR
learning environment that supports collaboration of multiple users was devel-
oped by De Back et al. [1,8]. Its effectiveness was shown through two empirical
studies that revealed that collaborative learning provided greater learning gains
compared to conventional textbook learning, particularly among participants
with low spatial ability. For a more detailed overview and review of VR for
anatomy education, we refer to the work by Lee et al. [21].

3 Our Collaborative VR Anatomy Atlas

For our work, we decided to use the Immersive Anatomy Atlas by Gloy et al. [13]
as a basis. It already provided a good implementation of a VR anatomy learning
application and was based on the modern Unreal Engine 4. The latter made
it easy to extend for our purposes, mainly, multi-user functionality. Thus, our
Collaborative VR Anatomy Atlas allows multiple users to meet, interact, and
collaboratively learn within a shared environment, see Fig. 1. The user interface
is the same for the single- and multi-user condition and consists of the HMD
and controllers for interaction and room-scale and teleportation for locomotion.
Each user is represented by an avatar consisting of a virtual HMD and a pair
of hands with which they are able to grab, move, rotate, and interact with the
organs. When an organ is grabbed, it gets highlighted and its name is shown
on a label. We decided on this avatar model, as it doesn’t require complicated
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scanning setups, is computationally cheap, and is not prone to distracting or
glitchy behavior. We use a client-server model based on the network functional-
ity provided by the Unreal Engine 4, which allows for shared learning sessions
between users in the same local network or over the internet. Our application can
be started as either a listen or a dedicated server. The avatars, body parts, and
other interactive objects, such as the operation table, instruments, and tablets,
get replicated (synchronized) between users using RPCs. Specifically, when an
object is moved (significantly) or its state is changed by a user (client), an RPC
is sent to the server, which then executes a multi-cast RPC to all connected
clients. In our implementation, we prevent updates on the client that initiated the
change. Additionally, we optimized the replication process by employing struct
replication, delta replication, caching, and careful selection of reliable/unreliable
replication channels, reducing the data to be transmitted to a minimum. We also
developed and integrated additional features such as a model of the human cir-
culatory system that simulates the pulsatile blood flow, and extensive logging
functionality to enable researchers to track user interaction and behavior within
the virtual environment. Lastly, we developed a VR quiz (post-test) to evaluate
participants’ anatomy knowledge after their learning session. To access the quiz
level, users can click on a 3D button located on an interactive tablet, which also
provides access to other functions and controls.

Fig. 1. Two users within our Collaborative VR Anatomy Atlas examining anatomy.
Each user has an avatar consisting of a virtual HMD and one pair of hands (light blue,
highlighted in black and white boxes). (Color figure online)

4 User Study

4.1 Research Questions

The purpose of our study is to investigate the effectiveness of collaborative
anatomy learning in VR, specifically, using our collaborative VR Anatomy Atlas,
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and to compare it to individual learning. Moreover, we are also interested in
assessing its impact on learning motivation and its usability. Thus, we formu-
lated the following research questions that we intend to answer with our study:
(R1) Is the Collaborative VR Anatomy Atlas effective for anatomy learning?
Based on prior research that found benefits in collaborative learning [20,24], we
want to investigate if (R2) collaborative learning in VR also leads to better learn-
ing outcomes than individual VR learning. Additionally, we want to evaluate the
usability (R3) and user experience/motivation (R4), in general, and especially if
there are any differences between individual and collaborative learning.

4.2 Design and Setup

For our study we employed a between-subject design, hence, we divided the par-
ticipants randomly into two groups: one group testing the single-user condition
and the other group testing the multi-user condition. Multi-user sessions always
consisted of two participants and each condition was performed an equal number
of times, thus, the number of participants testing the multi-user learning condi-
tion was twice as large. We limited ourselves to groups of two, in order to still
get meaningful results while having a manageable sample size. The study was
conducted in our laboratory and, in the case of the multi-user condition, both
participants were in the same room and could communicate verbally.

The learning sessions using our Collaborative VR Anatomy Atlas were con-
ducted using HTC VIVE Pro HMDs including a pair of controllers. To provide
a good user experience, we ensured that the frame rate was maintained at 90
frames per second. In the virtual environment, the participants were represented
through avatars (see Sect. 3) and were able to freely move around using room-
scale VR and teleportation. The virtual environment resembled an operating
room and included a virtual anatomic 3D model that they were supposed to
interact with and explore in order to learn about the anatomy.

To evaluate the learning effectiveness, we designed a multiple-choice test
consisting of 8 anatomy questions. This test was conducted two times: one time
before the learning session on paper (pre-test), and one time after the learning
session directly in VR (post-test). For the latter, the participants transitioned to
a quiz level. There, the correct answer is displayed in green and incorrect ones
in red. The key presses for each answer were logged, but only the first answer
entered was evaluated. Thus, the participants could learn the correct answer
and improve their knowledge without affecting the validity of the study, even if
they initially answered incorrectly. By comparing the results of the two tests,
we calculate the learning progress. Additionally, we employed questionnaires
on usability and motivation. Specifically, the System Usability Scale [5] and an
adapted version of the questionnaire on motivation for cooperative and playful
learning strategies (CMELAC) [22]. We customized the latter by removing the
“Teamwork” factor as it was not applicable in the single-user condition and we
wanted to ensure equivalence between both conditions. However, we believe it
to be still valid and reliable. We also added a question to gauge the participants’
interest in learning in a virtual reality environment. To analyze the participants’
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behavior, we tracked the time they spent in VR, video recorded the sessions,
and employed extensive data logging using our custom implementation.

4.3 Procedure

The procedure of our study is depicted in Fig. 2. First, the participants were
informed about the study and its goal, read and signed a consent form, and
had time to ask questions. Then, the participants were asked to complete a
demographical questionnaire about age, gender, previous experience with VR,
etc. To determine the anatomical pre-knowledge, the participants were then
asked to complete our pre-test questionnaire consisting of 8 anatomical questions
(on paper). Following this, the Collaborative VR Anatomy Atlas application,
its features, and its usage were briefly explained. Lastly, the participants were
given up to three minutes to freely explore the VR environment and familiarize
themselves with it.

Once the participants were ready, the learning session was started in which
they had to explore the virtual anatomic model and complete various tasks with
which we aimed to mimic classical non-VR learning. Specifically, the tasks were
discovering the human anatomy, searching for specific organs (e.g. the spleen,
pancreas, liver), and finding answers to the pre-test questions. The tasks were
solvable individually as well as team-wise (in the multi-user condition), however,
we expect the latter to be more effective, as in traditional learning. No assistance
was given during task completion, but the tasks were repeatable. Figure 2 (left)
shows an example of a multi-user learning session. Participants were given an
unlimited amount of time.

Upon completion of the tasks, the participants were transitioned to the quiz
level and took our anatomy post-test. There, they had to answer the shown
questions by pressing the corresponding 3D buttons. After the post-test, and
while their memories were still fresh, the participants had to complete the ques-
tionnaires about usability and motivation (on paper). They were also asked if
they experienced any motion sickness and to provide subjective feedback. The
procedure was identical for both conditions, with the exception that the partici-
pants of the multi-user group were explicitly instructed to work together on the
anatomical tasks and to learn collaboratively. However, at the VR quiz level,
they were required to complete the post-test independently.

5 Results

In this section, we present demographic data, the results of the anatomy pre-
test and post-test as well as the results of the questionnaires on motivation
and usability. As the data was, as expected, normally distributed, we conducted
independent samples t-tests to test for statistically significant differences between
the single and multi-user groups.
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Fig. 2. Left: Multi-user learning session. In this case, both participants were in the
same physical room. The virtual operating room with the anatomical model can be
seen on the monitor in the foreground. Right: Flow diagram of the study procedure.

5.1 Demography

The study was conducted with n = 33 participants who were randomly divided
into two groups for the two different learning modalities: 11 participants experi-
enced solo learning (single user) and 22 participants experienced shared learning
(multi-user) in random pairs. We selected participants that were roughly in the
same age group as typical medical students. However, as they were mostly univer-
sity students form various subjects, they had no particular medical experience.
The single-user group was made up of 2 female (18.2%) participants and 9 male
(81.8%) participants while the multi-user group was made up of 14 men (63.6%)
and 8 women (36.4%). Moreover, a substantial percentage of single users (54.5%)
and a smaller percentage of multi-users (22.7%) reported having extensive expe-
rience with VR, a significant percentage of single users (36.4%) and multi-users
(31.8%) reported having used VR before, while a minority of single users (9.1%)
and a substantial percentage of multi-users (45.5%) had no experience with VR.
We also asked about the preferred learning setting: By chance, a higher percent-
age of single users (45.5%) preferred learning alone than in a group (9.1%) while
for the multi-user group, the ratio was more balanced (45.5% each).

5.2 Anatomy Knowledge and Learning Progress

The results of the anatomy pre-test with 8 anatomical questions (conducted
before the VR learning session) are depicted in Fig. 3 (left). The mean pre-
test score for the single-user group was 2.091 (SD = 1.375) and the one for
the multi-user group was 2.727 (SD = 1.518). Although the means are similar,
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there is a slight advantage for the multi-user group. However, the difference is
not statistically significant (t(31) = −1.170, p = 0.251).

Fig. 3. Results of the anatomical knowledge pre-test conducted before the study (left)
and the post-test conducted after the study (right). The multi-user participants had,
on average, slightly more pre-knowledge. In the post-test, both groups scored better
than before and fairly similar, with a slight advantage for the single-user group.

The results of the anatomy knowledge post-test (conducted after the study)
are depicted in Fig. 3 (right). Both groups visibly improved compared to the pre-
test and answered more questions correctly. Between the groups, the results are
again similar, this time, with just a slight advantage for the single-user group.
The mean score for the single-user group was 4.727 (SD = 1.104) and the mean
score for the multi-user group was 4.545 (SD = 1.371). We, again found no
significant differences between the groups (t(31) = 0.381, p = 0.705).

In order to better investigate the learning effectiveness, we compute the par-
ticipants’ learning progress as the difference (delta) between the pre- and post-
test results, see Fig. 4 (left). The single-user group, on average, did have slightly
higher learning progress: the mean score was 2.636 (SD = 1.859), whereas the
multi-user group’s mean score was 1.818 (SD = 1.140). The median, however, is
more similar between the groups. A t-test resulted in: (t(31) = 1.569, p = 0.127).
However, the result is still above the usual threshold of p ≤ 0.05 for statistical
significance.

The time spent in the VR learning session, divided by single- and multi-user
group, is depicted in Fig. 4 (right). The mean time for the single-user group was
22.130 min, whereas it was 33.774 min for the multi-user group. We found that
the single-user group spent significantly less time in the VR environment than
the multi-user group (t = −3.783, p < 0.001).
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Fig. 4. Left: Learning progress (delta between pre- and post-test) for single- and multi-
user groups. The single-user group learned, on average, slightly better. Right: Time
spent learning in VR. The multi-user group spent, on average, more time in VR.

5.3 Questionnaires on Motivation and Usability

The results of the questionnaire on motivation for cooperative and playful learn-
ing strategies (measuring the factors of motivation, learning, and flow) are
depicted in Fig. 5 (left). The average scores between the single- and multi-user
groups are similar and both very positive. Concretely, on motivation, the means
scores were 4.429 (SD = 0.564) (single user) and 4.253 (SD = 0.612) (multi-
user), on learning 4.091 (SD = 0.628) (single user) and 4.164 (SD = 0.564)
(multi-user), and on flow 3.97 (SD = 0.69) (single user) and 3.788 (SD = 0.739)
(multi-user). The standard deviations indicate that the scores were relatively
consistent within each group. We found no significant differences between the
single-user and multi-user groups in terms of motivation (t(31) = 0.795, p =
0.433), learning (t(31) = −0.336, p = 0.739), or flow (t(31) = 0.681, p = 0.501).

The perceived usability of the Collaborative VR Anatomy Atlas was mea-
sured using the System Usability Scale. The SUS scores were calculated using
the standard methodology and are depicted in Fig. 5 (right). Overall, the par-
ticipants provided positive feedback and moderate to high ratings. The mean
SUS score for the single-user group was 75.227 (SD = 8.976) and for the multi-
user group 66.364 (SD = 14.15). The t-test revealed that there is a noticeable
difference in means between the single-user and multi-user groups, although the
usual threshold of p = 0.005 for statistical significance was just not reached
(t(31) = 1.887, p = 0.069).
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Fig. 5. Left: Results of the motivation questionnaire (factored into motivation, learn-
ing, and flow). The averages between the single- and multi-user groups are similar and
both very high. Right: The System Usability Scale scores. The scores are generally high
but the single-user group’s feedback is more positive.

6 Discussion

Looking at the results, the post-test scores show a substantial improvement com-
pared to the pre-test scores, for both groups, single-user and multi-user. Accord-
ingly, on average, the participants had high learning progress. These positive
results may come due to the VR learning environment allowing the participants
to interact with the content in an immersive, engaging, and interactive way,
which could have helped them better retain the information and recall it more
easily during the post-test. The VR environment also allowed learners to visualize
and explore anatomy in a three-dimensional way, which could have been helpful
to understand the subject matter and the spatial relations between anatom-
ical structures. With these results, we can answer our first research question
R1: our Collaborative VR Anatomy Atlas is, generally, effective in enhancing
the knowledge and understanding of anatomy. This result is in line with prior
research [23,27], that found learning using VR to be beneficial.

Interestingly, the learning progress and post-test scores are not higher for
the collaborative learning condition. In fact, they tend to be slightly (but not
statistically significant) lower than the ones for the single-user group. Thus, we
could not find VR learning to be more effective in collaboration than individ-
ually, which answers our research question R2. This result is interesting as we
would have expected advantages for the multi-user group since collaborative
learning is generally considered beneficial [6,15,19]. A potential explanation for
the higher (or at least similarly high) single-user learning outcomes could be
that the single-user group had on average slightly less prior knowledge about
anatomy (see the pre-test scores). This means that the single-user group had
more learning potential. Another possible reason for these results may be that
the participants that learned individually could better focus on the task than
the participants in the shared environment. The participants in the latter group
were possibly more distracted by each other and the more complex multi-user
environment, which provides additional social cues and requires communica-
tion and coordination between users. This may have increased their cognitive
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load and, therefore, reduced the learning outcomes. Furthermore, they may felt
more competition during the learning session and the VR post-test. Addition-
ally, our chosen avatar representation may have not provided a sufficient level of
immersion, personalization, and embodiment, which possibly lead to a low feel-
ing of social presence. Therefore, the potential benefits of collaboration may have
not been fully exploited. The users’ preferred learning setting could also have
affected the learning experience and their resulting learning progress, since a
substantially higher amount of participants in the single-user condition reported
preferring learning alone than in a group, while the ratio was more similar in
the multi-user group. This may have influenced the results in favor of the single-
user group for this study. We also have to consider the option that the task of
anatomy learning in VR may be one that is not benefiting from collaboration.

Our results regarding the time spent learning in VR show that the multi-user
group stayed significantly longer in the learning sessions. On one hand, this could
be an indicator of a more engaging, positive user and learning experience, which
multiple participants suggested after the study. On the other hand, the increased
time may indicate slower learning progress and reinforce the assumption of a
more complex, distracting environment for the multi-user group.

Regarding our research question R3, we found that the results of the usabil-
ity questionnaire are generally positive, especially for the single-user group. This
shows that our Collaborative VR Anatomy Atlas provides a good user experi-
ence. The score for the multi-user group is noticeably lower, though. This rein-
forces our assumption that participants in the multi-user condition perceived the
environment as more complex and demanding, potentially leading to a higher
cognitive load. Thus, the lower usability may be a central reason for the lower
learning progress for the multi-user group. We also got very positive average
scores in our motivation questionnaire for both the single-user and multi-user
groups, which indicates high levels of motivation and engagement when using
our Collaborative VR Anatomy Atlas. The scores for all three factors (motiva-
tion, learning, flow) were similar between the groups, which answers our research
question R4. This result is somewhat surprising, as, after analyzing the other
results, we would have expected the multi-user group to fare slightly worse to
be in line with the lower usability results and our theories about the more com-
plex, distracting shared environment and increased cognitive load. The subjec-
tive feedback given by the participants during and after the learning session was
generally very positive, too. They found the Collaborative VR Atlas to be an
effective, useful, and enjoyable anatomy learning tool. Especially the collabo-
rative scenario was often noted to provide an engaging, fun user and learning
experience. Moreover, no participant experienced any signs of cybersickness.

7 Limitations

One limitation of this study is related to the adapted CMELAC questionnaire.
Although we assume it to be still valid and reliable, we did not formally reassess
it. In addition, the number of participants was relatively small and usability
ratings were mediocre, so the study’s power may be limited.
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8 Conclusions and Future Work

In order to investigate the effectiveness of collaborative learning in VR, we devel-
oped the Collaborative VR Anatomy Atlas, a virtual reality system for anatomy
education, and evaluated it by conducting a user study with n = 33 participants
in which we compared individual learning to collaborative learning. Our appli-
cation is based on the Unreal Engine 4 and provides an immersive multi-user
learning environment in which users can interactively explore detailed anatomi-
cal structures including a model of the circulatory system. The results show that
our Collaborative VR Anatomy Atlas was effective in anatomy learning for both
single and multi-user scenarios. Moreover, the participants found the learning
experience engaging and motivating and reported moderate to high usability
scores. However, we could not find significant advantages (or differences) for
the collaborative learning scenario, neither regarding learning effectiveness, nor
motivation. The usability even tended to be slightly lower. We suspect this to be
due to the more complex shared environment and a higher cognitive load. Other
reasons could be that the used avatars were not immersive enough, leading to
low social presence, or that learning anatomy in VR is a task that does not
necessarily benefit from collaboration. Nonetheless, we believe that, like in real-
world learning situations, collaborative VR settings can be effective and efficient
for learning complex spatial knowledge. However, our results demonstrate that
more work-needs to be done to determine the best 3D interaction techniques
and forms of collaboration in VR to achieve these goals.

In the future, we plan to further enhance the usability and user experience,
especially regarding multi-user usage, by developing improved interaction tech-
niques and integrating more comfort features, such as different colors for each
avatar’s hands. It would also be important to normalize the learning progress
based on pre-existing knowledge and formally revalidate the adapted CMELAC
questionnaire. Moreover, we want to conduct further studies to compare the
effectiveness of the Collaborative VR Anatomy Atlas to traditional (collabora-
tive) anatomy education methods and examine the impact of presence, cognitive
load, more immersive avatars, and co-located vs remote collaboration. Future
research could also focus on exploring larger group sizes and potential correla-
tions between learning progress and gender mix-up within groups/age ranges.
Lastly, comparing traditional VR setups with Mixed Reality setups may be inter-
esting.
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method for anatomy training: immersive virtual reality. Anat. Sci. Educ. 13(5),
648–656 (2020)

19. Kyndt, E., Raes, E., Lismont, B., Timmers, F., Cascallar, E., Dochy, F.: A meta-
analysis of the effects of face-to-face cooperative learning. Do recent studies falsify
or verify earlier findings? Educ. Res. Rev. 10, 133–149 (2013)

https://doi.org/10.1007/978-3-030-47005-0_2
https://doi.org/10.1007/978-3-030-47005-0_2
https://doi.org/10.1007/978-3-030-62655-6_11
https://doi.org/10.1007/978-3-030-62655-6_11


Collaborative VR Anatomy Atlas 135

20. Laal, M., Ghodsi, S.M.: Benefits of collaborative learning. Procedia. Soc. Behav.
Sci. 31, 486–490 (2012)

21. Lee, J.E., Han, I.H., Kim, S.H., Kim, K.S.: Effectiveness of virtual reality-based
learning for anatomy education: a systematic review and meta-analysis. Anat. Sci.
Educ. 14(5), 587–600 (2021)

22. Manzano-León, A., et al.: Development and validation of a questionnaire on motiva-
tion for cooperative playful learning strategies. Int. J. Environ. Res. Public Health
18(3), 960 (2021)

23. Markant, D.B., Ruggeri, A., Gureckis, T.M., Xu, F.: Enhanced memory as a com-
mon effect of active learning. Mind Brain Educ. 10(3), 142–152 (2016)

24. Nokes-Malach, T.J., Richey, J.E., Gadgil, S.: When is it better to learn together?
Insights from research on collaborative learning. Educ. Psychol. Rev. 27, 645–656
(2015)

25. Preim, B., Saalfeld, P., Hansen, C.: Virtual and augmented reality for educa-
tional anatomy. In: Uhl, J.-F., Jorge, J., Lopes, D.S., Campos, P.F. (eds.) Digital
Anatomy. HIS, pp. 299–324. Springer, Cham (2021). https://doi.org/10.1007/978-
3-030-61905-3 16

26. Reinschluessel, A.V., Muender, T., Salzmann, D., Döring, T., Malaka, R., Weyhe,
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Abstract. We present XRmol, a prototype web application, based on
the WebXR standard, for visualizing 3D proteins and nucleic acids. The
work represents a contribution to the investigation of the potential stem-
ming from the AR paradigm coupled with the use of personal smart-
phones and features a number of solutions for improving access, porta-
bility, and use in different contexts. A first pilot study with 14 volunteers
outlines its potential for integration into daily lab activities and use in
educational contexts.

Keywords: AR · Education · Molecular Graphics Tool · Pilot Study ·
WebXR

1 Introduction

3D representation of molecules offers interesting opportunities for researchers,
teachers, students, and citizens to comprehend and manipulate these structures
better. Researchers have used different interaction paradigms over the years to
achieve this goal. While visualization for desktop systems has always been the
mainstream solution, technology advances in the so-called mixed reality contin-
uum, which, according to Milgram and Kishino [14], includes all the different
mixtures of real and virtual worlds, have progressively widened the focus to
immersive visualization. One of the most complete and updated surveys [13],
related to the use of immersive environments for representing molecular struc-
tures, underlines that despite the achievements reached in research related to
molecular visualization, there are still open issues. In the mixed reality contin-
uum, most work has been done in the virtual reality domain. David et al. [13]
suggest that the reason may be attributed to the fact that molecular structures
exist on a different scale, and therefore there isn’t a direct relation with reality.
However, Patterson et al. [16] state that an immersive environment can lead
to high cognitive loads because the user is placed in an unknown environment.
Concerning education, not all the researchers agree on the benefits of mixed
reality for producing better educational outcomes [1,3,4,30]. Besides, the choice
of technologies brings consequences in terms of user experience but also on the
real possibility of using the application in different contexts, facing questions of
portability, immediate availability and costs.
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Overall, there are reasons for investigating further the mixed reality domain,
focusing more on other segments of it. While head-mounted displays (HMDs) for
augmented reality (AR) are less diffused and cost even more than VR HMDs,
an interesting type of experience can be granted by AR applications for smart-
phones. These personal devices have great potential for computing power, imme-
diate availability, and the possibility to simultaneously arrange an AR experi-
ence for many people, like in a lab or a classroom context. The work presented
in this paper is meant to contribute to this investigation. We present XRmol,
a web-based protein structure viewer prototype that provides an interactive 3D
display of proteins and nucleic acids in different environments, including desktop
computers and devices supporting AR.

XRMol is meant for public release and free to use, and it is currently acces-
sible on the web (https://xrmol.dais.unive.it/index.html).

XRmol has been developed to be computationally lightweight and is sup-
ported also by mobile devices. Moreover, XRmol has been designed to offer an
attractive and intuitive user interface to minimize the need for preliminary train-
ing. XRmol provides all the typical functions of molecular graphics software,
which include different types of visualization of protein structures (space-fill,
wireframe, secondary structure, ball and rods), surface calculation and the use
of a wide range of colors, as well as the ability to read any PDB file that complies
with the latest PDB standard [18]. The various functions can be experienced
through the usual desktop screen and AR. VR mode is currently in progress
and it is considered for inclusion in the next releases of the platform. Overall,
the main research questions that guided the design and the implementation of
XRmol are:

– How to provide seamless and fast access to a complete dataset of proteins for
desktop and mobile paradigms?

– How to provide a flexible approach for visualizing the molecules in differ-
ent contexts of use, including educational and research activities, fostering
collaboration among colleagues and integration with research procedures?

Concerning the first question, XRmol allows accessing any molecule available
in the PDB Databank [2], the most complete dataset of proteins, by simply
specifying its PDB identifier. For the AR paradigm, XRmol adopts a marker-less
approach, which doesn’t require the preliminary creation of a physical marker for
each protein to visualize. Implementing these two features represents a relevant
contribution w.r.t. the existing solutions in the literature. Concerning the second
question, XRmol implements two modalities for mobile devices, paving the way
for the tool’s use (even collaborative) in various contexts where computers with
large screens may not be accessible (e.g., classrooms, research labs, libraries,
travel). Besides, the mobile AR solution improves the application’s usability by
translating zooming and rotating operations into physical gestures, which are
more intuitive and retain the connection with the real environment.

https://xrmol.dais.unive.it/index.html
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This work will focus mainly on the AR paradigm coupled with personal
smartphones, which seems to have great potential for several of the issues cited
above, including the interaction in a well-known real environment and the avail-
ability for many potential users. The use of web technologies for this project
brings additional advantages in terms of the immediate availability of the appli-
cation. Portability is further increased by using standards like WebXR [29], which
is available for different classes of devices. The platform has been built to inves-
tigate the potential for research and education, and in this work we also report
the results of an initial evaluation study, targeted to researchers, teachers and
students, which was very useful for obtaining feedback about the work done and
improve the application for wider use.

2 Related Work

Many solutions for representing molecules in a 3D space are available in the
literature: stand-alone applications, web applications and plug-ins written in
various programming languages (Python, Java, JavaScript, etc.) and with a wide
range of features.

Stand-Alone Applications: Stand-alone applications are the most widespread
type of software for the 3D visualization of molecules. Among the most famous
for desktop environments we find PyMol [22], UCSF Chimera [17] and Swiss-
PDB viewer [11]. An ample and very recent survey [13] cites the most interesting
projects related to the VR paradigm, such as UCSF ChimeraX [10]. Additional
details and citations can be found in the survey itself. While research on AR
interfaces for molecular visualization is less developed, there are some interesting
stand-alone applications worth noting, as Stereochem [24] and Jmol [12].

Stand-alone solutions require the installation of specialized software that
often is not available for all operating systems. This represents a strong limit
for portability and immediate accessibility of the software functionalities, in a
scenario that nowadays has become even more complex for the availability of dif-
ferent types of target devices (e.g., desktops and laptops, mobile devices, head-
mounted displays). This situation led our project to focus on web technologies.

Web Applications: Displaying 3D objects on the web makes them accessible to
all interested people, like scientists, educators, and students, not just experts
with access to dedicated (and possibly expensive) software. Specifications for
representing 3D objects on the web have been available since the beginning of
the web itself. The standardization effort led initially to define VRML97 [26], a
high-level language for specifying objects and behaviors. The X3D specification
[31] followed, and permitted to represent all the VRML97 entities with an XML
language. Initially, the deployment of 3D scenes for the web required the use
of external plugins, like Java applets that were good in performance but had
security problems and could be tedious to install on web browsers. In the latest
year, technological advances have permitted to move to solutions fully based on
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software layers based on WebGL [27], supported by most modern web browsers.
WebGL is a low-level graphics library that requires the use of additional layers
for authoring the interactive 3D scene. In recent years its functionalities have
been integrated by WebVR [28] and WebXR [29]. The former had added the
possibility to visualize the 3D interactive scenes on VR devices. The latter, a
W3C specification, has replaced WebVR, adding support for augmented reality.

There are different solutions for desktop environments. LiteMol [23] is a free
web library/plugin for 3D visualization of molecules and other related data writ-
ten in Typescript. As a library, it provides a parser and data representation for
molecular data. NGL Viewer [20,21] is a complete web application for the visu-
alization of complex 3D molecular structures. Its main feature is scalability since
it is able to parse and render very large structures in a few seconds. GLmol [15]
is a 3D molecular viewer based on WebGL and JavaScript used to embed molec-
ular models in web pages without the need for Java or other plugins. It is meant
for desktop browsers and Android devices that support WebGL. Jsmol is the
JavaScript version of Jmol [12], an open-source Java applet for the visualiza-
tion of 3D structures. It has all the typical functionalities of a protein viewer.
Being a plugin, Jsmol needs to be embedded in a web page for use. Miew [8]
is a high-performance web tool for advanced visualization and manipulation of
molecular structures. It works as a stand-alone Javascript/HTML5 web applica-
tion or integrates as a component into web pages. Miew is supported by all the
latest versions of WebGL-enabled desktop and mobile OS (IOS, Android).

VRmol [32,33] and ProteinVR [5] add to the desktop mode the VR mode.
Windows Mixed Reality, HTC Vive or Oculus Rift can be used to access VR
mode in VRmol. VRmol can parse PDB files uploaded from the local filesystem
or retrieved from the PDB databank [2] and displays the result in various struc-
tural representation styles. VRmol has structure editing functionalities and a
fragment mode, with which one can emphasize some specific regions by present-
ing them in diverse styles. ProteinVR is a web-based application that displays
3D molecular structures within built-in biological environments (intracellular,
lipid bilayer etc.). Its strength is the wide range of VR headsets and operat-
ing systems supported. ProteinVR can read PDB files directly from the PDB
databank [2], parse and then display them in the pre-processed environment.

Also for web applications AR research is less developed, but there are some
interesting web platforms to focus on. The first one is BioSIM [9], a free web
application available for most desktop and mobile operating systems, based on
A-Frame and AR.js. Currently, 70 molecules can be visualized using smartphones
or desktop cameras, after the recognition of one of the physical markers provided
by the platform. MoleculARweb [19] is a widely diffused web platform for visu-
alizing molecular models in virtual and augmented reality. Markers are used in
augmented reality not only for visualizing molecular representations but also for
highlighting, through the direct manipulation of the markers themselves, inter-
actions between different structures. In this platform, some of the visualization
features can be launched using the WebXR functionality that detects flat sur-
faces and superimposes the models on top of them, instead of using markers.
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Because of the success of this tool, the authors have proposed later a tool for
overcoming the limits of the initial set of molecules mapped to the markers.
This online tool [7] permits users to generate VR/AR models compatible with
the platform, starting from a PDB file. The output of the processing is sent
by mail to users who can decide to use it for a marker-based or marker-less
visualization.

3 XRmol

The analysis of the available literature determined the design directions for the
XRmol project described in this paper. As anticipated, we decided to use web
technologies to grant immediate accessibility and ease the integration with other
web tools and libraries. The choice of relying on the web-based, cross-platform
WebXR standard, was done for augmenting the portability across devices and
operating systems and for granting longevity. In this respect, the history of inter-
active 3D visualizations for the web has demonstrated the superiority of stan-
dards (e.g., VRML, X3D) to proprietary solutions. WebXR, although still in
development, represents the most advanced API that brings also the possibility
to design for different paradigms: inline (desktop and mobile screens), VR and
AR. This grants flexibility and it is also an interesting opportunity for making
comparisons. As anticipated, this work has a special focus on AR, which is a less
explored paradigm, as underlined in [13], but has great potential in terms of inte-
gration in the flow of research and educational activities in labs and classrooms
and collaboration with colleagues. Besides, the choice of privileging a solution
based on personal smartphones improves portability and immediate access and
permits the arrangement of educational experiences with a large number of stu-
dents. Most of the examined AR works take advantage of physical markers for
triggering the visualizations. Although this may represent a point of strength
in the case of advanced interactions like in the MoleculARweb platform, it is
also a point of weakness because it limits the number of molecules that can be
visualized. For this reason, we decided to go for the marker-less solution and we
complemented this choice with seamless access to the huge PDB dataset, a fea-
ture that is missing or requires some kind of intermediate manual pre-processing
in most of the AR solutions examined.

XRmol is fully written in Javascript, HTML and CSS. It is composed of three
modules: a parsing module to retrieve and parse PDB files from Protein Data
Bank [2] or uploaded from the user’s device; a rendering module to generate and
render 3D models of molecular structures and an interaction module to analyze
and interact with them in three different environments: inline (desktop/mobile
screens), immersive VR and AR. XRmol makes use of external API/libraries for
rendering 3D molecules in the three environments, namely WebGL [27], Three.js
[25] and WebXR [29]. The XRmol inline visualization mode is supported by all
browsers while the AR and VR modes strictly depend on WebXR, which fully
supports the latest releases of Chrome, Opera and Firefox. At the moment, we
mainly focused on the inline mode because it grants the widest portability, and
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on the AR mode for the potential in educational and research settings, and for
the challenges it poses. An additional reason is related to the COVID pandemic,
which brought issues for sharing devices (i.e. HMD) that usually are not owned
by many persons. On the contrary, inline and AR modes could count the wide
availability of devices for personal use. However, the implementation of the VR
mode is in progress, and it will be considered for release in future versions of the
platform.

The XRmol graphical user interfaces (GUI) for desktop and mobile devices
are shown in Fig. 1. They have been designed following a user-centered design
approach. Three categories of users have been identified who may be interested
in using XRmol: students, teachers and researchers. For each category or User
Personas [6], the User Stories and User Flows have been developed, in order to
describe features appreciated by a user using software and to derive from them
a possible structure for the application. For example, Johanna Lee is a 38-year-
old teacher with a PhD. in biology, whose main goals are to be a good teacher
and train future biology experts. The main barriers to her activity are the dif-
ficulties in explaining chemical concepts and permitting students to manipulate
molecular models. The related User Flows for this Persona describe how to show
protein different colors to capture the students’ attention, how to display bonds
for explaining secondary and tertiary structures, how to show nucleic acid struc-
tures for explaining base pairing, and how to take advantage of AR for engaging
students and permitting them to have a better comprehension of molecular struc-
tures. Once the different functionalities were established, the interfaces for the
inline mode (desktop and mobile, see Fig. 1), as well as for the AR mode (see
Fig. 2), were developed. The graphical style and rendering of molecules are the
result of a trade-off between expressiveness and quality of representation in order
to obtain fast visualization on mobile devices.

Fig. 1. Left: Desktop devices GUI; Right: mobile devices GUI

AR interaction for smartphones takes advantage of a two-level horizontally
scrollable menu placed at the bottom of the interface (see Fig. 2). This solution,
stemming from an initial prototyping work, is meant to minimize the occlusion
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of the real scene by the visual widgets currently in use. The first level is char-
acterized by the use of icons for minimizing the horizontal width of the menu
and for offering a visual cue that can be easily learned to speed up interaction.
The second-level menu is semi-transparent and uses only textual labels. While
most application functionalities can be accessed from this menu, the control of
the molecule representation in terms of translation, rotation and scaling takes
advantage of different mechanisms. Touch interaction is used for establishing the
position of the molecule on the selected horizontal plane (see Fig. 2c). Rotation
can be adjusted by manipulating a spherical widget with shares its center with
the center of the molecule (see Fig. 2, from d to h). Finally, scaling can be oper-
ated with a pinch gesture. In addition, users can change their position to see the
molecule from other directions or get near to examine the molecule’s details.

When XRmol is first opened, the 1CBS protein is taken from the PDB data-
bank and rendered by default. We proceed by briefly describing the various
interactions, with the help of screenshots taken from a mobile device to show
the AR mode rendering.

Users can render molecules in XRmol in two ways: by uploading their own
file in PDB format [18] or by searching for it in the PDB Bank [2] using its four-
letter identifier, as shown in Fig. 2a. Once the protein is shown, its structure can
be explored in four different display modes: Wireframe (see Fig. 2b), Ball and
Rod (see Fig. 2d), Sphere (see Fig. 2e) and Secondary Structure (see Fig. 2f).
Ligands and water molecules can be added to the scene, for instance, Fig. 2g
shows the secondary structure of a protein and its water molecules as spheres.
XRmol also allows for representing the protein surface in different ways, for
instance, Fig. 2h shows the Van Der Waals surface of the protein under study.
Moreover, XRmol offers a wide range of colors for molecules. For instance, the
classical color scheme is used for showing atoms (see Figs. 2d and 2e), residues
(see Fig. 2f) and chains (see Fig. 2g). Finally, The VR or AR visualization modes
can be activated through the available menu, see Fig. 2c. The VR visualization
mode is currently under development and will be considered for the next releases
of the tool. Instead, by selecting the immersive AR mode, the users can decide
where to place the protein as the WebXR Hit Testing module has found a surface.
Once it is positioned, it can be rotated and resized, but not moved.

4 Pilot Study

4.1 Volunteers

The prototype was evaluated with a pilot study that involved 14 volunteers
aged 25–60 and was focused on the augmented reality paradigm, which repre-
sents the most innovative interaction modality of the project. The volunteers
included chemists, physicists, biochemists and biologists in different stages of
their careers (teachers, researchers and PhD students). All test participants had
already used protein viewers in the past, e.g. PyMol [22] in particular. In addi-
tion, one candidate also had experience in programming molecular viewers. None
of them had tried augmented reality viewers before this test.
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(a) Search/upload a
PDB file

(b) Wireframe vi-
sualization

(c) AR mode: pla-
cing the protein

(d) Ball and rod co-
lored by elements

(e) Sphere visual-
ization colored by
residues

(f) Ribbon visua-
lization colored by
residues

(g) Ribbon colored
by chain and water
molecules as spheres

(h) Protein with the
Van der Waals sur-
face

Fig. 2. XRmol examples in mobile inline and AR modes
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4.2 Study Setup

After a brief introduction on how to access the AR paradigm of the application,
all users were invited to try XRmol. They were not given specific tasks, but
everyone was free to try all the available functions, using both the mobile inline
and AR modes. Volunteers were able to explore the protein under study by
exploiting all the possibilities offered by XRmol.

At the end of the test, volunteers were asked to fill in a survey. First of all,
we asked the participants to give an answer to 5 questions related to the factors
that, according to Jacob Nielsen, define usability:

1. Learnability: How difficult was it to learn to use the system?
2. Efficiency: How fast could you accomplish your task with the XRmol inter-

face?
3. Memorability: How easy would it be to remember how to interact with the

interface in future sessions?
4. Error Tolerance: How much helpful was XRmol for informing you, through

dedicated messages, about your errors?
5. Satisfaction: How much did you like to use the XRmol interface?

Then, in order to have additional insights about the two different interaction
modalities for mobile devices (inline and AR modes), we asked the volunteers to
evaluate the simplification of zooming and rotation operations and the additional
connection with the real environment permitted by the AR mode.

For all the questions mentioned above, the participants were asked to give a
score using a 5-point Likert scale. The closed questions were complemented by
two open questions focused on the main points of strength and weakness of the
interface.

4.3 Results

The Tukey box plot displayed in Fig. 3) summarizes the answers to the closed
questions. Three quartiles out of four are associated with the minimum score (1,
i.e., very easy) measuring the difficulty of learning, and with the 4–5 score range
for the other four usability parameters.

All the users assigned a score in the 4–5 range to the parameters that measure
the simplification of interaction brought by the AR paradigm. Finally, most users
appointed a score in the 3–5 range to the connection with the real world added
by the AR paradigm. Only a single user appointed a score equal to 2 for this
parameter.

The points of strength cited in the answers to the first open question included:

1. the ease of visualization;
2. the rapid visualization of crystallographic structures;
3. the immediate access without the need to download software or data sets;
4. the integration with the PDB databank;
5. the access from a personal smartphone;
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6. the fact that augmented reality permits to access visualization without losing
contact with colleagues and the lab environment;

7. the great potential for research, teaching, and stimulating citizens’ awareness.

The points of weakness cited in the answers to the second open question
included:

1. the fact that XRMol is rapid, but it requires fast smartphones for visualizing
the most complex structures;

2. the lack of an initial tutorial, useful for non-experts (students and citizens);
3. the lack of color personalization;
4. the difficulty to export hi-res images.

Fig. 3. The results for the five usability questions (green boxes) and the two additional
questions related to simplification and connection issues (yellow boxes). The dashed
lines represent the means for each parameter. (Color figure online)

4.4 Discussion

The evaluation study displays that XRMol has an interesting potential. The rest
of the section discusses the results for each of the considered parameters and the
answers to the open questions.

Learnability. All the users agreed on the fact that the system has a high degree
of learnability, as outlined by the very low scores obtained for the difficulty of
learning. All the volunteers were able to use XRmol and didn’t ask for support
after the initial briefing. The use of specialized terms was not a problem because
the participants all had experience with protein viewers, as they are part of their
daily work tools, and were therefore already familiar with the terminology and
functions used by this type of software. However, some volunteers outlined in the
open questions the potential of XRmol as an educational tool for students and
even for citizens, and therefore they suggested that, in this scenario, it would be
useful to provide an initial tutorial.

Efficiency. The speed of rendering of the protein structures and the speed with
which it was possible to apply changes allowed an optimal user experience in
many situations, even if one user mentioned that complex visualizations could
be an issue for low-performance smartphones and therefore assigned a 2 score.
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Memorability. Volunteers esteemed that remembering how to use the application
after the initial trial would have not caused trouble. This stems not only from
the generally very high scores but also from the open questions, where the ease
of use of the interface was mentioned.

Error Tolerance. The good score obtained for this parameter is most probably
due to the fact that most interactions are based on the selection of functionalities
from a two-level menu placed in the lower part of the interface and this grants
the possibility to explore options and to recover readily from unwanted situa-
tions. Besides, in the AR interface, traditional view adjustments like panning
or zooming, were converted to physical actions by the user which manipulated
the smartphone and also this feature granted an easy recovery from unwanted
situations. Other situations that require direct user input or the availability of
the network connection were managed through dedicated error messages that
directed the user toward the solution of the problem. For example: if the user
entered a PDB code that does not exist, XRmol informed her by recommending
to try another one. For the sake of clarity, we also mention that XRmol takes
advantage of WebXR [29] that is under development. The available implementa-
tion sometimes caused unexpected errors, like the disappearance of the protein
from the scene, which occurred when it was no longer framed by the smart-
phone or when the user got too close. Users were advised about this possibility
and asked not to take into account this issue when assigning the error tolerance
score.

Satisfaction. At the end of the tests all the users were very satisfied with XRmol.
In particular, as outlined in the answers to the open questions, they showed
enthusiasm for the possibility of viewing the molecules in augmented reality.
They appreciated the intuitive AR interaction that helped to understand the
structure of the molecules. Besides they focused on the advantages of using
immediately personal devices without the need to install special tools and with-
out losing contact with colleagues and the working environment. AR was con-
sidered very useful both for safety reasons (labs can be dangerous places) and
the possibility to discuss and to use the other tools that are part of the working
routine. The request to add the possibility to export hi-res images underlines
the interest in inserting XRmol in the daily workflow. According to [13], the
task of extracting data, images, or video from a 3D molecular representation is
one of the activities that help its integration into the workflow of scientists. The
functionality has already been integrated into the current version of XRmol.

Simplification of Zooming and Rotation Operations with AR. The high scores
assigned by the users underline the appreciation for the simplification brought by
the AR paradigm. Converting zooming and rotation operations to the physical
manipulation of the device permitted to hold it with a single hand in many
situations, consulting books or taking notes with the other hand.

Connection with the Real Environment. Also the additional connection permit-
ted by the AR received a positive evaluation by the users, although less .- Some
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users outlined in additional comments the feeling of lively navigating the pro-
teins and the engagement triggered by this modality, considered important for
students and non-experts.

Answers to the open questions related to the points of strength and weakness
of XRmol outlined the appreciation for the direct access to the PDB repository,
a feature not available in the other AR platforms. Also, the other qualifying
features of the platform, like immediate access without the need to download
the software, the use of the personal smartphone, and the possibility of using
the AR application without losing contact with the real environment were posi-
tively mentioned by the volunteers. Concluding, all the test users concluded that
XRmol is a tool they would surely use during their research.

Critical remarks were mainly related to the request for additional features.
Besides, in spite of the fact that all the volunteers recognized the speed of visu-
alization of XRmol, they underlined the need for fast smartphones. Finally, the
request for an initial tutorial for non-experts underlines again the interest of the
University researchers in the educational potential of XRmol.

5 Conclusion

XRmol is a web platform under development that permits the representation of
molecules taking advantage of different interaction paradigms. In this work, we
have focused on the AR paradigm, whose potential has been extensively out-
lined. The user study has given initial feedback that outlines the interest of the
potential users in inserting the tool into the daily workflow of research activi-
ties. Besides, all the users underlined the educational interest of the platform and
requested additional features, like an initial tutorial, to support it. Future work
will consider not only VR implementation but also additional exploration of the
potential of AR technology for collaboration in real settings. As outlined in [13],
HMDs can be helpful for remote collaboration, but they isolate the user from
the real world and therefore probably are not the best choice for performing
other complementary actions, like manipulating other lab tools or collaborat-
ing in presence. In this respect, AR has a potential worth exploring, because
it permits direct human communication, including non-verbal communication
like pointing to the 3D representation for outlining issues, annotating or even
modifying its structures.
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19. Rodŕıguez, F.C., et al.: MolecularWeb: a web site for chemistry and structural biol-
ogy education through interactive augmented reality out of the box in commod-
ity devices. J. Chem. Educ. 98(7), 2243–2255 (2021). https://doi.org/10.1021/acs.
jchemed.1c00179

https://doi.org/10.1515/cti-2019-0009
https://doi.org/10.1515/cti-2019-0009
https://durrantlab.pitt.edu/pvr/
https://doi.org/10.1007/978-3-322-99786-9_1
https://doi.org/10.1016/j.jmgm.2022.108164
https://doi.org/10.1016/j.jmgm.2022.108164
https://www.sciencedirect.com/science/article/pii/S1093326322000432
https://miew.opensource.epam.com/
https://miew.opensource.epam.com/
https://doi.org/10.1021/acs.jchemed.0c01317
https://doi.org/10.1021/acs.jchemed.0c01317
https://doi.org/10.1002/pro.3235
https://doi.org/10.1002/pro.3235
https://spdbv.vital-it.ch/
https://spdbv.vital-it.ch/
http://www.jmol.org/
http://www.jmol.org/
https://doi.org/10.1111/cgf.14738
https://doi.org/10.1111/cgf.14738
http://webglmol.sourceforge.jp/index-en.htmll
https://doi.org/10.1145/3359997.3365724
http://www.cgl.ucsf.edu/chimera
http://www.cgl.ucsf.edu/chimera
https://doi.org/10.1021/acs.jchemed.1c00179
https://doi.org/10.1021/acs.jchemed.1c00179


3D Molecules Visualization with XRmol 149

20. Rose, A., Hildebrand, P.: NGL viewer: a web application for molecular visual-
izationngl viewer: web-based molecular graphics for large complexes. Nucl Acids
Res 43(W1), W576–W579 (2015). http://proteinformatics.charite.de/ngl-tools/
ngl/html/ngl.html, https://doi.org/10.1093/nar/gkv402

21. Rose A.S., Bradley A.R., Valasatava, Y., Duarte J.M., Prlić, A., Rose,
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Abstract. It requires an elaborated set of measurements to assess how
the performance of tasks conducted in VR is composed. Flow is a mea-
surement widely used in other domains as a predictor of performance and
has been shown to be positively correlated with performance. However,
some previous works indicate that flow might bring different results in
VR than in traditional environments. It is not well known for VR environ-
ments how this phenomenon relates to usability, workload, and presence.
Therefore, this work reports on an experiment that allows positioning
flow among the other measurements, using a spatially distributed task.
The results suggest that flow correlates negatively with performance,
workload, and presence, which supports VR-specific previous work while
it contradicts findings from other domains. Flow is positively correlated
with usability in this experiment, which is in line with expectations from
previous work.

Keywords: Flow experience · Transitions · Usability · Workload ·
Presence

1 Introduction

Application areas for virtual reality (VR) go beyond simply replicating physical
environments, as illustrated by Wexelblat [41]. For example, the simulation of
manufacturing processes as described by Mujber et al. [28] or virtual and aug-
mented reality scenarios for data analysis [39,46]. Especially for application fields
like immersive analytics (IA), Skarbez et al. [34] denote that it is a matter of
performing tasks as well as possible, which raises the need to understand in the
best possible way what psychological states induced by the virtual environment
(VE) contribute to the performance shown in tasks.

Purely assessing the performance provides information about whether the
user is doing the task well or poorly. However, it only gives a limited indication
of which aspects of the virtual environment lead to this performance. To identify
these aspects, a deeper understanding of the mechanisms by which interaction
with VR impacts the psychological state of the user and how these mechanisms
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can be further developed to derive the greatest possible benefit from the use of
VEs for work tasks is necessary. Flow experience as characterized by Csikszent-
mihalyi [9] emerges whenever there is an optimal fit of human skills and task
demands. It seems to be a promising candidate, as it is usually positively cor-
related to task performance and even counts as a solid predictor for it in cases
where users do not interact with VEs [1,20,29]. Furthermore, other measures
from the VR domain and broader Human-Computer Interaction (HCI) research
are associated with task performance. These include workload, usability, and
presence. Usability is considered to be the gold standard to measure the quality
of use in interfaces (c.f. ISO 9241-11 [2]) and can be measured by question-
naires as e.g., the System-Usability-Scale (SUS) [6]. Workload is the degree to
which a task requires the user’s cognitive resources [42]. Another widely used
metric in the VR domain is presence, usually described as the feeling of “being
there” introduced [37] and later extended by Slater [36] to place and plausibil-
ity illusion. In the form of two unstandardized items, presence has also already
been investigated in the context of VR scenarios with transitions [18]. While the
workload, usability, and presence have found some breadth in the evaluation of
VR environments, rather little research has been done in previous literature on
how flow relates to VR environments and performance. This raises the research
question:
How does flow compare to existing measurement methods for examining psycho-
logical states during task processing in VR environments?

The present work contributes to the answer to this question with an explo-
rative investigation of flow experience as a psychological measure known from
other contexts for its connection with interaction and task performance. It is
assessed in a laboratory study in which participants had to complete a task with
transitions. It is then analyzed for correlations with task performance alongside
workload, usability, and presence.

The goal of this analysis is twofold: On the one hand, it investigates if previous
findings about the flow-performance relationship are reproducible in the VR
domain. On the other hand, there might be aspects of the psychological states
accompanying tasks in VR, that can be more thoroughly explained by combining
flow with other measurements.

The main contribution of this paper is to provide insights into the character-
istics that flow shows in relation to task performance next to workload, usability,
and presence as a potential basis for future research hypotheses in the field.

2 Background and Related Work

The selection of correlates considered here is based on a search for measures
that already show a relationship to task performance in known situations. In
the literature research conducted for this purpose, workload, flow experience,
and usability in particular stood out. Additionally, we consider presence, as it is
an established measure in VR research [32]. In the following, the connections to
performance found in the literature are presented.
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2.1 Workload, Usability, and Presence

Workload, or task load can be described as the amount of mental effort required
to complete a task in consideration of limited cognitive resources [42]. Apart
from the secondary-task paradigm [30], a common technique to assess workload
induced by a task is the NASA-TLX questionnaire, developed by Hart and Stave-
land [17]. It has been used in a wide range of investigations, including, but not
limited to, robotics, teleoperation, and computer use [16]. Longo et al. [26] find
that workload predicts performance in non-VR scenarios. Because of its strong
relation to task performance and user satisfaction, workload is an important
metric to be included in this work.

Usability is a concept that has enduring relevance in HCI because it repre-
sents a universal measure of whether or not a system is usable in principle [15].
It is commonly measured using the System-Usability-Scale developed by Brooke
[6]. Usability has been considered in different situations and relations. This is
also the case in the context of performance. Longo [26] finds that usability is a
variable related to performance independently of workload, while Lin et al. [25]
find that subjective usability-related measures are linked to task performance.
However, when it comes to usability in the context of work, for instance, Seeliger
et al. [33] find that although users think they would need less time for a task
when using augmented reality (AR) with high usability scores for a task, they
did not need more or less time compared to other technologies. This contra-
dicts findings from the web domain, where, e.g., Leporini and Paternò [24] find
that increased usability shortens the time needed to navigate certain web pages.
The aforementioned findings about usability show that more work on clarifying
the relations to other measurements can help with putting results in the right
context, which is why we include usability in the study at hand.

A widely used measure in the context of VR is the construct presence, which
was designed with the idea that a VE fulfills its purpose of embedding a user
into a digital world if it gives the user the feeling of actually “being there” [37].
However, the nature of the construct implies that this method can only be mean-
ingful and effective if the core concern of the VE does exist in the participant
[35] and the application’s purpose is to make the users believe that they are
in the VE. This is why Slater extended the concept to place and plausibility
illusion [36]. There are questionnaires of different lengths to measure presence.
For example, the Slater-Usoh-Steed questionnaire [40] consists of 6 questions. To
quickly assess presence, it is desirable to keep questionnaires as short as possi-
ble, which is why sometimes shorter or even single-item questionnaires are used
as in e.g., Zielasko et al. [44] (“I felt physically present in the virtual world”),
Zielasko and Law [45] (“How present (‘really there’) did you feel during the
last level?”). Husung and Langbehn [18] use a novel, short method for assess-
ing presence in the context of transitions using two questions taken from Men
et al. [27], answered on a 7-Point scale (“The transition technique reminded me
that I was in a virtual world.” and “The transition technique made the virtual
world become less real.”). We observe the advantage that the two questions are
context-related, while quick and easy to answer for the participants, which is
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especially helpful for studies where participants have to answer several question-
naires. Presence as a measure related to virtual environments is omnipresent [13]
and it would therefore be incomplete not to consider this aspect when looking
at correlates in VEs. That being said, there are some interesting observations
in the literature about presence in combination with task performance in VR.
For example, Cooper et al. [7] find that presence and performance are negatively
correlated in a wheel-changing task on a virtual car. This contrasts with find-
ings by Youngblut and Huie [43], who report a significant positive correlation
between presence and performance. Also, Lackey et al. [23] report that in a mil-
itary training task, certain facets of presence can serve as a predictor of task
performance. As there seems to be a need for more data regarding the relation
between presence and task performance, we add to this by including presence in
the investigation.

2.2 Flow

According to Csikszentmihalyi [8], flow experience is characterized as an optimal
fit of human skill and task demands, which results in a highly motivating and
enjoyable feeling for the person experiencing it. Csikszentmihalyi further states
that experiencing flow may make humans conduct a task even if it means high
costs. Usually, this also is accompanied by better performance. For example,
in athletics, Jackson et al. [19] find that flow correlates with the performance
of athletes with r =.18 to r =.48. Engeser et al. [11] find that flow predicts
the outcome of a university course (β = .32, p < .01) In research with expert
users, Batch et al. [1] employ performance, space utilization, and presence to rate
their IA application ImAxes. The authors discovered that the test participants
had an intense sensation of presence. Noticeable is the fact that during usage,
a psychological state developed that caused the user to lose track of time and
appeared to be a key component of the good experience. The test subjects rated
this occurrence as being especially encouraging and helpful for the data analysis
procedure. Even though Batch et al. do not expressly call it that, the description
of this condition is very similar to Csikszentmihalyi’s [9] flow experience.

In contrast, research findings by Bian et al. [3] indicate a weakening of the
normally assumed positive relationship between flow and performance when the
task is performed in a virtual environment. This, in turn, raises the question
of how a strongly perceived flow experience should then be interpreted. The
authors suggest that this could be due to a lack of congruence between the
interaction methods and the task requirements [4] or to the presence or absence
of distractors [5].

Due to the scarcity of findings in the literature concerning the relationships
between flow, workload, presence, performance, and satisfaction in spatially dis-
tributed VR tasks, we decided not to formulate any specific hypotheses in this
study but rather to contribute to the data pool through an exploratory method.
In light of the presented literature, we specify the research question from the
introduction further: Is flow experience poorly related to performance or biased
by other psychometric measures in a spatially distributed memory task?
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3 User Study

To investigate our research question of how flow experience compares to other
psychometric measures in the context of VR, an experimental design was needed
that lets users process a moderately demanding task, including a calibrated
amount of interaction with the VE. This way, the chance of coming as close as
possible to an optimal fit of the participant’s skill and task demands, hence the
chance of experiencing flow, would be highest.

3.1 Task

To achieve a calibrated amount of interaction, we chose a memory task that
required participants to solve a memory game in which ten different pairs of
objects were hidden under boxes in two environments (cf. [12]). The two envi-
ronments were an office and a farm environment. The boxes that hid the object
pairs were placed as shown in Fig. 1. The positions of the objects were not con-
gruent in the two environments, i.e. neither the boxes nor the hidden objects
were in the same places in both environments. In the farm environment, pairs
of farm-related objects were hidden under the crates (pumpkin, beehive, apple
crate), while in the office environment, office-related objects (pencil cup, folder,
lamp) were hidden. In addition, objects related to pirates (skull, compass, bomb,
treasure map) were placed in such a way that the other item in each pair could
only be found in the other environment. This forced the additional interaction
for the transition between the environments so that the intended circumstances
for observing flow, usability, workload, and presence were created. Further, par-
ticipants were instructed to solve the memory task with the least amount of
errors and should take their time to do so, thus, experiencing no time pressure.

Fig. 1. Used environments from bird’s eye view.
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3.2 Transitions

Using the described task, a laboratory experiment with six conditions was per-
formed in a within-study design. The conditions differed in the method used to
transition between environments. While the task types were the same for all con-
ditions, they were not the exact same task each time. The tasks that a subject
completed differed between trials in that the hidden objects were in different
locations in each condition. This reduced learning effects. The transitions used
were cut, dissolve, fade, transformation, orb, and portal, as described by Husung
and Langbehn [18]. While cut, dissolve, and fade were inspired by filmmaking,
transformation, orb, and portal were inspired by existing VR applications. A cut
is the most common transition in movies [10] and was implemented as an instant
teleport to the target environment without any visual animation. The dissolve
transition is a transparent crossfade over 1.3s and is often considered an alter-
native to cut that provides a higher continuity but requires more time [18]. The
fade transition is similar to the dissolve transition, but instead of a transparent
crossfade, the user perceives a short fade to black over 1.3s while they get tele-
ported to the target environment. With the transformation transition, the user
perceives a rift that expands around them over 1.3s, revealing the target envi-
ronment, and was introduced by Husung and Langbehn. This transition aimed
to utilize VR-specific features and was inspired by the “NVIDIA VR Funhouse”
application. All these four transitions could be triggered by pressing the trigger
button of a controller at any time. With the orb transition, the user could create
a floating orb (d = 0.2 m) above their controller by pressing the trigger button,
providing a 3D preview of the target environment. To transition to the target
environment, the user had to move the orb closer to their head. This transition
was inspired by the VR applications “The Lab” and “Budget Cuts”. Lastly, with
the portal transition, the user can spawn a portal (1 m × 2.25 m) in the center
of the environment by pressing the trigger button, providing a 3D preview of
the target environment. To transition, the user then simply walks through the
portal. The portal is a common transition in video games, like “Portal”, and VR
applications [14,22,38].

3.3 Procedure

In each condition, the participant was assigned one of six transitions and solved
the memory task. To find all pairs, the participant had to switch between both
environments multiple times, i.e. every time a pirate object was uncovered.

After each condition, the participant filled out the Flow Short Scale (FSS)
[31] for flow, the NASA-TLX [17] for Workload, the SUS [6] for usability, and
two presence questions [18] for presence. Further, we measured an error rate on
how many wrong boxes the participant revealed against better knowledge as an
indicator of task performance.
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3.4 Apparatus

The HTC Vive Pro with a wireless adapter was used, and the study was imple-
mented with Unity 2021.3 and the XR Interaction Toolkit 2.0.4.

3.5 Sample

An a priori power analysis with α= .05, 1-β = .65, and ρ= 0.4 indicated a
required sample size of 24 Participants. The sample in this experiment has 24
participants whose ages ranged from 20 to 41 years with M = 25.71 ± 4.667.
15 (62.5%) identified as male, 8 (33.3%) as female and 1 (4.2%) as diverse. 22
(91.7%) stated to be right-handed and 2 (8.2%) left-handed. Further, 18 (75%)
had prior experience with VR, and 14 (58.3%) with 3D video games. To assess
motion sickness, the Fast Motion Sickness (FMS) [21] scale was used. Partici-
pants reported low scores for motion sickness (M = 1.1, SD = 1.45, range = 0–9).

4 Results

The results obtained for flow, workload, usability, and presence are described
below. All statistics have been calculated in IBM SPSS Statistics. Table 1 shows
Pearson correlation coefficients for all captured measurements. As displayed, the
NASA-TLX measurements correlate moderately with all other measurements
except presence, which is why workload is considered a potential confounding
variable in further analysis.

Table 1. Correlations for all captured measurements, not controlled for workload

Flow Perf TLX Presence SUS

Flow 1

Performance 0.03 1

TLX –0.37* –0.45* 1

Presence –0.25* 0.15 0.02 1

SUS 0.41* 0.13 –0.37* –0.27* 1
∗p < 0.05

The standard correlation coefficient for flow and performance across all tran-
sition methods is not significant (p >.815). However, partial correlation with
workload as a control variable reveals a small negative correlation of flow and
performance (r = –.166, p = .048). Looking at the results within each condi-
tion as displayed in Table 2, a moderate correlation occurs in the cut transition
condition (r = .437, p = .033). However, no significant correlation coefficients
between flow and performance are observed within the remaining experimental
conditions (all p > .14). A different picture emerges when controlling for per-
ceived workload. As can be seen from Table 3, a moderate negative correlation
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(r = –.505, p = .014) occurs in the Transformation condition when controlling
for workload. All other correlation coefficients for flow and performance do not
appear to be significant when controlled for workload (all p > .112).

Table 2. Table showing the correlation coefficients for all transitions, not controlled
for workload

Transition Flow (p) Performance (p)

Cut Performance .437 (.033)*

Sus .090 (.677) –.050 (.815)

Dissolve Performance –.113 (.598)

Sus .408 (.048)* .306 (.146)

Fade Performance –.235 (.270)

Sus .073 (.736) .435 (.034)*

Orb Performance .039 (.858)

Sus .676 (.001)* .025 (.908)

Portal Performance .310 (.140)

Sus .371 (.074) -.016 (.941)

Transformation Performance –.308 (.144)

Sus .317 (.131) .164 (.445)
∗p < 0.05

As seen in Table 1, flow shows a moderate correlation with usability all
conditions combined, which even persists when controlling for workload (r = –
.32, p < .001). However, the correlation coefficients for each individual transition,
as shown in Table 2 and Table 3 respectively, reveal that this might mainly be
driven by the Orb condition.

Moreover, without controlling for workload, flow correlates negatively with
the presence measure used in this work (c.f. Table 1). The same applies when
controlling for workload (r = –.25, p = .002). Furthermore, when controlling
for workload, presence shows a small correlation with performance (r = –.17,
p = .037).

There is a moderate negative correlation between workload and flow (r = –
.37, p < .001) which persists when controlling for all other measurements (r = –
.31, p < .001). Regarding the relation of workload and performance, there is
a negative correlation between workload and performance across all transition
types (r = –.447, p < .001), which is also found within the individual groups.
The only exception is the orb transition, where no significant correlation was
found (r = –.052, p = .08).
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Table 3. Table showing the correlation coefficients for all transitions, controlled for
workload

Transition Flow (p) Performance (p)

Cut Performance .253 (.245)

Sus .004 (.987) –.031 (.887)

Dissolve Performance –.341 (.112)

Sus .319 (.138) .137 (.534)

Fade Performance –.269 (.214)

Sus .104 (.638) .194 (.374)

Orb Performance .014 (.950)

Sus .586 (.003)* .002 (.991)

Portal Performance .069 (.754)

Sus .296 (.170) –.273 (.207)

Transformation Performance –.505 (.014)*

Sus .298 (.167) .047 (.831)
∗p < 0.05

5 Discussion and Future Work

The correlations found provide insight into how psychometric measures and per-
formance are related. It is apparent that the correlations between performance
on the one hand and flow, presence, and usability on the other are confounded
by workload. This is shown by the finding that workload correlates with perfor-
mance and all psychometric measures, except presence in this investigation. The
main finding, however, is that in the context used here, flow appears to have
a negative partial correlation with performance. This appears contradictory to
theoretical assumptions from other contexts that would assume that flow is pos-
itively correlated with performance. Simultaneously it seems to support other
findings from the VR domain that also find a weaker relation of flow and per-
formance in sports and learning environments [3] Since this correlation is only
found here when controlling for workload, it could hypothesized that perceived
workload plays a role in the bias here. According to the flow theory [8], the
perceived workload should be optimal at high flow, which would lead to bet-
ter performance. The opposite appears to be the case in this experiment. This
observation leads to the question: What is the primary source for perceived flow
and workload while using VR? One hypothesis, that would need to be tested in
future work, is that a higher perceived workload might not be related to the task
but to the interaction. Likewise, it can be hypothesized that perceived flow could
be less related to the task and more to the interaction. If the participant is put
into a state of flow by the mere interaction, this could push the actual task into
the background, which in turn could lead to poorer performance. Another task
for future research is to find out how these findings can be used for the devel-
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opment of future VR applications. Is there an optimal style that interactions
should have such that they do not interfere with the user’s cognitive resources
for the task, and if yes, how would they differ between use cases?

5.1 Limitations

As the task here was a memory game, the result’s generalizability can be
improved by repeating similar investigations with other use cases, for example,
data analysis tasks or games. Moreover, although the method to assess pres-
ence here seems to be appropriate for the use case, comparability with other
studies regarding presence could have been enhanced by adding a commonly
used questionnaire e.g., the Slater-Usoh-Steed questionnaire [35]. Furthermore,
it should be noted that the present work exploratively investigates the relation-
ships between the mentioned measures. This implies that no definite conclusions
should be drawn based on the results reported here. Rather, it is a data basis
on which hypotheses can be formed that should subsequently be tested in future
work using appropriate empirical methods.

6 Conclusion

In the present study, correlations between flow, usability, presence, and per-
formance during task processing in VR environments with location transitions
were investigated. The correlations found allow the positioning of the individ-
ual measures in relation to each other and give indications that measures such
as flow, which are known from conventional task processing environments for
positive correlations with performance, could change their meaning in VR. This
is an important indication for those who use these measures to evaluate their
VR environments. Future research should investigate if the different meanings in
VR derive from the amount or type of interaction and how to circumvent biased
measurements of psychometric variables in VR.
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Abstract. Mixed Reality (MR) technology has gained popularity in the manufac-
turing industry over the last few decades. In themaintenance field, it helps workers
in document analysis and decision-making during operations. While numerous
studies have demonstrated the empirical benefits of MR, few have examined its
applicability in a real industrial context. Among them, many focus on user per-
formance. The novelty of our work is to evaluate mainly the acceptance of MR
technology by experienced technicians using smart glasses for maintenance tasks
in a real industrial context. We conducted a user study involving 7 workers who
were asked to follow the instructions provided by an MR Technical Documenta-
tion (MRTD) developed considering authoring guidelines already validated in the
literature but only in a laboratory context. The industrial operators performed both
navigation tasks within the menu of the MRTD and a disassembly task, following
the instructions displayed on the smart glass. The evaluation in the real working
scenario showed that MRTD is highly appreciated by workers even if they have
no previous experience with smart glasses. These results allow us to confirm the
goodness of the design guidelines followed for the authoring of the MRTD.

Keywords: Mixed Reality · User Acceptance · Technical Documentation ·
Smart Glasses · Industrial Operator Support

1 Introduction

This research focuses on the behavior and attitude that industrial workers might have
if they are supposed to use Mixed Reality Technical Documentation (MRTD) using
smart glasses during real industrial maintenance tasks. Mixed Reality (MR) has become
a promising technology in the manufacturing industry during the last decades [1, 2].
In particular, it proves a great added value in maintenance since it helps workers man-
age complex, worker-centric processes and heavy cognitive load by providing visual
information, simplifying document analysis, and facilitating decision-making during
operations [1].

MR is a technology that promotes seamless interaction between real and virtual
environments [3], allowing workers to manipulate objects through a tangible interface

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Zachmann et al. (Eds.): EuroXR 2023, LNCS 14410, pp. 166–180, 2023.
https://doi.org/10.1007/978-3-031-48495-7_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48495-7_11&domain=pdf
http://orcid.org/0000-0002-7625-511X
http://orcid.org/0000-0001-5895-8412
http://orcid.org/0000-0003-4487-0457
http://orcid.org/0000-0001-7271-6137
https://doi.org/10.1007/978-3-031-48495-7_11


Evaluating the Worker Technology Acceptance of a Mixed Reality 167

metaphor and transition effortlessly between reality and virtuality. In other words, MR
not only enables operators to benefit from the added value provided by AR, which over-
lays virtual information onto real-world components to offer visual cues and simplified
step-by-step guidance, but it also allows them to interact with a non-referenced AR
interface by customizing it for their individual needs [4].

Although MR benefits are empirically proven and widely acknowledged by workers
[5], we still observe occasional usage in real industrial contexts. Many studies attributed
this shortcoming to the lack of knowledge regarding which technology is best suited for
certain tasks [6] or to the absence of optimal features (e.g., content authoring, interaction,
hardware capability, ergonomics) of the used technology in a specific task [7]. However,
nowadays, these barriers are no longer a challenge thanks to the rapid technological
advances [8]. Wireless commodity smart glasses, in fact, are becoming commercially
available. Specifically, the current most advanced Optical See-Through (OST) Head-
Mounted Display (HMD) Microsoft HoloLens 2 [9] offers the chance to engage in
hands-free work without holding a device such as a smartphone or tablet. Moreover, its
commercial availability and unique features [4, 8] allow to make it highly demanded by
companies as well as create more reliable guidelines. Therefore, in the literature, most
of the works discuss the optimal approach to convey maintenance instructions in MRTD
[10, 11] and the best MR interface to improve workers’ performance [12]. However, the
study on the learning skill and acceptance of an industrial worker when confronted with
this new technology is often overlooked.

AlthoughMRwas introduced almost several decades ago,MR applications formain-
tenance taskswith smart glassesweremostly limited to laboratory research. For example,
Aransyah et al. [13] developed an application for HoloLens to optimize the pipeline of
a maintenance procedure. They mentioned the benefits about the inspection speed and
accuracy. However, only a focus group tested the application in a laboratory-controlled
environment without worrying about how operators might react to this technology.
Schlagowski et al. [14] developed a prototype analyzing the user needs of a real industrial
scenario, but also in this case, they focused only on the user performance improvement
that can be obtained. Very few studies involve workers in a real industrial context focus-
ing on performance or ergonomic aspects rather than investigating the operators’ attitude
towards this technology [15, 16]. Even fewer works, finally, are interested in operators’
acceptability regarding this new technology. In [17], for example, a usability study was
performed to test a predictive maintenance system reliability. According to the authors,
workers understood the useful features of theMRapplication, but they required a training
to comprehend its usage fully. Therefore, further studies on users’ attitude are necessary.
Understanding why individuals embrace information technologies is crucial, as it can
aid in enhancing design, evaluation, and predicting how users will react to a novel tech-
nology [18]. Neglecting these potentials may trigger unforeseen outcomes, such as the
counterintuitive result that paper-based technical documentation leads to better results
than the MR technology in experimental studies [19].

In this work, we intend to focus on the behavior and attitude of industrial operators
if they are supposed to use MRTD using smart glasses in a real industrial maintenance
context rather than in a laboratory one. Therefore, we turned our attention primarily to the
experienced technicians’ ability to accept MR technology with unfamiliar interactions
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to them rather than evaluating only the improvement in their performance while carrying
out routine maintenance operations. For this purpose, we chose the Microsoft HoloLens
2 as HMD because of the system commercial availability and unique features that attract
companies nowadays. Therefore, the following research question is investigated: “in an
industrial maintenance context, how much is the workers’ acceptance towards a MR
technology using a HMD in their daily work life?”. To answer our research question, we
conducted a user study in which we evaluated the user’s attitude towards this emerging
technology by adopting the Technology Acceptance Model (TAM), which enables to
identify the factors that promote the systemusage [20]. The case study is themaintenance
of a real machine with which operators are used to work without changing the boundary
conditions, such as light and position of the equipment. After an initial training, real
workers were asked to interact with the Graphical User Interface (GUI) of a developed
MRTD of a gas-fired radiant heating system to perform navigation tasks within the menu
and a disassembly task. Then, their task completion time was measured and compared
with that of a focus group composed of MR experts to evaluate the impact of the training
on workers’ learning skills, especially from an interaction perspective. Feedback was
also collected to understand the operators’ opinions more closely regarding the use of a
MRTD. Another contribution of this study, finally, is also to confirm, in a real industrial
scenario, guidelines validated in previous laboratory tests, such as those regarding a
user-friendly interface [8], the readability of information with an OST display [21], and
the MRTD authoring [10].

2 MRTD Design for the Case Study

2.1 Definition of User Needs

As a case study, we chose a real maintenance scenario of the company Upgrading
Services SpA.Wewere engaged in a research project aimed at designing and developing
aMRTD for a gas-fired radiant heating system (Fig. 1). Therefore, we were given access
to both the machine and its maintenance manual in PDF format and native language.

Fig. 1. Machine (gas-fired radiant heating system) that the designed MRTD refers to.
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After understanding the functionality of themachine,we defined themain user needs,
listed in Table 1, together with the company managers and experienced technicians.
Based on the user needs, we defined the MRTD content distinguishing the sections
where AR has added value in maintenance operations (referred to as “AR scenes”) from
those where AR does not appear to have added value but is still essential for providing
a complete manual (referred to as “MR scenes”) to respect UN-005. We designed the
MRTD for this specific use case. However, the framework can be reused for other cases
by simply replacing the pages of the new manual as to the MR section. As for the AR
section, after adapting the content according to the required task type, the visual assets
used for the same information types can be replicated.

As for the device, we chose the Microsoft HoloLens 2 to respect UN-006 and UN-
007. Unity 3D Engine is the software used to implement the MRTD, including Mixed
Reality Toolkit packages and Vuforia Engine for tracking. An image target was designed
and placed inside the right panel of the machine in order for the “AR scenes” content to
work properly. The complete 3D CADmodel of the equipment was imported into Unity
to create the “AR scenes.”

Table 1. User needs deriving from the brainstorming with company managers and technicians.

ID User Need Source

UN-001 Identify the machine components Technicians

UN-002 Localize the machine components Technicians

UN-003 Understand the functionality of the machine components Technicians

UN-004 Facilitate understanding of elementary maintenance
operations

Technicians

UN-005 Provide all the information available in the PDF manual
without exclusion

Technicians, managers

UN-006 Intuitive and easy-to-use device Technicians, managers

UN-007 Be hands-free during maintenance tasks Technicians, managers

2.2 Definition of MRTD Content

We considered “MR scenes” those that do not require the information registration on the
real components involved in the tasks. Thus, they only require a navigation interface to
read information or select the “AR scene” to be viewed. Therefore, the developed “MR
scenes” are used for the following purposes: login the operator; provide instructions on
how to access “AR scenes” and how to view their contents with a natural feature; access
all content that does not require an AR scene such as warnings, machine technical data,
wiring diagrams, and calibration tables. Figure 2 shows an example of a “MR scene.”

Regarding “AR scenes,” we considered included in this category all scenes that
required the information registration on the real components involved in the tasks. We
identified 3 sections in the manual where AR technology can provide high-added value.
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Fig. 2. Example of a “MR scene” of the developed MRTD with machine technical data.

The first “AR scene” is about gas flow adjustment with the following features: identify
the components of the flow regulator; understand their functionalities for calibration. The
second “AR scene” concerns the adjustment of the mixing damper with the following
features: identify the components of the mixing damper; understand their positioning
for calibration. The third “AR scene” concerns the disassembly of the thermal unit
components with the following features: identify and remove the components of the
burner, electrodes, and recirculationmotor. Figure 3 shows an example of an “AR scene.”

Fig. 3. Example of an “AR scene” of the developed MRTD about gas flow adjustment.

All AR information provided was designed following the “Minimal AR” authoring
approach that we presented in [10], for the optimization of visual assets to convey work
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instructions in manufacturing. According to this approach, if a work instruction only
includes the identity of a component, a drawing is used as a visual asset. If the location
of the component is also required, an auxiliary model is used. Finally, in cases where
the orientation of the component must also be conveyed, product models are exploited.

2.3 Graphical User Interface

Following the guidelines provided by [8], the fundamental principles that should be
followed for a user-friendly GUI are affordance, feedback, consistency, non-destructive
operations (e.g., undo), discoverability, scalability, and reliability. To comply with these
features, we designed the GUI of the developed MRTD as described in the following
paragraphs.

For both “AR scenes” and “MR scenes,” an interface layoutwas designed and divided
into 3 sections, each with buttons having the icons proposed byMicrosoft (see Fig. 2 and
Fig. 3). The first section shows the title of the scene with an undo button to return to the
previous section, one to return to the “Home” and another button to enable/disable the
mode by which the interface can follow the user so as not to lose sight of it. The second
section presents only the textual content necessary to provide all supporting information
to the user, including the instruction for each step in the “AR scenes,” but also information
such as technical data, wiring diagrams, and calibration tables for “MR scenes.” Finally,
the third section is for “AR scenes” only and shows a toolbar used for buttons to filter AR
information regarding different calibration configurations and component identification
or to change step.

For both “AR scenes” and “MR scenes,” the location, orientation, and size of the
interface are customizable by the user through anchors placed along the contour of
the interface as proposed by the Mixed Reality Toolkit packages. This choice ensured
maximum user comfort based on the work area and user preferences. Users can exploit
this interaction also during the experiment. As for text, readability has been assured by
backgrounds with high-contrast colors: black or white on a blue background [21]. The
same applies to labels and buttons. In addition, after the buttons are pressed, they change
color by lightening slightly to give user feedback.

The allowed interactions are the standard ones offered by the HoloLens: near pointer
gesture, far pointer gesture, and voice command. For the latter, the acceptable words are
the button names readable even under their icon. Since these interactions do not interfere
with each other, we decided to leave the users free to choose the one they prefer to study
their behavior.

3 Design of Experiment

To answer the research question of this work (“in an industrial maintenance context, how
much is the workers’ acceptance towards a MR technology using a HMD in their daily
work life?”), we designed an experiment targeted to expert technicians who frequently
perform maintenance tasks with the case study machine.

Due to the nature of this research on a selective population, the number of partici-
pants and the sample assortment provided by the company were limited. We recruited
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7 participants (7 males, 25–47 years old, mean = 35, SD = 8) with experience in the
maintenance field for more than 5 years. On a 7-point Likert rating item (1: Not at all
familiar – 7: Extremely familiar), the familiarity level with MRwas rated 2.0 on average
(SD = 1.31, Median = 1, Min = 1, Max = 4), and with smart glasses 1.86 on average
(SD = 1.12, Median = 1, Min = 1, Max = 4).

The trial carried out for each user was divided into two parts: a session on using the
developedMRTD on the gas-fired radiant heating system and a subjective questionnaire.
Figure 4 summarizes the procedure of the experiment. In the first phase, after a training
in which users were able to try out all the interactions proposed by the HoloLens on an
interface model similar to the one proposed in the MRTD, they were asked to perform
specific tasks listed as follows: log in the MRTD (T1); read and understand the instruc-
tions on how the image target works (T2); find a specific section of the included PDF
(T3); access the first “AR scene” and view all button features (T4); access the second
“AR scene” and view all button features (T5); access the third “AR scene,” perform step
1 manually, and view all AR info of the following steps (T6). To evaluate the impact
of the training on the workers’ learning skills, particularly in terms of interaction, their
task completion time was measured and compared to a focus group consisting of 4 MR
experts (2 females, 26–34 years old, mean = 29, SD = 3). On a 7-point Likert rating
item (1: Not at all familiar – 7: Extremely familiar), the familiarity level with MR was
rated 6.5 on average (SD = 0.50, Median = 6.50, Min = 6, Max = 7) and with smart
glasses 6.0 (SD = 0.71, Median = 6.00, Min = 5, Max = 7). Unlike the workers, they
had no previous experience with the machine under experiment.

During the second phase, operators were asked to fill out a subjective questionnaire.
It consists of four sections: demographic characteristics (i), TAM factors (ii), HoloLens
interaction feedback (iii), and recommendations on how to improve the MRTD (iv). The
user acceptance was measured by 29 selected TAM questions using a 7-point Likert
rating item (1: Strongly disagree – 7: Strongly agree). The questions used were derived
from validated questionnaires [22–25] used in previous research andmodified according
to the purpose of our study. As regards the HoloLens interaction feedback, on a 7-point
Likert rating item (1: Strongly disagree – 7: Strongly agree), the near pointer gesture
was rated 4.29 on average (SD= 2.19, Median= 5, Min= 1, Max= 7), the far pointer
gesture 5.71 (SD = 1.03, Median = 6, Min = 4, Max = 7), and the voice command 3
(SD = 2.27, Median = 2, Min = 1, Max = 7).

Fig. 4. Experiment procedure.
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It was ensured that all the users were not color-blind. They were allowed to wear
eyeglasses along with the HoloLens. For each participant, the experiment lasted on
average 40 min. The data collected for each participant during the experiment are errors
manually checked by the experimenters and participants’ feedback.

4 Results

The statements of the TAMquestionnaire and the descriptive statistics for each statement
are presented in Table 2. Factor analysis was used to examine the construct validity of six
factors: Device Interaction (DI), Device Ergonomics (DE), PerceivedEase ofUse (PEU),
Perceived Usefulness (PU), Attitude Towards using the system (AT), and Intention to
Use (IU). Three to eight items were included in the TAM questionnaire to measure
each factor. A factor analysis score of at least 0.6 reflects satisfactory survey validity
[26]. Almost all factor analysis scores surpassed this threshold, underscoring the robust
validity and reliability of the TAM survey. Afterwards, the internal consistency of the
items concerning the same factor was analyzed through Cronbach’s Alpha reliability
analysis. A Cronbach’s alpha value of 0.7 or higher is commonly deemed acceptable
in terms of reliability [27]. In this study, all Cronbach’s alpha values exceeded 0.7,
indicating high internal consistency and reliability among the items. All mean values
for each factor are within a range of 5.36 and 6.14. The standard deviation ranges from
0.89 to 1.86.

Table 2. Descriptive statistics of TAM factors for the MRTD acceptability with the HoloLens.

Factors ID Item Factor analysis Cronbach’s alfa Mean
(SD)

Device
Interaction

DI 1 HoloLens
interaction is not
frustrating

0.733 0.704 5.67
(1.34)

DI 2 HoloLens
interaction is fun to
use

0.610

DI 3 HoloLens
interaction is
simple

0.907

DI 4 Doing the
procedure by
HoloLens is simple

0.413

DI 5 The MRTD would
gain value adding
audio/video

0.667

(continued)
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Table 2. (continued)

Factors ID Item Factor analysis Cronbach’s alfa Mean
(SD)

DI 6 Overall, the MRTD
interaction is easy
and simple

0.907

Device
Ergonomics

DE 1 The HoloLens is
comfortable

0.684 0.891 5.43
(1.86)

DE 2 The virtual element
rendering is clear

0.966

DE 3 I am not tired due
to the HoloLens
after the tasks

0.739

DE 4 The HoloLens did
not cause me any
side effects

0.832

DE 5 The HoloLens did
not strain my eyes

0.819

Perceived Ease of
Use

PEU 1 Learning how to
use MRTD is easy
for me

0.784 0.703 5.36
(1.49)

PEU 2 Remember how to
do the task using
the MRTD is easy
for me

0.384

PEU 3 I was able to access
all the features of
the MRTD without
the help of an
experienced
technician

0.403

PEU 4 I was able to
understand the
entire MRTD
system without
prior knowledge of
MR

0.572

Perceived
Usefulness

PU 1 It is easy to get
from the MRTD
what I want

0.633 0.914 5.88
(1.28)

(continued)
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Table 2. (continued)

Factors ID Item Factor analysis Cronbach’s alfa Mean
(SD)

PU 2 Using MRTD
improves my
performance

0.727

PU 3 With the MRTD, I
learn maintenance
tasks faster

0.441

PU 4 With the MRTD, I
learn maintenance
tasks easier

0.383

PU 5 The MRTD
supports me in
individual
understanding of
more complex
instructions

0.988

PU 6 The MRTD
interface is easy for
me to follow

0.691

PU 7 The association
between real
component and
virtual element in
the “AR scene” is
good

0.318

PU 8 Overall, I find the
MRTD useful

0.958

Attitude Towards
using the system

AT 1 Using the MRTD
raises my interest in
my work

0.828 0.852 6.14
(0.89)

AT 2 I was able to
understand what
MR technology is
using the MRTD

0.987

AT 3 Using the MRTD
increases my
motivation in
performing the task

0.626

(continued)
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Table 2. (continued)

Factors ID Item Factor analysis Cronbach’s alfa Mean
(SD)

Intention to Use IU 1 Assuming I have
access to the
MRTD, I intend to
use it in my daily
work

0.884 0.939 5.90
(1.31)

IU 2 If I had to choose
between traditional
TD and the MRTD,
I would choose the
MRTD

0.973

IU 3 Assuming I have
access to the
MRTD, I feel able
to consciously
interact with MR
technology

0.817

Regarding the task completion time, Fig. 5 shows the comparison between workers
and MR experts of the focus group. Except for training and tasks T4 and T6, there are
no noticeable differences between completion times.
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Fig. 5. Comparison of task completion times between workers and MR experts.

5 Discussion

This work is one of the few attempts to investigate the workers’ acceptance of a MRTD
using aMicrosoftHoloLens in a realmaintenance context. The obtained results answered
our research question supporting a general workers’ acceptance towards the MRTD



Evaluating the Worker Technology Acceptance of a Mixed Reality 177

using a HMD for a maintenance task. All the interviewed operators expressed overall
high approval for incorporating this new technology into theirwork routine.According to
their feedback, theMRTD allows access to technical documentation information quickly
and easily with AR content, making it easier to identify components and understand
the task. Users also perceived a significant reduction in errors during task execution
to the point that even an inexperienced maintenance worker could perform it with the
MRTD. Another added value they identified is the possibility of updating the content
with additional information not initially provided in the traditional manual.

All participants emphasized the importance of training for those unfamiliar with
HoloLens. In fact, despite the interviewed workers’ low familiarity with both MR and
HoloLens, there were no indications of negative attitudes regarding the MRTD. Indeed,
thanks to the instructions on how the image target works, they were able to figure out
how to frame the marker for the “AR scenes” without difficulty. As evidence of this,
although the workers’ training times are predictably longer than those of theMR experts,
the times are comparable for almost all the tasks performed. The highest differences in
completion times are found in tasks T4 and T6. Workers accomplished longer times in
task T4 because it is the first involving an “AR scene.” On task T6, meanwhile, MR
experts found it difficult because they lack experience in manually disassembling the
machine.An interesting result concerns the standard deviation becausewhile theworkers
accomplished different times for each task individually, the MR experts all performed
at the same speed. This result shows that with practice towards MR technology, every
operator can reach high-performance times by overcoming any initial obstacles.

Workers could perform all the tasks even though they showed preferences among the
different types of interaction. The users’ favorite interaction was the far pointer gesture,
while the worst was the voice command. This result shows that although voice command
turns out to be an “immediate” interaction as defined by workers, it is unreliable in noisy
environments or if the user is wearing a protective system on the face, such as a mask.

From the perspective of the device ergonomics, all users stated the benefits of wear-
ing the HoloLens during maintenance tasks. They also appreciated the opportunity to
raise the HoloLens transparent visor if they want to perform a task without seeing the
virtual elements that can occlude the real components. However, two users who wore the
eyeglasses stated they experienced slight discomfort because the device was pressing on
them.

Participants also provided suggestions for improving the MRTD in future develop-
ments. Although there was an option to enlarge the interface for greater readability, users
suggested a large font for text and wiring diagrams by default. In addition to the PDF
provided, illustrative videos might be helpful, even if not essential. Finally, an auxiliary
voice can help inexperienced users to find some features in case they have doubts.

Due to the nature of this research on a selective population, the number of participants
and the sample assortment provided by the company were limited. Nevertheless, we can
extract important insights for the MR adoption in companies from this study. Except
for an interaction through HMD to be improved with technological advancement, the
MR shows important advantages, so it should be encouraged. User needs analysis was
found to be fundamental. Indeed, one example is the decision not to include all “AR
scenes” in the manual unless they provided significant added value. Readability with
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good contrast and theMRTD authoring using the “Minimal AR” approach, thus avoiding
the use of attractive visual assets that may provide excessive information, also proved
to be successful choices, highlighted by the fact that workers had no difficulties while
performing the tasks without negative comments.

6 Conclusion and Future Work

Thiswork aims to focus on the industrial operators’ behavior and attitude towards using a
MRTDvia smart glasses in a realmaintenance context. The following researchquestion is
investigated: “in an industrialmaintenance context, howmuch is theworkers’ acceptance
towards aMR technology using aHMD in their dailywork life?”. To answer our research
question, we conducted a user study to evaluate the user’s attitude towards this emerging
technology adopting the TAM model. 7 real workers were asked to perform navigation
and disassembly tasks with the developed MRTD of a gas-fired radiant heating system.
The feedback obtained allows us to positively evaluate MR technology applied through
smart glasses in a real industrial context. Therefore, we can summarize the following
lessons learned:

• Even with limited familiarity with MR and smart glasses, workers can successfully
incorporate the MR technology into their daily work routine after an initial training.

• Eyeglasses could be a problem for operator ergonomics, so it would also be necessary
to design the HMDs considering this aspect.

• Including all the manual content, even that for which AR has no added value, is a
valid choice. However, it is recommended to divide the content into smaller sections
as presenting it all together could make the text difficult to read.

• “Minimal AR” turns out to be a good authoring approach where the information
provided through AR visual assets is the minimum needed to accomplish the task in
a real industrial context to avoid excessive information.

In futureworks,we intend to improve thedevelopedMRTDfollowing the suggestions
provided by workers and include a larger group of participants. Their perceptions and
attitudes towards the use of the MRTD would be very helpful in enhancing the future
design and development of MR-based maintenance instructions.
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Abstract. Changes in concentration performance after short-term vir-
tual reality training in e-athletes Abstract. E-sports, or electronic sports,
have emerged as a popular form of competition in the digital age. With
growing involvement from well-known and established enterprises, e-
sports has grown into a thriving industry. Being a professional e-athlete
has become a dream for many young people. A crucial aspect of e-athletic
performance is the level of cognitive functions, including concentration
performance and reaction time. Both conventional and virtual reality
trainings have been shown to improve these skills. In this study, 66 ama-
teur e-athletes (45 males, 21 females, mean age 22.7 ± 0.66) who con-
firmed in a pre- study questionnaire that they were active amateur ath-
letes (with no participation in professional e-sports competitions) were
selected to evaluate the effectiveness of training in virtual reality (VR)
on concentration performance. Participants were randomly divided into
E - experimental group (n = 32) and C - control group (n = 34), with a
similar number of men and women in both groups (E = 9 females and 23
males, C = 12 females and 22 males). Differences in daily gaming time
and e-sports experience between groups E and C were not statistically
significant. The study group underwent 15-min training sessions in the
VR game, Beat Saber, for eight consecutive weekdays. The study found
that training in VR improved concentration performance, demonstrat-
ing the potential of VR as a valuable tool for e-athletes to enhance their
cognitive functions.

Keywords: cognitive functions · e-sport · Beat Saber

1 Introduction

Sport has always been an important part of contemporary culture, since the
first Olympic Games in 776 BC [37] many disciplines emerged and disappeared.
In the modern world football, volleyball and basketball are all well-known and,
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during most important events, gather millions of viewers [41,42,44] importantly,
new disciplines and new types of sports are also emerging. One of them is Elec-
tronic Sports, more commonly known as an e-sport. In the last decades of the
20th century, as the technological revolution progressed, digital competition also
grew and developed [38]. The beginning of the 21st century brought growing
popularity and higher numbers of players in the industry [1,2]. Since then,
e-sport has developed remarkably, growing involvement from well-known and
established enterprises provided support and foundation for the creation of pro-
fessional teams competing against each other in international tournaments [40].
which now are, similarly to conventional disciplines, attracting millions of viewers
[44,45] and, accordingly, significant financial rewards for the best of competitors
[3]. The presence and importance of e-sport has been also noted by educational
systems in many countries, both as a separate field of study and as one of the
training methods/subjects included in the curriculum [4,5]. Being a professional
e-athlete in one of the major games or leagues became a dream for many young
people [6]. The level of gaming performance depends on factors such as moti-
vation [7], sleep time [8], and the level of cognitive functions, e.g. concentration
performance [9], although it also depends on the specifications of the computer
or the transfer quality of the Internet connection. It has been proven that both
conventional [10], and Virtual Reality (VR) [11]. short-term training can cause
significant changes in the level of cognitive functions and improve stress tol-
erance [39]. Such intervention may be beneficial for amateur e-athletes, but it
is important to note that the required set of highly developed cognitive func-
tions may vary depending on the type of game. It has been proven that players
competing in First Person Shooter (FPS) games develop shorter reaction time
and compromised inhibitory control [12]. while players of Multiplayer Online
Battle Arena (MOBA) games had more developed cognitive functions such as
working memory, focus of attention, and problem-solving abilities. The authors
suggest that the complex nature of MOBA games may require players to con-
stantly adapt their strategies and make quick decisions, which can enhance their
cognitive abilities over time. These findings suggest that playing MOBA games
may not only be a form of entertainment but also a way to improve cognitive
function [13]. VR is described is the “use of interactive simulations created with
computer hardware and software to present users with opportunities to engage in
environments that appear and feel similar to real-world objects and events” [14],
due to its immersive environment, it gives the user the unique opportunity to
become part of the VR world and not just remain an observer. The technological
versatility allows the software to be used for entertainment as well as training
or therapy [15,16]. Originally, virtual reality was used in the military [17], over
time, it left aviation simulators and began to be used in the pre-training of other
services as well, including nurses, doctors, miners, mechanics, or police officers
[18,19]. To our knowledge, there have been no studies to date of short-term cog-
nitive stimulation in e-sports users and therefore, we have selected a group of
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amateur e-athletes to measure and evaluate how effective training in VR can be.
This study aimed to determine whether short-term training in immersive VR
can improve concentration performance.

2 Materials and Methods

2.1 Participants

Participation Criteria. All participants underwent a pre-study questionnaire,
which served as the inclusion criterion. They were required to affirm their status
as active amateur e-athletes while also confirming their non-participation in
professional e-sports competitions. The exclusion criterion for participation was
an inability to engage in VR training due to neurological visual, auditory, or
motor disorders.

Sample Size. The sample size for this study underwent a meticulous assess-
ment that factored in several critical components. To begin with, an extensive
review of prior research in the field was undertaken. While there were no direct
precedents for the specific focus of this study, similar studies with comparable
methodologies were considered as a base for calculating the appropriate sample
size. This process allowed us to contextualize our study within the existing body
of knowledge and helped us establish a foundation for determining the sam-
ple size. Furthermore, we took into account the time required for participants to
undergo the training program of our study. Additionally, practical considerations
regarding resource availability and the feasibility of conducting the study within
the available timeframe were carefully weighed. Furthermore, it is noteworthy
that our determined sample size was not only grounded in the considerations
of previous research, time commitments, and practical constraints but was also
confirmed to be sufficient for all the statistical tests conducted throughout the
study.

Characteristics. Sixty-six participants (45 males, 21 females, mean age 22.7
± 0.66 years) were included in the study. A pre-study questionnaire was admin-
istered to gather information about the types of games they most frequently
played, average daily gaming time, e-sports experience, and age. The distribu-
tion of responses was similar across both groups, with MOBA games being the
most popular, followed by FPS games. There were no statistically significant
differences between the E and C groups in terms of average daily gaming time,
e-sports experience, age and initial level of concentration performance. Utilizing
simple 1:1 randomization [20] the participants were randomly assigned to E -
experimental group (n = 32) and a C - control group (n = 34), with similar
numbers of men and women in both groups (E = 9 women and 23 men, C =
12 women and 22 men). Recruitment took place in November and December of
2022. All presented data were collected in December 2022 at the Wrocław Uni-
versity of Health and Sport Sciences. All participants were expected to undergo
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three tests (pre, post, and follow-up), in the final analysis, only participants who
were tested three times were taken into consideration. The study encountered
21.21 percent of dropout.

Ethics. This study’s methods and protocol were approved by the Research
Ethics Committee of the Wroclaw University of Health and Sport Sciences (no.
19/2022 dated 19 January 2023). All procedures in this study involving human
participants were performed in accordance with the Helsinki Declaration of 1964
and its later amendments or comparable ethical standards. A written, informed
consent was signed by all participants before their participation in the study
(Fig. 1).

Fig. 1. Participants distribution flowchart

2.2 Intervention

E-athletes selected to the study group participated in 15-min training sessions
in the immersive VR game Beat Saber for eight consecutive weekdays (Tuesday
to Thursday). To display the training environment Valve Index VR headset was
used. Participants selected to the C group did not undergo VR training. The
main objective of the game is to cut through colorful blocks, appearing to the
rhythm of the song, wielding two virtual lightsabers. Each block must be hit
with the lightsaber of the according color and from indicated, by the arrow on
it, direction. Every two days the difficulty level of the game was set higher (from
normal to expert). The choice of the songs played was randomized.
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2.3 Measurements

In the E group tests assessing the level of concentration performance were con-
ducted before the first training and 30min after the last one. In the C group
pre and post tests were performed 8 consecutive weekdays apart. Follow-up tests
were, in both groups, conducted 31 days after post tests. To assess the level of
concentration performance S4 COGNITRONE (COG) test from Vienna Test
System was used [21,22]. In the COG test respondents compare a geometric
figure with other geometric figures, then state whether the comparison figure is
identical to one of the other four geometric figures. Obtained results consisted
of number of correct responses, number of incorrect responses, number of omit-
ted responses, average time of correct response, and average time of correct and
incorrect responses.

2.4 Statistical Analysis

All calculations were performed in Statistica v. 13 software from StatSoft Poland
in the Department of Biostructure of the Wroclaw University of Health and Sport
Sciences, certified by ISO 9001. The statistical significance level was set at p =
0.05. The normality of variable distribution was assessed using the Shapiro-Wilk
test. Differences in concentration performance between pre, post, and follow-
up tests were calculated using the Analysis of Variance for Repeated Measures.
Differences between groups were calculated using the Analysis of Variance for
Independent Measures.

3 Results

The analysis of concentration performance showed statistically significant dif-
ferences in both groups. In E group comparison between pre and post tests
showed that such difference occurred in amount of correct, incorrect, and omit-
ted reactions, additionally, it was also observed in average time of correct reac-
tions. Comparison between post and follow-up tests failed to show statistically
significant difference, however, in comparison between pre and follow-up tests
statistically significant difference occurred again. In the C group, statistically
significant differences were observed in comparison pre vs post tests in number
of incorrect reactions and average time of correct reaction. Comparisons post vs
follow-up failed to show any statistically significant difference. In comparison pre
vs follow-up, the only difference in average time of correct reactions remained
statistically significant. Analysis of Variance proved that there were no statisti-
cally significant differences between E and C groups in tests pre, however, in post
tests analysis differences in a number of correct and omitted responses were sta-
tistically significant. It was also found that differences in the number of correct,
incorrect and omitted reactions in follow-up tests were statistically significant
(Table 1, 2 and 3).
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Table 1. Obtained results as mean values ± standard deviation.

Variable Group COG Test Pre COG Test Post COG Test Follow-Up

Correct Reactions E 64.42 ± 5.82 71.42 ± 3.98 71.5 ± 5.30
C 64.65 ± 6.93 65.53 ± 6.91 64.96 ± 7.27

Incorrect Reactions E 13.92 ± 6.27 10.69 ± 5.34 9.35 ± 4.04
C 16.19 ± 6.96 13.38 ± 7.49 14.08 ± 7.51

Omitted Reactions E 15.15 ± 5.57 8.57 ± 3.98 8.5 ± 5.30
C 15.35 ± 6.93 14.46 ± 6.91 15.08 ± 7.28

Average time of correct
reaction (s)

E 1.08 ± 0.06 1.04 ± 0.08 1.03 ± 0.07

C 1.07 ± 0.06 1.03 ± 0.09 0.97 ± 0.20

Average time of incorrect
reaction (s)

E 1.12 ± 0.14 1.05 ± 0.14 1.07 ± 0.21

C 1.08 ± 0.13 1.06 ± 0.16 1.01 ± 0.17

Table 2. Results of Analysis of Variance for repeated measures

Variable Group ANOVA for repeated measures

Correct Reactions E p = 0.0001
C p = 0.8710

Incorrect Reactions E p = 0.0188
C p = 0.6637

Ommited Reactions E p = 0.0001
C p = 0.8693

Average time of correct reaction E p = 0.0103
C p = 0.0392

Average time of incorrect reaction E p = 0.2783
C p = 0.3104

Table 3. Post-hoc HSD Tukey test results

Variable Group HSD Tukey Test
Pre Test vs Post Test Post Test vs

Follow-Up Test
Pre Test vs
Follow-Up Test

Correct Reactions E p = 0.0001 p = 0.9977 p = 0.0001
Incorrect Reactions E p = 0.0127 p = 0.4382 p = 0.0004
Ommited Reactions E p = 0.0001 p = 0.9978 p = 0.0001
Average time of correct
reaction

E p = 0.0414 p = 0.8993 p = 0.0137
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4 Discussion

One of the advantages of VR technology is its ability to provide a highly immer-
sive and engaging environment for cognitive training. VR environments can be
designed to challenge cognitive processes in a way that is difficult to replicate
in traditional cognitive training programs. It has been proved that a VR-based
training program was more effective at improving memory performance com-
pared to a traditional computer-based program [26]. The authors suggested that
the immersive and interactive nature of the VR environment may have enhanced
the learning experience and motivated participants to engage in the training,
however, some studies have also reported mixed or inconsistent results in the
effectiveness of VR-based cognitive training. One of such studies [27] found
that while VR-based training improved cognitive performance in some tasks,
it did not have a significant effect on overall cognitive functioning in healthy
older adults. These findings suggest that the effectiveness of VR technology in
enhancing cognitive abilities may depend on factors such as the type of task,
the population being studied, and the specific features of the VR environment.
Beat Saber, a VR game used in presented study proved to have an influence on
cognitive and physical performance in healthy young adults [28]. Playing Beat
Saber improved cognitive flexibility and executive functioning compared to a C
group who engaged in a non-VR video game. The authors suggested that the
highly engaging and immersive nature of Beat Saber may have contributed to its
cognitive benefits. Additionally, the usage of immersive VR games in cognitive
training is further supported by a study by Eng et al. (2021) who found that
playing Beat Saber resulted in significant improvements in executive functions in
healthy adults [29]. Another study by Gustavsson et al. (2022) showed that play-
ing Beat Saber for ten weeks proved to be a useful way of therapy for patients
suffering from chronic stroke [30]. These findings suggest that Beat Saber may
be a useful tool for concentration training and cognitive enhancement, espe-
cially for individuals with cognitive deficits or those looking to improve their
overall cognitive abilities. Shown in our study improvement is not isolated to
concentration performance. Playing mentioned game can also improve different
cognitive functions, in the study by Rutkowski et al. (2021), young musicians
received four training sessions using a commercial immersive virtual reality sys-
tem [11]. Results showed significant improvements in hand-eye coordination and
reaction time in the virtual reality training group compared to the C group.
The authors suggest that the immersive and interactive nature of the virtual
reality system, coupled with its capacity for individualized feedback, may have
contributed to the observed improvements in motor skills. VR training provides
a highly engaging and interactive environment, additionally, and may provide a
more realistic and dynamic training experience compared to traditional train-
ing methods, allowing e-athletes to better simulate the challenges of competitive
play [31]. Such activity engages multiple sensory modalities, including vision,
hearing, and touch. This multisensory stimulation may lead to increased neural
activation, in response to new experiences and stimuli [32], which may enhance
cognitive processing and improve attentional focus, a study by Kang et al. (2021)
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found that immersive virtual reality experiences led to increased activation in
brain areas associated with visuospatial processing, such as the parietal cortex
[33]. A study by Calabrò et al. (2017) found that VR-based motor training led
to an increase in gray matter volume in the primary motor cortex, a brain region
important for motor control [34]. Similarly, a study by Liao et al. (2019) showed
that VR-based cognitive training improved cognitive function and increased the
activity in brain regions related to attention and memory [35]. Another study by
Gonçalves et al. (2020) reported that VR exposure therapy resulted in changes
in the amygdala, a brain region involved in fear and anxiety, indicating that VR
may have therapeutic potential for mental health conditions [36]. These findings
suggest that VR training may have positive effects on brain structure and func-
tion, which could lead to improvements in various cognitive domains and mental
health outcomes. However, further research is needed to better understand the
potential of VR training in improving cognitive skills and to find the mechanism
explaining them.

5 Conclusions

The aim of this study was to assess the efficacy of immersive VR training in
enhancing concentration performance. The findings revealed that the VR music
game used in the study resulted in a significant improvement in concentration
performance. This finding supports previous research that has demonstrated
the potential benefits of VR technology in improving cognitive abilities [23–
25]. Immersive 8-days VR training can enhance concentration performance in
e-sports athletes. It indicates its potential as a useful tool for early-stage e-
sports preparation, however, it is important to acknowledge that the observed
changes in our study, which occurred over the course of an eight-days training
program, may reflect short-term adaptations. Even considering statistically sig-
nificant differences in follow-up vs pre test comparisons we recognize, given the
relatively brief duration of the intervention, the possibility that these effects may
not present long-lasting or enduring changes.

6 Limitations

Despite our diligent efforts to conduct a thorough study, it is imperative to
acknowledge certain limitations. One such constraint stemmed from our inability
to oversee participants’ activities during weekends. Although we provided clear
instructions for them to maintain their existing lifestyle, we lacked the means to
monitor their adherence to these directives outside the confines of the research
environment. Additionally, another limitation pertains to the reliance on self-
report questionnaires. Self-report measures are susceptible to various response
biases, including social desirability and recall biases, which may lead partici-
pants to present themselves in a more favorable light, potentially introducing
inaccuracies into the collected data. Furthermore, while our study’s findings
may indicate positive outcomes in the assessment measures following a one-week
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training period, we acknowledge the necessity for further investigation. To estab-
lish a comprehensive understanding of the long-term effects and the underlying
mechanisms associated with these observed changes, future research endeavors
should be undertaken.
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Abstract. This paper highlights the significance of Extended Reality
(XR) technology as a crucial component of future first responder (FR)
training to address the challenges faced by Europe in maintaining public
safety and peace. XR, which includes virtual reality (VR), augmented
reality (AR), and mixed reality (MR), offers unique opportunities to
enhance FR training. We present a mapping of specific training goals
to different XR solutions, categorizing them based on immersion level
and extent of world knowledge. We discuss the benefits of XR, while
also acknowledging the challenges and ethical considerations. Lastly, we
discuss the main future developments we deem to be crucial for the
field. With this, we hope to foster a common understanding of termi-
nology, needs and future directions between end-users, researchers and
tech-providers.

Keywords: extended reality · simulation training · first response

1 Introduction

Europe faces various challenges to public safety, which seem to have increased in
recent years. Natural disasters have escalated due to climate change, as reported
in a European Environment Agency (EEA) report [8]. Terrorism remains a key
threat to the EU’s internal security, according to Europol’s TE-SAT 2022 report
[9]. Additionally, various incidents such as industrial accidents and health emer-
gencies call for more efficient and effective responses, as emphasized by the Euro-
pean Commission’s Joint Research Centre’s report on disaster risk management
for 2022 [7]. This illustrates an ongoing need for highly trained and effective first
responders.

Various approaches exist for training first responders (FR) in challenging
environments. In this position paper, we argue that Extended Reality (XR) is a
key pillar for the future of FR training and safety in Europe. XR is a relatively
new term shaped by both industry and research, making it somewhat elusive.
This work aims to adapt the framework of Skarbez, Smith, and Whitton [34]
to FR training, mapping specific goals to XR solutions. This will help end-users
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understand the XR landscape for their training needs and inform developers and
researchers about future directions in the context of XR for FR training.

Our conclusions and statements are further informed by existing work in
the field and our experience from three Horizon 2020 projects MED1stMR1,
SHOTPROS2 and VERTIgO3 concerned with XR training for FRs. In Sect. 2
we define XR and map training goals to the XR space, discussing benefits and
challenges in this context as well as ethical considerations. In Sect. 3 we delve
into what we consider the main topics for XR FR training in the future, and
conclude with Sect. 4.

2 XR for First Responder Training

A first responder is a professional (e.g. a police officer or medical FR), who
is among those who go immediately to the scene of an accident or emergency.
Though there are different occupations that are considered FRs, they face similar
challenges: When arriving at a scene, they need a good situational awareness of
the threats and challenges of the environment, have the knowledge of standard
processes and rules in that situation and then act accordingly. All these steps
are interwoven with communication aspects, both internal and external.

From these common challenges we extracted the main training goals that are
frequently mentioned in the literature of FR training: (1) Knowledge of processes
and rules [3,40,42], (2) cognitive and emotional skills relating to the environmen-
tal threats [31,39], (3) technical skills of the occupation (e.g. handling a weapon,
treating patients) [10,18], (4) physical skills [6,36] (e.g. endurance/fatigue during
an operation) and (5) communication [14,19] (with the different stakeholders).
We see the potential of XR to accommodate these different training goals, though
not every variant of XR is suited for every training goal.

2.1 Definition of XR and Mapping of Training Goals

To assess what training goals can be achieved by XR, the application field needs
a clear definition and classification of XR. In this work we build on the framework
by Skarbez, Smith, and Whitton [34], who propose three dimensions of XR. The
first dimension Immersion (IM) describes the fidelity of the technical system to
provide sensory sensations as reality would, which relates to Slater’s Place Illu-
sion [35]. The second dimension, Extent of World Knowledge (EWK) describes
how aware the system is of its surroundings, meaning whether the simulation has
a model of its environment or nearby objects. The third dimension–Coherence–
relates to Slater’s Plausibility Illusion, as it describes the coherence of events
that happen within the simulation.

In the sense of ‘strong concepts’ [15] we believe it to be important to connect
theory with practice. To achieve that on a high level for the context of training
1 medfirstmr.eu.
2 shotpros.eu.
3 cbrn-vertigo.eu/.
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Fig. 1. Model of MR adapted from [34].

FRs, we propose a broad mapping of the main identified training goals onto the
XR framework, to support end-users in navigating the different possibilities XR
offers. This mapping is presented in Fig. 1 and divides the XR space spanned by
EWK and IM into four quadrants.

Quadrant 1 (bottom left) features low immersion and low extent of world
knowledge of the technology. An example would be a mission planning table
to train planning missions on an interactive map or screen based situational
training. This quadrant is mostly used for training logistics and organisation, as
well as communication, as little world knowledge and immersion are needed in
that regard. Q1 could be a screen-based training of the procedure when arriving
at an accident scene.

Quadrant 2 (top left) features lower immersion but higher world knowledge
of the system. Typical example are AR training applications or – with less immer-
sion – motion-tracked real training. As this quadrant is strongly related to the
physical environment, this enables real skills training in the sense of handling
objects as in reality with some augmentation. Q2 could entail an augmented
real-life exercise, e.g. with tracked behaviour.

Quadrant 3 (bottom right) describes technologies with higher immersion
but no to low world knowledge. This relates to ‘conventional’ VR, with purely
virtual content in a given space. VR is mostly used for training Decision-Making
and Acting, as it allows for a realistically simulated environment and thereby
the necessary context for making decisions and choosing the right path of action.
Q3 could be a first triage training in a virtual accident scenario.

Quadrant 4 (top right) features high levels of immersion combined with
high levels of world knowledge. This would correspond with MR solutions that
feature more elaborate haptic feedback from real world objects, or even mix the
virtual with video pass-through from reality. This quadrant is useful for training



XR for First Responders 195

technical skills in an immersive environment (e.g., [2,11,37]), but also decision
making and acting, as the immersive environment gives crucial contextual cues
for action. Q4 could be a CPR training with a physical manikin in MR.

Communication is a ubiquitous aspect in XR, thereby we did not map it
to any specific quadrant. The Coherence factor is central for any occupational
training: the virtual environment and whats happening in it must be plausible in
the respective context. We did not use it for categorization, as it is an inherent
necessity of virtual training. The mapping presented in this section is intended as
a starting point for discussing the mapping of training goals in the XR space. We
believe, that in particular Q4 shows the most promise for the future of training,
as it enables the training of all identified skills in one simulation.

2.2 Benefits of XR for Training First Responders

Simulation of Realistic Scenarios. With the increasing sensory fidelity of
XR technology, realistic scenarios for FR training can be simulated. VR training
technology especially is promising for “realistic and chaotic situations that are
difficult to replicate with existing approaches” [14, p. 57]. By adding interactive,
occupation-specific stressors [25], trainees can be prepared for real-life scenarios
(e.g. an aggressive dog threatening police officers). Furthermore, trainers can
dynamically add or remove stressors to control the experience of their trainees.

Safe Learning Environment. First responder deployments often happen in
challenging environments that are (potentially) dangerous (e.g. mines [1,12], con-
struction sites [30], CBRN environments [22], fires [11], etc.) or hard to access
(e.g. a subway station [32], evacuation exercises for buildings [20]). XR enables
training in these environments with no physical danger while maintaining the
possibility to fail without serious threats. We like to refer to [17] for a literature
review on safety training.

Repeated Practise. Real simulation training is often cumbersome and involves
many actors, which leads to a decreased frequency of training. XR on the other
hand, enables repeatability in exactly the same environment and condition and
high experimental control [14,23], which is an advantage for the effectiveness of
training, as repetition is at the root of the learning experience [13,21].

AI-Driven Adaptive Virtual Environments. With XR, training can be
tracked automatically in multiple ways. This logging of information (e.g., cross-
ing line of fire, assign a triage color, ...) enables a replay of the scenario, where
different perspectives can be explored and mistakes can be identified in a trans-
parent and clear manner. This After Action Review (AAR) is mentioned fre-
quently by end users as the main advantage of XR training [14,24]. With the
use of physiological and positional data of the participants, XR can also enable
AI-driven adaptive training based on the users behavior and physiological state
[43].
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2.3 Challenges of XR for Training First Responders

By increasing the efficiency, repeatability and realism of training, XR can be a
powerful enabling technology, that is already in use in various training programs,
but simultaneously faces multiple challenge to fulfill it’s inherent potential [27].

Logistical and Organizational Aspects. Resistance to new technology can
be a major hurdle, as decision-makers might not see the benefits for XR and
hold skeptical beliefs about the technology [38]. Therefore it is crucial to find
‘champions’ within a given organization to help inform and resolve any reserva-
tions. Part of this is the logistic aspect: Integrating XR training needs continuous
support from technology partners and training of operators and trainers.

Remote Collaboration and Communication. Training collaboration and
communication are key both within and between organizations [14,27]. Joint
training involving firefighters, medical teams, and police is scarce due to resource
constraints [14, p. 57]. XR offers solutions by facilitating remote and asyn-
chronous training with simulated inter-agency interactions. Despite often stan-
dardized communication protocols, the unique nature of incidents makes com-
munication a primary challenge in FR training [14].

Tangible Objects/Tools in VR. Tangible Interaction [16] has been put for-
ward as a way to make virtual training more realistic and even enable motor-skills
training next to decision-making in highly immersive virtual environments. With
the help of active trackers, fiducial markers or WIFI tracking, physical props can
be integrated into the virtual world. For example, Uhl et al. [37] have proposed
a MR solution for medical skills training, which enables the use of real tools in
XR; Calandra et al. [4] used passive haptics in firefighter training; Baek et al.
[2] used tangible, real tools in a VR-based job training system.

2.4 Ethical Considerations

With the use of XR for training FRs and thereby the simulation of distressing
and stressful scenarios, certain ethical considerations arise. One central question
is that of the needed amount of realism. [5] compared different fidelity versions
of an airplane evacuation showed that “The more participants were scared by
the virtual experience [...], the more new knowledge they acquired through it.”
However, when simulating stressful scenarios [25] in a highly realistic manner,
there is the danger of overwhelming trainees. Thus, the amount of realism needs
to be weighed against the benefits, with the opportunity to opt-out. Further,
the question of data security is of importance, as the training data generated
could be possibly harmful in the wrong hands. When speaking of integrating
bio-sensors into the training for monitoring the trainees state, data-privacy
and informed consent need to be considered even more. For a comprehensive
discussions of ethics in VR training, see Zechner et al. [44].
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3 The Future of XR Training

In this section, we want to highlight key developments that we deem crucial for
the future of the field.
Interoperability and Exchangeability of Scenarios: Interoperability in this
context means, that the same virtual environment can be used to train the differ-
ent roles involved in e.g. an accident, and not just for one occupation group. This
point is supported by Rozman [29, p. 2] in the context of military training, who
states that “programs that are not interoperable and cannot train convergence
across all five war-fighting domains are obsolete”. We observe many stand-alone
developments of institutions and propose a central exchange platform for organ-
isations to share digital assets.
Increasing Immersion and Realism: When training FRs for challenging
situations, simulation realism is crucial to avoid training incorrect behaviors
due to low fidelity. As stated by Haskins et al., “Poor training can be worse
than no training due to negative training effects.” [14, p. 57]. This necessitates
collaboration between end-users and developers to capture occupation-specific
details. This involves simulating various sensory modalities depending on the
context. For fire evacuation training, Shaw et al. [33] observed more realistic
behaviour when including a heat source in VR. Multi-sensory enhancement,
alongside realistic audio-visual content, shows promise in XR training.
AI-controlled Virtual Agents: With the rapidly growing field of natural lan-
guage processing and AI in general, virtual agents in XR training scenarios
(e.g. patients, by-standers, other organisations) can be fully automated in the
future, where today often role-players are still needed to convey the appropri-
ate amount of social realism (e.g., [37]). This would include adequate text-to-
speech responses, facial expressions and actions, dependent on the behavior of
the trainee(s) in the virtual scenario. However, the impact of agent design [28]
on the trainee and training outcome needs to be considered.
Interweavement with Existing Training Curriculum: As repeatedly
stated in this work, we see XR as one pillar of future training of FRs. The
consensus among end-users and researchers [26,41] is that XR training is not
intended to replace traditional forms of training, but rather to extended the
toolbox of different training methods. As such, it will be detrimental to develop
novel training curricula in the institutions that interweave traditional and XR
training, so that the two training forms complement each other.

4 Conclusion

In this work, we illustrated the benefits and challenges of XR for training FRs
with the goal of positioning XR as a main pillar of future training in this context.
The identified future topics of XR FR training and the mapping of training goals
to different XR technologies aim to inform end-users and urge researchers and
developers to tackle the challenges and visions this highly relevant field.



198 J. C. Uhl et al.

Acknowledgements. This work was funded by the H2020 project MED1stMR (No
101021775) and by the Austrian research promotion agency (FFG, No FO999887876).

References

1. Andersen, K., Gaab, S.J., Sattarvand, J., Harris, F.C.: METS VR: mining evac-
uation training simulator in virtual reality for underground mines. In: Latifi, S.
(ed.) 17th International Conference on Information Technology–New Generations
(ITNG 2020). AISC, vol. 1134, pp. 325–332. Springer, Cham (2020). https://doi.
org/10.1007/978-3-030-43020-7 43

2. Baek, S., Gil, Y.H., Kim, Y.: VR-based job training system using tangible inter-
actions. Sensors 21(20), 6794 (2021)

3. Baetzner, A.S., et al.: Preparing medical first responders for crises: a systematic
literature review of disaster training programs and their effectiveness. Scand. J.
Trauma Resusc. Emerg. Med. 30(1), 1–23 (2022)
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Abstract. The biophilic design of virtual workplaces consists of introducing
additional natural elements in the virtual environment (VE) with respect to those
needed for the main task. It has received increasing attention in recent years, and
an increasing number of studies are showing that exposure to biophilic elements
in an immersive VE produces positive effects on human well-being. However, in
the literature, there are no guidelines about the setting of the different variables
of biophilic design in a VE. In this work, we investigated one of these variables,
i.e., the effect of the animations of biophilic elements, formulating the follow-
ing research question: how do animations of biophilic virtual elements affect user
attention while performing a working task?We carried out an experiment in which
users performed two levels of difficulty of the n-Back cognitive test in three VEs:
two identical biophilic VE, one with all static elements and another one in which
some of these elements were animated, and an additional empty VE used as a
baseline. Performance measurements, eye-tracking measurements, and subjective
measurements were collected from 24 users. We found that introducing anima-
tions of biophilic elements does not affect user performance in the cognitive task.
Furthermore, we found that users’ gaze remains fixed on the main task for more
than 94% of the time. However, the use of animations does not bring added value
to users in terms of user experience, whereas it causes an increase in perceived
distraction and mental effort.

Keywords: Virtual Reality · Biophilic Design · Animations · Positive
Computing

1 Introduction

Extended Reality (XR) technologies have reached a maturity that allows the study of
novel design variables beyond the basic human needs (e.g., efficiency, accuracy) towards
higher-level needs. For example, these technologies could contribute to the enhancement
of happiness and psychological well-being [1]. Sander defined this approach as Positive
Computing, which is “the study and development of information and communication
technologies that are consciously designed to support people’s psychological well-being
in a way that honors the diverse ideas of the good life of individuals and communities.” A
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consequence of applying positive computing principles is the improvement of working
conditions, which directly affects productivity, health, and well-being [2]. In this way, it
is possible to place the well-being of industrial workers at the center of the production
process, as requested by the novel paradigm of Industry 5.0 [3].

A proven way to increase human well-being is exposure to natural features and
environments [4]. In fact, as described byWilson [5] in his biophilia hypothesis, humans
have “an innate tendency to focus on life and lifelike processes”. Ryan et al. presented
various biophilic design patterns to inform, guide and assist in the design process, such
as the “visual connection with nature” [6]. In real working environments, introducing
plants,water, andnaturalmaterials are examples of the biophilic design [7–9] application.
From the literature, it is evident that there is stress reduction in both experiencing real
nature and seeing images of nature [10–13]. Then, showing virtual representations of
biophilic elements in XR applications may improve human well-being as done by the
real nature in physical workplaces. Various fields can benefit from applying biophilic
design in XR, considering that many working activities are already performed in XR
environments. For example, in the manufacturing field, Virtual Reality (VR) industrial
environments are used for the training of operators [14, 15] andAugmented Reality (AR)
instructions support assembly and maintenance processes [16]. XR is producing new
forms of education [17, 18]. The limitation to physical interactions due to the SARS-
CoV-2 pandemic induced to the application of contactless methods of rehabilitation,
exploiting XR systems [19]. Moreover, an increasing number of companies are adopting
virtual offices for telework [20]. In addition, retailing is shifting from traditional shopping
channels to VR shops [21]. These are only some examples of XRworking environments,
but it is reasonable to think that many others will come due to the extensive use of
Metaverse [22].

The application of the biophilic design was investigated in XR applications only
recently [23–25], confirming that exposure to virtual biophilic elements positively affects
human well-being. Emamjomeh et al. found that natural element exposure in immersive
Virtual Environments (VEs) reduced negative mood like natural element exposure in situ
[24]. Yin et al. showed that people experiencing virtual work environments that mimic
office spaceswith biophilic elements had consistently lower levels of physiological stress
indicators and higher creativity scores than those experiencing the same spaces without
biophilic elements [26]. Wang et al. demonstrated that forest resting VR environments
could produce stress relief effects to some extent [23].

However, in previous works, no design guidelines exist for placing biophilic virtual
elements in the XR environment. Such guidelines are important because introducing
additional virtual elements (i.e., unrelated to the main task) may also distract users from
the main task. In our previous work [27], we compared a VR training environment with
and without biophilic design and found that introducing biophilic virtual elements does
not distract users during the training task.Though this preliminary studywas fundamental
to exclude an overall detrimental effect of biophilic enrichment, we did not evaluate the
effect of the single design variables of biophilic virtual elements, such as type, location,
quantity, animation, and sound. Therefore, further studies addressing the effect of these
design variables are needed to understand how to reach the best compromise between
positive effects on well-being and (possible) negative effects on performance.
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The main contribution of this work is a study about the use of animations for the
design of biophilic elements in a VR workplace, considering only the visual aspect and
excluding the auditory one. As far as the authors know, in the literature, no studies
are addressing whether the biophilic enrichment of VEs should be performed using only
static elements or animated, too. In fact, animated biophilic elements could provide a user
experience similar to what happens in real environments. On the other hand, however,
they could be a source of distraction with a consequent detriment to performance in the
main task. Therefore, we formulated the following research question: how do animations
of biophilic virtual elements affect user attention while performing a working task?

To answer our research question, we conducted a user study during which users
accomplished a cognitive test in a VR workplace, simulating a working task. We evalu-
ated user attention in three different VEs, for each of which we collected performance,
eye-tracking, and subjective measurements. We developed an empty scenario used as
a baseline and two identical biophilic VEs, one with all static elements and another in
which some of these biophilic elements were animated. All the elements were the same
in static and animated biophilic VEs and positioned in the same location. In this prelim-
inary study, we deliberately incorporated a comprehensive range of biophilic elements
within the biophilic virtual environment to push the boundaries of Virtual Reality tech-
nology and explore the potential effects, although we acknowledge that an exaggerated
inclusion of biophilic elements might appear unusual from a practical standpoint. This
allows us to assess user attention under extremely unnatural conditions. The three sce-
narios (Fig. 1; a video, showing the three VEs from the participant’s point of view, is
available at https://youtu.be/Q7BynTec3pE) were:

• Minimal Environment (MIN), a 3D empty scenario populated only by a table and a
monitor on which the test was displayed.

• Static Biophilic Environment (STAT), the same scenario as MIN enriched with static
biophilic elements (e.g., trees, paintings reproducing naturalistic landscapes, green
walls, and animals).

• Animated Biophilic Environment (ANIM), the same scenario as STAT with the addi-
tion of animations of some biophilic elements already present (e.g., birds flying, fish
swimming in the aquarium, fountain water movement).

The paper is organized into five sections. Section 2 reports the experiment’s design
and the VEs’ implementation. In Sect. 3, the results of the user study are presented.
Section 4 discusses the overall results obtained as well as the limitations of the study
and offers future research directions. Finally, in Sect. 5, a conclusion is provided.

2 Materials and Method

We used a within-subjects design for the experiment. We administered the N-Back test
as a cognitive task [28, 29]. In this work, we relied only on industrial tasks in which the
operator must focus on a specific working area without necessarily moving around. We
took inspiration from a real case study presented in our previouswork [27] on assembling
a truck engine in a workstation, whereby in this study we simulated a similar condition,
in which the worker is required to be focused on the task (the N-Back test) he/she must

https://youtu.be/Q7BynTec3pE
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Fig. 1. The three evaluated scenarios: Minimal Environment (above), which represents our base-
line; Static Biophilic Environment (middle) with all static elements; Animated Biophilic Envi-
ronment (bottom), where some biophilic elements are animated (picture modified to show the
simulated effect of some animation examples; for better visualization of the animations a video is
provided at https://youtu.be/Q7BynTec3pE).

https://youtu.be/Q7BynTec3pE
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perform in a dedicated working area (the monitor). The N-Back test allows the operator
to remain still, not walking freely, and focus only on a narrow area like in a real work
scenario. Moreover, unlike other cognitive tests (e.g., the Stroop Test) in which users
must continually look at the task without taking their eyes off the task due to the mode
of the test, in the N-Back test users can turn their gaze elsewhere in their surroundings.

In this work, each user performed two levels of difficulty of the N-Back test [30, 31]
in each VE for a total of six experimental conditions. A balanced Latin Square design
was used to establish both the order of the VE scenarios and the order of the N-Back
test levels for each user, to minimize the order effect and the carry-over effect on the
collected data.

2.1 Experiment Procedure

At the beginning of each session, the experimenter collected general information about
users, informed them about the experiment procedure, and instructed them on how to
use the VR equipment. During the experiment, users had to perform the test sitting on
a chair and using two controllers. First, an eye calibration procedure was conducted to
ensure the accuracy of eye-tracking data. Then, users performed a few practice trials of
the N-Back test in a scenario consisting of a black skybox populated only by a table
and a monitor on which the test was displayed. When users became familiar with the
controller commands and understood how the test worked, the experimenter allowed
them to start the experiment. When users entered each VE, they could explore it before
starting the N-back test. Then, when users claimed to be ready, the experimenter told
them to start the test by pressing a “start” button on the virtual monitor. Finally, users
pressed the “finish” button at the end of the test. After the six experimental conditions,
users answered the subjective questionnaires. The entire experiment procedure lasted,
on average, 30 min and is summarized in Fig. 2.

During the N-Back test, participants observed a sequence of phonologically distinct
letters [B, F, K, H, M, Q, R, X] [32], randomly appearing on the center of the virtual
monitor in each VE. They were instructed to respond as quickly and accurately as
possible, pressing the trigger of the right controller whenever the current stimulus was
the same (match) as the one presented N positions back in the sequence or pressing
the trigger of the left controller if the stimulus did not match. N depended on the load
level (e.g., N = 1 for level 1, N = 2 for level 2, N = 3 for level 3). Our work used two
levels of task difficulty, respectively, level 1 and level 2 (1-back and 2-back). The virtual
monitor was placed orthogonally at about 600 mm from the user in the VE, and the font
size of the letters was 40 mm with a consequent visual angle of 3.8°. Each letter was
presented for 500 ms and followed by a 2500 ms inter-stimulus interval (a hyphen) [33].
The N-back task in each VE took 2 min, for a total of 40 trials [32].

2.2 VR Implementation

Our VR application was displayed on a Head-Mounted Display (HMD), the HTC Vive
Pro Eye. It was implemented with Unity 3D Engine 2019.4.12 version with the inte-
gration of Steam VR, running on a PC Windows 11 Home, having a 64-bit operating
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Fig. 2. Experiment procedure.

system, an Intel Core i7-12700H, 2.30 GHz, 16 GB RAM, and an NVIDIA GeForce
RTX 3070 Ti graphics card.

The experiment was carried out in our laboratory, exploiting the room-scale wide
area tracking with two SteamVR Base Stations appropriately positioned to track the
exact locations of the HTCVive headset and controllers. In the middle of the room-scale
area, we placed a chair on which users had to sit during the experiment.

The VR application recorded eye-tracking data collected from the HTC Vive HMD
with TOBII Pro eye-tracking integration and SRanipalUnity SDK. In thisway, the binoc-
ular dark pupil tracking technique has been used to detect the object fixation time, which
is when the gaze is relatively fixed or focused on acquiring and processing information
[34].

2.3 Measurements

Toevaluate user attention,wemeasuredbothobjective and subjective data.Objective data
derived from the N-Back test performance and eye-tracking measurements. Subjective
data were collected through questionnaires submitted to users after each experiment.

Performance Measurements (N-Back Test). Performance was assessed in terms of
reaction times (time from when the letter appears to when the user pressed the controller
trigger; hits only) and accuracy (misses and errors in the hits) [35].

Eye-TrackingMeasurements. We used eye-tracking technology to monitor users’ eye
movement to collect the fixation time of all virtual elements in the scenario that users
could observe during the execution of the task. The object fixation time was measured
from when users pressed the “start” button to begin the task to when they pressed the
“finish” button. The application automatically acquired all the time data and stored them
in an Excel spreadsheet at the end of each session. Then, for each user, we calculated
the distraction rate as the percentage of the total task time (i.e., 120 s), spent by users
in fixing virtual elements different from the virtual monitor (main task). This objective
ocular measurement allowed us to evaluate if participants were distracted by pointing
their eyes in a different direction from the working area.

Subjective Measurements. After the entire session, users were asked to fill out three
questionnaires for each scenario regardless of the difficulty level of the N-Back test. We
administered the short versionof theUserExperienceQuestionnaire (UEQ) [36] to assess
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the user experience in eachVE in terms of pragmatic and hedonic quality. The Subjective
Mental Effort Question (SMEQ) [37] was used to evaluate the cognitive load perceived
during the task and generated by the elements in each scenario. Moreover, although
we measured the users’ distraction rate from eye-tracking data, to be sure to assess
all variables for the evaluation of user distraction, we also investigated the perceived
distraction caused by the virtual elements in the surroundings through a specific question.
In fact, due to the peripheral view of humans, they can perceive the presence of elements,
that could cause distraction, within their field of view even if their gaze does not stare
directly at them. Therefore, we formulated a specific question on a 7-point Likert Scale
(1 = “Never” to 7 = “Every time”): “Evaluate how much the virtual elements in the
scenario deconcentrated you during the execution of the test.”

2.4 Participants

A total of 24 participants (8 females, 21 to 37 years old, mean = 24.13, SD = 3.35)
took part in the experiment. They were recruited from our university, and they received
no payment. They were 5 bachelor’s and 13 master’s students, 5 Ph.D. students, and 1
post-doc research fellow in mechanical engineering. The mean familiarity level with VR
was 3.29 (SD = 1.67, Min = 1, Max = 7).

3 Results

All data recorded from each participant were classified as matched continuous variables
because data were obtained for each user under all the experimental conditions.

The Shapiro-Wilk normality test, AS R94 algorithm, was used for statistical analysis
to verify if the data followed a normal distribution. In case the data did not follow
it, if applicable, a Box-Cox transformation was performed to obtain normal samples,
and, on these data, the Repeated measures ANOVA was performed to compare the
three samples (MinimalEnvironment, StaticBiophilicEnvironment,AnimatedBiophilic
Environment). If the Box-Cox transformation was unsuccessful, a nonparametric test,
Friedman 2-way ANOVA, was performed to compare the three samples.

3.1 Performance measurements

Accuracy. There was no statistically significant difference in the Error rate (Fig. 3)
committed by participants among the three VEs during the execution of the 1-Back test
(χ2(2)= 3.129, p= 0.209) and 2-Back test (χ2(2)= 2.074, p= 0.355). In the box plot of
1-Back test, the median of distribution MIN is 0.0, while STAT and ANIM distributions
have the same median value of 2.5. In the box plot of 2-Back test, the median of MIN
distribution is 8.7, while STAT and ANIM distributions have the same median equal to
10.0.

Reaction Time. In both analysis of 1-Back (F(1.830, 42.079)= 0.545, P= 0.568) and
2-Back test (χ2(2) = 4.750, p = 0.093), there was no statistically significant difference
in the reaction times among the three VEs (Fig. 4). In the box plot of 1-Back test, the
medians of MIN, STAT, and ANIM distributions are respectively 618, 717, and 684. In
the box plot of 2-Back test, the medians are respectively 1009, 1111, 1104.
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Fig. 3. Box plots of error rate committed during the execution of 1-Back and 2-Back test. Hor-
izontal line indicates the median, box the interquartile range (IQR), whiskers extend to upper
adjacent value (largest value = 75th percentile + 1.5 × IQR) and lower adjacent value (smallest
value = 25th percentile – 1.5 × IQR), and dots represent outliers.

Fig. 4. Box plots of reaction time during the execution of 1-Back and 2-Back test. For an
explanation of the box plot refer to Fig. 3 caption.

3.2 Eye-Tracking Measurements

Distraction Rate. As shown in Fig. 5, the 1-Back test showed a statistically significant
difference in the distraction rate among the three VEs (χ2(2) = 11.627, p = 0.003).
In particular, the Wilcoxon signed-rank test showed a statistically significant difference
between MIN and STAT (Z = −3.516, p < 0.001). In the 2-Back test, there was not
a statistically significant difference (χ2(2) = 1.000, p = 0.607). In the box plot of the
1-Back test, the medians of the three distributions in order are equal to 0.00, 0.14, and
0.00; in the box plot of the 2-Back test, the medians are equal to 1.52, 0.59, and 1.33.
The MIN distribution of 2-BT shows that, even if there is no statistically significant
difference with the other VEs, there were some users who watched the surrounding in
search of visual stimuli, maybe when they missed the task.
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Fig. 5. Box plots of distraction rate in the three VEs for 1-Back test and 2-Back test. The asterisk
indicates a statistically significant difference. For an explanation of the box plot refer to Fig. 3
caption.

3.3 Subjective Measurements

UEQ. Analyzing the Pragmatic Quality scores (Fig. 6), there was no statistically signif-
icant difference among the three VEs. On the contrary, analyzing the Hedonic Quality
scores, the test revealed a statistically significant difference among the three VEs. In
particular, theWilcoxon signed-rank test showed that there was a statistically significant
difference between MIN and STAT (Z = −4.204, p < 0.001) and between MIN and
ANIM (Z = −4.288, p < 0.001).

SMEQ. Analyzing the average SMEQ scores (Fig. 7), it was found that there was
a statistically significant difference among the three VEs. In particular, the Wilcoxon
signed-rank test showed that there was a statistically significant difference betweenMIN
and ANIM (Z = −2.661, p = 0.008) and between STAT and ANIM (Z = −2.670, p =
0.010).

Perceived Distraction. There was a statistically significant difference among the three
VEs on the perceived distraction caused by each VE. In particular, theWilcoxon signed-
rank test showed that there was a statistically significant difference between MIN and

Fig. 6. Mean UEQ scores for the Pragmatic and Hedonic Quality in the three VEs. The asterisks
indicate statistically significant different conditions.
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ANIM (Z=−2.897, p= 0.004) and between STAT and ANIM (Z=−2.582, p= 0.010)
(Fig. 8).

Fig. 7. Mean SMEQ scores for the three VEs. The asterisks indicate statistically significant
different conditions.

Fig. 8. Mean scores on the perceived distraction. The asterisks indicate statistically significant
different conditions.

4 Discussion

The results of the experiment allowed us to answer our research question: how do ani-
mations of biophilic virtual elements affect user attention while performing a working
task? We observed that animations of biophilic elements affect user attention only in
terms of perceived mental effort and perceived distraction, whereas they do not affect
the user experience in both pragmatic and hedonic quality. Considering the objective
measurements, animations do not seem to affect user performance since users remained
equally focused during the task in the three environments.

Hence, users perceived the presence of disturbing elements within their field of view,
while accomplishing the task in the animated environment, even if the results of eye-
tracking showed that the gaze of users does not stare directly at the animated elements,
as well as their presence did not worsen users’ task performance.

4.1 Results Analysis

We did not find a statistically significant worsening of error rate and reaction time in
both level 1 and level 2 of the N-back test among all the scenarios. This result shows
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that users are not influenced by the presence of biophilic elements in the surroundings
while doing their task, even if they are animated. This result is further confirmed by
the eye-tracking data, which shows that users keep their gaze on the virtual monitor,
even when animations are present. The overall time spent observing other elements in
the surroundings is less than 6% of the total task time during the execution of both test
difficulty levels.

From the analysis of user performance and eye-tracking, we could conclude that ani-
mation does not distract users from the main task. However, users reported that animated
virtual elements were distracting for them, since we found statistically significant differ-
ences among the three scenarios for both the perceived mental effort and the perceived
distraction. Both subjective measurements in the animated environment are higher com-
pared with the minimal environment and become further higher with the use of static
biophilic elements. Other studies found that potential distractions, such as noise [38],
affected only perception rather than performance. In fact, by assessing all variables for
the evaluation of user distraction, we observed that, due to the peripheral view of humans,
they could perceive the presence of disturbing animated elements within their field of
view, even if eye-tracking data showed that they did not look at them as many times.
Analyzing the results of UEQ scores, we found that, as regards the pragmatic quality,
there are no statistically significant differences among the three VEs. This result con-
firms that users judged biophilic elements, either static or animated, as not relevant to
the main task. However, they improve the user experience in terms of hedonic quality
compared to an empty VE. In fact, from eye-tracking analysis, we observed that during
the execution of the 2-Back test, which required more concentration than the 1-Back
test due to the increased difficulty of the test, users seemed to be more distracted in
the minimal environment than in the others populated with biophilic elements. This is
explained by the hedonic quality perceived by users in the Minimal environment that
was significantly lower than that of other scenarios. Users expressed discomfort due to
the perceived emptiness of the surrounding, leading them to constantly look around in
search of visual stimuli.

This result confirms what was found in previous studies in the literature [26, 27,
39] and supports the use of a biophilic design to promote human well-being in VR.
However, we found no statistically significant differences between the scenario with all
static elements and the scenario enriched with animated elements. This result allows
us to say that, on the one hand, the use of animations does not lead to a worsening
of performance but, on the other hand, it does not contribute to improving the user
experience.

4.2 Limitations and Directions for Future Research

In this work, we limited to evaluating the effect of animations of biophilic virtual ele-
ments, while we kept fixed other design variables such as the quantity, the location, and
the type. Then, the results of this work derive from a combined effect of all these vari-
ables. As regards the perceived distraction, we found that the main source of distraction
were the animals (bird and butterfly) placed near the main task (reported by 54% of
users) and the fox (33% of users), while all the other elements were marked by less than
10% of users. Therefore, we can hypothesize that placing animated elements far from
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the main task could distract less than placing them closer, as well as using animals that
do not frighten users, like the fox, could be a better choice. However, further studies are
needed to test these hypotheses.

We did not find a statistically significant reduction in performance using animations,
even if users perceived a higher distraction. A possible reason for this result is that we
evaluated the effect on user attention in a cognitive task that lasted 120 s. In this reduced
time, it is not difficult for users to focus on the main task, even with distracting elements.
Further studies are needed to evaluate if, in longer tasks, the perceived distraction caused
by animations reflects on user performance, too. In longer tasks (more than 4 min), it
will also be possible to evaluate the effect of animated biophilic elements on human
well-being through physiological measures [39].

5 Conclusion

In this study, we evaluated the effect of animations of biophilic virtual elements through
performance measurements, eye-tracking, and subjective measurements while doing a
cognitive task. This study aims to understand if animated biophilic virtual elements
are a source of distraction for users working in a virtual environment. We developed
and compared three VEs (Minimal Environment, Static Biophilic Environment, and
Animated Biophilic Environment). From the results of this work, it is possible to say
that the introduction of animations of biophilic elements in a VE does not bring added
value to users. In fact, we did not find an improvement in user experience, but an increase
in perceived mental effort and distraction. However, we found that the user gaze was
very little attracted by animated virtual elements during the cognitive task, and this led
to no worsening user performance with respect to the static scenario.
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Żurek, Grzegorz 181


	 Preface
	 Organization
	 Contents
	Interaction in Virtual Reality
	A Model for Assessing and Sorting Virtual Locomotion Techniques According to Their Fidelity to Real Walking
	1 Introduction
	2 Travel Technique Classification
	3 Proposal for Comparing Techniques: Fidelity Score
	4 Application Example: Travel Techniques for an Urban Rehabilitation Environment
	4.1 Arm-Swinging
	4.2 Gaze-Directed Steering with Gamepad (GDS-Gamepad)
	4.3 Gaze-Directed Steering with 3D-Mouse (GDS-3DMouse)
	4.4 Segwii
	4.5 Hand-Directed Steering (HDS)
	4.6 Graphical Comparison of VLTs with the Fidelity Score

	5 VLT Evaluation
	5.1 Setup
	5.2 Participants
	5.3 Procedure
	5.4 Gathered Data
	5.5 Results

	6 Discussion
	7 Conclusions
	References

	The WalkingSeat: A Leaning Interface for Locomotion in Virtual Environments
	1 Introduction
	2 Related Work
	3 Walking Seat
	3.1 Hardware and Data Capture

	4 Evaluation
	5 Results and Discussion
	5.1 Experiment Overview
	5.2 Objective Scores
	5.3 Subjective Scores
	5.4 Limitations

	6 Conclusion
	References

	Ubiquity of VR: Towards Investigating Ways of Interrupting VR Users to Obtain Their Attention in Public Spaces
	1 Introduction
	2 Related Work
	2.1 Social Acceptance and Privacy Concerns of VR
	2.2 Bystanders of VR Users
	2.3 Interruption Possibilities

	3 Method
	3.1 Field Experiment
	3.2 Online Survey
	3.3 Results

	4 Discussion
	5 Conclusion and Future Work
	References

	Rhythmic Stimuli and Time Experience in Virtual Reality
	1 Introduction
	2 Background and Related Work
	3 Experiment
	3.1 Trial Task and Design
	3.2 Technical Specifications

	4 Analysis and Results
	4.1 General Methods and Data
	4.2 Across All Trials
	4.3 Trial Index Subsets
	4.4 Fatigue Subsets

	5 Discussion
	5.1 Observations on Task Performance and Stimuli
	5.2 Observations on Time Estimation and Stimuli
	5.3 Observations on Time Judgment and Stimuli
	5.4 Time Judgment, Time Estimation, and Performance Balance
	5.5 Limitations

	6 Conclusion
	References

	Designing XR Experiences
	A Mixed Reality Setup for Prototyping Holographic Cockpit Instruments
	1 Introduction
	2 Foundations of Holistic Cockpit Designs with AR
	3 Mixed-Reality-Simulator Environment
	4 Contact-Analog Merging of Mixed Reality Layers
	5 Evaluation of the Automated Calibration Approach
	6 Rapid Prototyping for Simulating AR in MR
	7 Conclusion
	References

	AR Patterns: Event-Driven Design Patterns in Creating Augmented Reality Experiences
	1 Introduction
	1.1 Augmented Reality Design Patterns
	1.2 AR Experiences Driven by Understanding Spatial Context
	1.3 Motivation: Unifying High-Level AR Patterns

	2 Event-Condition-Action Pattern as Abstraction from Reactive AR System Architectures
	2.1 Reactive AR Using Active ECA Rules
	2.2 Event Categories in AR Applications
	2.3 Condition Evaluation Within Spatial AR Context
	2.4 Actions in AR Applications
	2.5 AR Pattern Diagram Using ECA Rule Blocks

	3 Behavioral Patterns
	3.1 Instant Reaction Pattern
	3.2 Timed Reaction Pattern
	3.3 Conditional Reaction Pattern
	3.4 Continuous Evaluation Pattern
	3.5 Publish-Subscribe Notification Pattern
	3.6 Request-Response Pattern
	3.7 Chain Reaction Pattern
	3.8 Complementary Reactions Pattern
	3.9 Detector Reactivation Pattern

	4 Augmentation Patterns
	4.1 Geolocated Remark Pattern
	4.2 Segment Overlay Pattern
	4.3 Area Enrichment Pattern
	4.4 Captured Twin Pattern
	4.5 Anchored Supplement Pattern
	4.6 Superimposition Pattern
	4.7 Tag-Along Pattern
	4.8 Hand/Palm Pop-Up Pattern
	4.9 Ahead Staging Pattern
	4.10 Pass-Through Portal Pattern
	4.11 Staged Progression Pattern
	4.12 Attention Director Pattern
	4.13 Contextual Plot Pattern

	5 Using AR Patterns in Authoring Tool
	5.1 Declarative Creation of AR Content
	5.2 Generation of AR Pattern Diagrams

	6 Conclusions and Perspectives
	6.1 Summary
	6.2 Community-Driven Validation
	6.3 ECA Rules as Foundation for AR Interoperability
	6.4 Generating Code from AR Patterns

	A  Common AR Event Types
	A.1  Session Events
	A.2  Invocation Events
	A.3  User Events
	A.4  Temporal Events
	A.5  Data-Driven Events
	A.6  Response Events
	A.7  Detection Event
	A.8  Notification Events

	B  Common AR Actions
	B.1  Item-Related Actions
	B.2  Visual-Related Actions
	B.3  UI-Related Actions
	B.4  Data-Related Actions
	B.5  Process-Related Actions
	B.6  Detector-Related Actions

	References

	An Open-Source Fine-Grained Benchmarking Platform for Wireless Virtual Reality
	1 Introduction
	2 Fine-Grained Benchmarking Platform
	2.1 Overview
	2.2 Video Pipeline

	3 Results and Discussion
	4 Conclusion
	References

	Collaborative VR Anatomy Atlas Investigating Multi-user Anatomy Learning
	1 Introduction
	2 Related Work
	3 Our Collaborative VR Anatomy Atlas
	4 User Study
	4.1 Research Questions
	4.2 Design and Setup
	4.3 Procedure

	5 Results
	5.1 Demography
	5.2 Anatomy Knowledge and Learning Progress
	5.3 Questionnaires on Motivation and Usability

	6 Discussion
	7 Limitations
	8 Conclusions and Future Work
	References

	3D Molecules Visualization with XRmol: An AR Web Tool for Mobile Devices
	1 Introduction
	2 Related Work
	3 XRmol
	4 Pilot Study
	4.1 Volunteers
	4.2 Study Setup
	4.3 Results
	4.4 Discussion

	5 Conclusion
	References

	Human Factors in VR: Performance, Acceptance, and Design
	Correlations of Flow, Usability, Workload, and Presence with Task Performance in a Spatially Distributed Memory Task
	1 Introduction
	2 Background and Related Work
	2.1 Workload, Usability, and Presence
	2.2 Flow

	3 User Study
	3.1 Task
	3.2 Transitions
	3.3 Procedure
	3.4 Apparatus
	3.5 Sample

	4 Results
	5 Discussion and Future Work
	5.1 Limitations

	6 Conclusion
	References

	Evaluating the Worker Technology Acceptance of a Mixed Reality Technical Documentation
	1 Introduction
	2 MRTD Design for the Case Study
	2.1 Definition of User Needs
	2.2 Definition of MRTD Content
	2.3 Graphical User Interface

	3 Design of Experiment
	4 Results
	5 Discussion
	6 Conclusion and Future Work
	References

	Changes in Concentration Performance After Short-Term Virtual Reality Training in E-Athletes
	1 Introduction
	2 Materials and Methods
	2.1 Participants
	2.2 Intervention
	2.3 Measurements
	2.4 Statistical Analysis

	3 Results
	4 Discussion
	5 Conclusions
	6 Limitations
	References

	XR for First Responders: Concepts, Challenges and Future Potential of Immersive Training
	1 Introduction
	2 XR for First Responder Training
	2.1 Definition of XR and Mapping of Training Goals
	2.2 Benefits of XR for Training First Responders
	2.3 Challenges of XR for Training First Responders
	2.4 Ethical Considerations

	3 The Future of XR Training
	4 Conclusion
	References

	Biophilic Design of Virtual Workplaces: Effect of Animations on User Attention
	1 Introduction
	2 Materials and Method
	2.1 Experiment Procedure
	2.2 VR Implementation
	2.3 Measurements
	2.4 Participants

	3 Results
	3.1 Performance measurements
	3.2 Eye-Tracking Measurements
	3.3 Subjective Measurements

	4 Discussion
	4.1 Results Analysis
	4.2 Limitations and Directions for Future Research

	5 Conclusion
	References

	Author Index

