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Preface

This volume contains the contributions to ICTERI 2023, the 18th International Con-
ference on Information and Communication Technologies (ICT) in Education,
Research, and Industrial Applications. The conference was held in Ivano-Frankivs’k,
Ukraine, during September 18–22, 2023, with a focus on research advances in ICT,
business or academic applications of ICT, and design and deployment of ICT infras-
tructures. To our regret, the current security situation in Ukraine did not allow us
to organize the conference as a face-to-face gathering. Therefore, the conference pro-
ceeded in a hybrid mode.

Topically, the Main Conference of ICTERI 2023 collected the contributions to:
(i) ICT research advances, (ii) information systems technologies and applications, (iii)
academic and industry cooperation in ICT, and (iv) ICT in education. As a complement
to the Main Conference tracks, ICTERI 2023 continued the tradition of hosting co-
located events this year by offering a PhD Symposium and two workshops: the 6th
International Workshop on Methods, Resources and Technologies for Open Learning
and Research (MROL 2023) and 2nd Workshop on Digital Transformation of Edu-
cation (DigiTransfEd 2023). The PhD Symposium provided the opportunity for PhD
candidates to present, listen to, and discuss research on topics relevant to the scope
of the ICTERI conference series. The workshops addressed the following:

– MROL 2023. This workshop focused on new and emerging technologies applica-
tion in open systems of higher education. It explored the use of open education and
research tools, resources, and methods for forming a creative and ICT competent
person in the view of European Research Area development.

– DigiTransfEd 2023. This workshop focused on the theory and practice of Digital
Transformation of Education. It covered digital transformation of educational
processes of all levels, branches, and directions of training

Overall, ICTERI 2023 attracted 90 paper submissions authored by colleagues from
eleven different countries. These submissions included: 53 for the Main Conference; 26
for the PhD Symposium; and 11 poster papers. Each submitted paper was reviewed by
at least three PC members in a single-blind peer review process. Out of these sub-
missions, we accepted: 13 papers for the Main Conference; 8 papers for the PhD
Symposium; and 5 poster papers. The acceptance rate across all the tracks was 28.9
percent. The workshops were run as autonomous co-located events and published their
proceedings separately.

The structure of this proceedings volume reflects the conference program. It con-
tains three parts: (i) Main Conference papers; (ii) PhD Symposium papers; and (ii)
Poster papers.

The Main Conference was, traditionally, the backbone track of ICTERI 2023. The
aim of the track was to offer a forum for presenting and discussing quality contributions
focused on research, design, development, deployment, and usage of advanced



information systems and ICT infrastructures in industry and education. When forming
the program, particular attention was paid to make sure that the presented ideas and
solutions can be or have already been put into practice. This could have been
demonstrated by a proof-of-concept implementation, a comprehensive prototype,
a comprehensive case study, or the analysis of real use cases. Reports on academic-
industrial partnerships for ICT innovation and knowledge transfer were as welcome
as technological and methodological contributions. The rationale behind holding our
PhD Symposium under the umbrella of ICTERI 2023 was to offer an expert envi-
ronment for the presentation of tractable ideas and early results of PhD projects or other
research aiming at receiving a PhD. The poster part of the proceedings is composed
of the best selected papers describing poster presentations given at the conference.

This volume would not have been possible without the support of many people.
First, we are very grateful to all the authors for their commitment and intensive work.
Second, we would like to thank the members of our Program Committee and additional
reviewers for providing timely and thorough assessments. Furthermore, we would like
to thank all the people who contributed to the organization of ICTERI 2023. Without
their efforts, there would have been no substance for this volume.

September 2023 Grigoris Antoniou
Vadim Ermolayev

Vitaliy Kobets
Vira Liubchenko
Heinrich C. Mayr

Aleksander Spivakovsky
Vitaliy Yakovyna

Grygoriy Zholtkevych

vi Preface
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Automated Machine Learning for Knowledge
Discovery (Invited Talk Abstract)

Ioannis Tsamardinos1,2

1 Computer Science Department, University of Crete, Greece
2 ADBio, Greece

tsamard@jadbio.com

Abstract. Automated Machine Learning, or AutoML, is a newly emerging field
in Machine Learning. It promises to automate predictive modelling, democratize
machine learning to non-experts, boost the productivity of experts, ensure the
statistical validity of the modelling process, and even surpass human experts in
quality. AutoML should not only strive to produce a high-quality model, but all
information, explanations, interpretations, and decision support a human expert
would. In this talk, we presented the challenges of AutoML and the design
choices we made to construct the Just Add Data Bio, or JADBio for short,
AutoML platform. We also presented industrial and health applications of
JADBio.

Keywords: AuroML � JADBio � Predictive modelling � Healthcare
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The Power of Good Old-Fashioned AI
for Urban Traffic Control

Mauro Vallati(B)

University of Huddersfield, Huddersfield HD13DH, UK
m.vallati@hud.ac.uk

Abstract. The current worldwide increasing trend in urbanisation is
aggravating urban traffic congestion’s social, economic, and health bur-
dens. The introduction of new means of transport, such as Connected
Autonomous Vehicles, and the rise of Artificial Intelligence, is enabling
a paradigm shift in urban traffic management and control from existing
reactive to proactive traffic control: proactive control paradigms can pre-
emptively address issues, mitigating the negative impact on mobility.

In this paper we provide an overview of the work done in the area by
the Huddersfield AI for Urban Traffic Management and Control research
team.

Keywords: Urban Traffic Control · Model-Based AI · AI Planning

1 Introduction

According to a recent report from the United Nations, the proportion of world’s
population living in cities is expected to increase from the current 55% to 68%
by 2045. This growth in urbanisation is going to exacerbate existing problems
of traffic congestion in urban areas, that are already taking a significant toll in
terms of economical and health costs. In the UK alone, the cost of congestion
has reached nearly £8 billion in 2021 in lost time and fuel consumption, and
has become a major health threat that goes beyond the cardiac and respiratory
systems [2,3].

Current deployed real-time urban traffic control methods are predominantly
reactive, exemplified by approaches like SCOOT [28], prevalent in Europe, which
rely on basic traffic models for connected traffic light clusters. Although reactive
to congestion, these methods lack effectiveness due to the use of pre-computed
knowledge and simplified models. Notably, they are able to optimise the traffic
conditions of the small controlled cluster of junctions, but have no informa-
tion about the rest of the network; overall network conditions can therefore be
detrimentally affected. Additionally, they are bound by predefined conditions for
optimising fixed metrics, lacking adaptability to different conditions or require-
ments.

The rapid evolution of Artificial Intelligence (AI) has spurred novel AI-based
strategies for diverse aspects of traffic management. AI approaches are shifting
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Antoniou et al. (Eds.): ICTERI 2023, CCIS 1980, pp. 3–10, 2023.
https://doi.org/10.1007/978-3-031-48325-7_1
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traffic control paradigms from reactive to proactive, pre-emptively addressing
potential traffic issues. Consequently, traffic authorities are increasingly embrac-
ing AI techniques [1].

This paper offers an overview of the AI-based approaches researched by the
Huddersfield AI for Urban Traffic Management and Control (AI4UTMC) group,1
focusing on Good Old-Fashioned AI [19], or model-based AI. While the merits of
model-based AI, such as interpretability and explainability, are well-established,
they are not the focus here but are detailed in [31].

The remainder of this paper is organised as follows. First, we provide a short
introduction on Automated Planning, that is the AI approach leveraged on in
this paper. Second, we show how this class of AI approaches can be used to
perform traffic signal control, and then we discuss how it can be used to sup-
port traffic routing in the presence of Connected Autonomous Vehicles (CAVs).
Finally, we give conclusions.

2 Automated Planning

In this section, we provide a concise introduction to automated planning, with
particular attention given to PDDL+.

Automated planning constitutes a foundational discipline of Artificial Intelli-
gence, and it is concerned with the task of generating plans (sequences of actions)
based on descriptions of a system to be controlled and its dynamics, initial states,
and specified goals to be achieved [17,18].

Within domain-independent planning, a knowledge model is devised to pro-
vide the essential information required for an automated reasoner to resolve the
corresponding task. This knowledge model encompasses predictive details about
actions and specifically outlines how these actions alter the environment’s state
upon application [21]. Various formalisms exist to articulate this knowledge, with
the widely recognised Planning Domain Description Language (PDDL) being
prominent. Here, we will explore an advanced version of PDDL that permits the
representation of both discrete and continuous state variables, commonly referred
to as numeric planning. Building on this foundation, we delve into its extension
that explicitly addresses time via continuous processes and events-referred to as
the PDDL+ language [12].

Informally, a PDDL+ planning problem encompasses defining the system’s
behaviour through actions, processes, and events, along with a description of the
initial system state and an end goal to be achieved. Actions represent agents’
choices, and are under the control of the planning reasoner, while processes and
events detail system evolution and can not be directly controlled. The initial state
reflects the starting conditions, and the goal outlines the desired outcome for
problem resolution. In essence, a PDDL+ planning problem involves discovering
a timed sequence of actions (a plan) that guides the system state, adhering to
specified processes and events, to fulfil a designated goal requirement.

1 https://www.ai4utmc.info/.

https://www.ai4utmc.info/
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From a formal perspective, a PDDL+ problem over variables V is the
tuple (V,A, P,E, I,G) where: V is a set of variables divided into Boolean (F )
and numeric variables (X), A is a set of actions, where each action is a pair
(pre(a), eff(a)) where pre(a) is a logical formula called the precondition of a,
and eff(a) is a set of assignments for some subset of V , called the effect of
a; I is an initial state (an initial complete assignments for all variables in V );
G is a logical formula over V , and P and E are sets of processes and events,
respectively.

PDDL+ problems build on the notion of a state, which is an assignment to
all variables in X. I is one such states. As a goal, preconditions are formulae
over variables from X; We say that a state satisfies a formula if such a state is a
model of the formula, following standard conventions from logic. Effects, in the
case of actions and events, are assignments to some variable from X. In the case
of processes, effects are used to represent the time derivative of some numeric
variables in X. Intuitively, processes describe how the world evolve as time goes
by.

Solving a PDDL+ problem corresponds to the task of finding a set of timed
actions, i.e., pairs (t, a) where t ∈ R+

0 and a ∈ A, such that the all actions are
applicable at the corresponding time. The states in which the actions are applied
are the result of a combination of effects of continuously changing variables (given
by the active processes through time) and discrete changes happening for effects
of actions that get applied or events that get triggered.

More details about the syntax and semantics of PDDL+ can be found in [12].
Note also that PDDL+ problems can be described compactly by means of a lifted
representation. Lifted representations allow the representation of actions, pro-
cesses and events with free typed variables, which need to be instantiated with
objects that are specific for a particular instance of the problem. The lifted rep-
resentation supports the knowledge engineering process of automated planning
applications, by providing a concise and easy to maintain representation of the
knowledge needed by the automated reasoner [21]. The introduction of para-
metric actions and variables does not change the semantics of the problem in
that all lifted instances can be transformed into instances with no parameters
through a process called grounding ; yet lifted representations make the models
much lighter and easier to inspect. For more details about automatic grounding,
the interested reader is referred to [25].

3 AI for Traffic Signal Control

Traffic signal control is the problem of defining the duration of the sequence of
stages for each controlled junction, taking into account existing constraints on
the minimum and maximum length of each stage, as well as on the minimum
and the maximum length of the complete traffic signal cycle. Cycles also include
intergreens, which are non-modifiable periods of time between two subsequent
stages. Each traffic signal stage is also defined in terms of traffic movements that
it enables.
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The problem of traffic signal control was tackled by means of PDDL+ auto-
mated planning by Vallati et al. in 2016 [4,32], and subsequently re-engineered
by McCluskey and Vallati in 2017 [20] and by Percassi et al. in 2023 [23]. In a
nutshell, the idea is that the controlled region is modelled in the PDDL+ lan-
guage in terms of junctions, traffic light phases and cycles, expected demand
and expected traffic intentions; the current traffic conditions are then described
in terms of snapshot occupancy (i.e., the number of vehicles in each link). A
goal is then set for an automated planning engine to find a solution by means
of optimising traffic lights. Goals can be defined in terms of number of vehi-
cles expected to navigate through a corridor, number of vehicles expected to
enter (exit) the region as soon as possible, or decongesting one or more links of
the network. Experiments performed using both synthetic and real-world data
demonstrated that the approach can lead to a significant reduction of traffic
congestion as well as pollution in urban areas. Figure 1 gives an intuition of the
symbolic representation of a problem in the considered formalism, and provides
relevant information for a junction J1 in terms of cycle time, sequence of traffic
signal phases, and min and max green time for each phase. Details about the
overall structure of the network are omitted for the sake of space, but the goal is
specified in terms of vehicles that need to leave a considered link of the region,
and an excerpt of a generated solution is shown.

To support the automated planning engine in the task of quickly finding a
good quality traffic signal setting, a number of heuristics have been introduced
[13,23], together with ad-hoc techniques for grounding and reformulation of the
complex models [14,25]. Due to the complex nature of the models, the design of
tools of supporting validation and verification of the encoded symbolic knowledge
has also been investigated [24]. Further, an overall framework supporting the
real-time acquisition of knowledge from deployed sensors has been designed, to
foster the on-line use of the proposed techniques [6].

Finally, a major benefit of using model-based AI lies in the fact that the
model can play the role of a simulator. The approach can then rely on verifiable
accurate knowledge models, encoding how traffic moves in the controlled region,
to simulate the likely traffic evolution over a considered period of time. Auto-
mated Planning lends itself well thanks to its concise and declarative symbolic
representation of the dynamics to model, achieved via the standard PDDL+ lan-
guage. In a recent paper, we introduced the framework that can support the use
of the AI-based models as simulators, and show that the accuracy of simulated
scenarios makes it a viable option for traffic authorities [5].

4 AI for Traffic Routing

The advent of Connected Autonomous Vehicles (CAVs) paves the way to the use
of AI for supporting in innovative ways urban traffic controllers [29]. Vehicle to
Infrastructure (V2I) communication allows traffic controllers to collect real-time
traffic information from individual CAVs navigating the area, hence maintaining
a real-time accurate overview of traffic conditions, and to directly influence the
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(:init
(active j1_stage1)
(= (cycletime j1) 90)
(= (maxcycletime j1) 120)
(= (mincycletime j1) 50)
(= (defaultgreentime j1_stage1) 45)
(= (defaultgreentime j1_stage2) 14)
(contains j1 j1_stage1)
(contains j1 j1_stage2)
(contains j1 j1_stage3)
(contains j1 j1_stage4)
(= (mingreentime j1_stage1) 10)
(= (maxgreentime j1_stage1) 120)
(= (mingreentime j1_stage2) 15)
(= (maxgreentime j1_stage2) 120)
...

(:goal
(> (pculeft link3) 500)
...

*** Generated Strategy
15.0: (Switch j1_stage4 j1_stage1)
...
60.0: (Switch j1_stage1 J1_stage2)
976.0: END

Fig. 1. Excerpt of a traffic signal optimisation problem, presenting some elements of
a single junction with four stages. The block ‘’:init‘’ defines the initial state; ‘’:goal‘’
defines the goal conditions that must be achieved. The lower part of the Figure presents
a snippet of a potential solution strategy.

way in which traffic moves by providing instructions to vehicles in the controlled
region. Here we focus on urban traffic routing, that aims at reducing congestion
by distributing vehicles in the controlled network to maximise the exploitation
of the available infrastructure.

The intuition of the approach is that, given a urban network and the traffic
demand expressed as approaching vehicles and corresponding destinations, the
automated planning system is tasked with the identification of routes for vehicles
that allows to minimise the average journey time for all the vehicles in the
network. The first work on this research thread was by Chrpa et al. [9], that
investigated the optimisation of both journey times and air quality. Subsequent
works looked more in depth into the optimisation of journey times by considering
different planning paradigms and different urban networks [11,30,33]. An excerpt
of the problem is provided in Fig. 2, where the current conditions of the network
are described as well as the position of the vehicles to be routed, and a desidered
goal position for vehicles.

While preliminary results demonstrate the potential of the approach, it
emerges that it faces issues in terms of scalability – particularly when large num-



8 M. Vallati

;;initial state
(= (length LinkX) 800) ;;value in metres
(= (occupancy LinkX) 2) ;; estimated vehicles
(= (density-medium LinkX) 40)
(= (density-heavy LinkX) 70)
(= (timeNeeded-light LinkX) 64) ;;value in seconds
(= (timeNeeded-medium LinkX) 116) ;;value in seconds
(= (timeNeeded-heavy LinkX) 195) ;;value in seconds
(connected LinkX LinkY)
(at Vehicle1 LinkX)
(next Vehicle1 LinkX LinkY)
...
(at Vehicle2 LinkX)
;;goal state
(at Vehicle2 LinkW)

Fig. 2. An excerpt of the PDDL+ code used to encode the relevant information for a
link (LinkX) of the controlled region, and for 2 vehicles.

ber of vehicles needs to be rerouted. Work to mitigate this issue are undergoing,
with promising results already emerging [26,27].

A different line of work explored the use of Answer Set Programming (ASP)
[15,16,22] for performing routing while incorporating the notion of risks into the
routes of vehicles [7]. For instance, risks consist of increased likeliness of traffic
accidents, potential risks for children, or issues related to air quality.

5 Conclusion

In this paper we presented two problems of urban traffic management and con-
trol that we are tackling by using model-based AI approaches, in particular auto-
mated planning. On the one hand, it is worth noting that the work in the area is
by no means concluded, and there is significant room for improvements. It also
worth noting that providing a complete overview of the field is beyond the scope
of this paper, that is instead focusing only on the work performed by the Hud-
dersfield AI for Urban Traffic Management and Control (AI4UTMC) research
team. On the other hand, it is worth mentioning two other loosely related areas
where we successfully applied planning techniques: traffic accident management
[10] , where the problem is to optimise the movement and deployment of emer-
gency response vehicles according to the severity of accidents, and in-station
train dispatching [8] where automated planning has been used to optimise the
movements of trains inside train stations.

Finally, we would like to stress that the use of model-based AI approaches
can support explainable and verifiable tools and techniques. As the use of AI
in traffic control and management continues to grow, the need for explainable
and transparent systems becomes increasingly important, and we believe that
automated planning is a promising approach to achieve this goal.
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Abstract. The adjustment of the previously developed algebra-algorithmic tools
towards the automated design and generation of programs that use neuroevolution-
ary algorithms is proposed. Neuroevolution is a set ofmachine learning techniques
that apply evolutionary algorithms to facilitate the solving of complex tasks, such
as games, robotics, and simulation of natural processes. The developed program
design toolkit provides automated construction of high-level algorithm specifica-
tions represented in Glushkov’s system of algorithmic algebra and synthesis of
corresponding programs based on implementation templates in a target program-
ming language. The adjustment of the toolkit for designing neuroevolutionary
algorithms consists in adding the descriptions and software implementations of
the relevant elementary operators and predicates to a database of the toolkit. The
use of the toolkit is illustrated by an example of designing and generating a pro-
gram for the single-pole balancing problem, which applies the neuroevolutionary
algorithm of the NEAT-Python library. The results of the experiment consisting
in the execution of the program generated with the algebra-algorithmic toolkit are
given.

Keywords: Automated Design · Algebra of Algorithms · Neuroevolution of
Augmenting Topologies · Neural Network · Program Generation

1 Introduction

Today, artificial neural networks are used in various areas of computer intelligence
applications. Neural networks with a small number of neurons, due to their limited
approximation capabilities, do not allow solving real practical tasks [1], and the selection
of an excess number of neurons in the network leads to the problem of retraining and loss
of approximation properties, an increase in the number of necessary hardware resources
for its implementation, and an increase in time delays in processing information and
training neural networks.

Traditionally, the structure of neural networks is determined manually by an expert
developer of the computing systems that use these networks. Optimization of the struc-
ture of the neural network is carried out by removing some insignificant weighting
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coefficients. To implement this, algorithms of successive reduction or increase of the
structure and methods of evolutionary optimization (neuroevolution) are used. The lat-
ter are applied to solve various tasks of neural network synthesis, namely: selection of
features, adjustment of weights, selection of optimal network architecture, an adaptation
of learning rules, and initialization of weight coefficient values.

The method of neuroevolution has become very common in recent years [2, 3].Well-
known AI laboratories and researchers are experimenting with it, some new successes
are fueling enthusiasm, and new opportunities are emerging to influence deep learning,
which has been and continues to be popular over the past decade. The neuroevolution
method automates the creation of neural networks. Unlike manual methods, it allows for
simultaneous changes in the weights of connections between nodes and the topology of
nodes during the design process. One of the most famous implementations of neuroevo-
lutionary algorithms is the NeuroEvolution of Augmenting Topologies (NEAT) [4–6].
Incremental topology neuroevolution is a form of reinforcement learning that uses evo-
lutionary (genetic) algorithms to generate artificial neural networks, their parameters,
topologies, and decision rules. The main advantage of neuroevolution lies in the possi-
bility of its wider application compared to supervised learning, which requires marked
correct pairs of input and output data for training. In contrast, neuroevolution requires
only the ability to evaluate the performance of the generated network at any stage of
training.

In this paper, facilities for automated design and generation of programs that use
neuroevolutionary algorithms are proposed. The tools apply high-level specifications of
programs based on Glushkov’s systems of algorithmic algebras (SAA) [7, 8]. Based on
the schemes represented in SAA, automated code generation is carried out in a target
programming language. The approach is demonstrated on a program for single-pole
balancing problem. The design and generation of the program using the open-source
library for the implementation of neuroevolutionary algorithms NEAT-Python [9] were
carried out.

2 Neuroevolution of Augmenting Topologies

Neuroevolution is a family of machine learning techniques that use evolutionary algo-
rithms to facilitate solving complex tasks such as games, robotics, and modeling natural
processes [6]. Neuroevolutionary algorithms imitate the process of natural selection.
Very simple artificial neural networks can become very complex. The result of neuroevo-
lution is an optimal network topology, which makes the model more energy efficient and
convenient for analysis. The NEAT method is designed to reduce the dimensionality of
the parameter search space in the form of a gradual development of the neural network
structure in the process of evolution. The evolutionary process begins with a popula-
tion of small, simplest genomes and gradually increases their complexity with each new
generation.

Briefly, the essence of the NEAT approach is the following. In the beginning, we can
have a very simple topology consisting only of input (x0, x1, . . .) and output (a) nodes,
as well as (optionally) a hidden layer (h) of nodes, whichmay be omitted. Next, a genetic
algorithm works, which, through crossing and mutations, automatically produces other
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topologies, which are evaluated based on the fitness function, from which the best ones
are selected to continue the generation of populations. At the same time, the quality
of recognition improves due to increasing the number of hidden layers of the neural
network. Quality can be monitored by observing a plot of the fitness function versus the
number of populations generated. As experience shows, the best quality neural network
is created as a result, which also has the advantages of compactness and speed.

One of the popular test tasks, which is effectively solved using NEAT, is pole bal-
ancing [3, 6, 10, 11]. The challenge is to steer a simulated cart that can only move in two
directions using a pole attached to its top by a hinge (inverted pendulum). The longer the
cart (controlled by a neural network) can hold the pole in the air, the higher its fitness.
This task is very similar to trying to balance a pencil in the palm of a hand—it requires
strong coordination and quick reaction.

Software implementations of the neuroevolution algorithm are represented by many
libraries, in particular, NEAT-Python [9], SharpNEAT [12], PyTorch-NEAT [13], Multi-
NEAT [14], and NEAT Java [15]. In this work, an experiment was conducted to auto-
mate the development of the neuroevolution algorithm, which was implemented using
the NEAT-Python library.

NEAT-Python is an implementation of the NEAT algorithm in the Python program-
ming language. TheNEAT-Python library provides an implementation of standardNEAT
methods for modeling the genetic evolution of genomes of organisms in a population.
It contains utilities for converting an organism’s genotype to its phenotype (artificial
neural network) and provides convenient methods for loading and saving the genome
configuration together with NEAT parameters. In addition, it offers researchers useful
routines that help to collect statistics about the progress of the evolutionary process and
save/load intermediate control points. Control points allow periodic saving of the state
of the evolutionary process and later resume the execution of the process from the saved
control points.

The advantages of the NEAT-Python library include:

• stable implementation, comprehensive documentation;
• availability for easy installation using the PIP package manager;
• the presence of built-in statistics collection tools and support for saving execution

checkpoints, as well as restoring execution from a given checkpoint;
• availability of several types of activation functions, support of continuous-time

recurrent neural network phenotypes;
• easy extensibility to support different NEAT modifications.

The NEAT-Python library uses a set of hyperparameters that affect the performance
and accuracy of the NEAT algorithms (the configuration file is stored in a format similar
to Windows.ini files). Options include, but are not limited to:

• fitness_criterion—a function that computes the termination criterion from the set of
fitness values of all genomes in the population;

• fitness_threshold—a threshold value that is comparedwith the fitness computed using
the fitness_criterion function to check the need to complete the evolution;

• pop_size—the number of individual organisms in each generation;
• the initial configuration of the network by the number of hidden (num_hidden), input

(num_inputs), and output nodes (num_outputs).
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3 Facilities for Automated Design of Algorithms and Programs

To automate the development of programs, this work uses the SAA/1 language and the
algebra-algorithmic Integrated toolkit for Designing and Synthesis of programs (IDS
toolkit) [16, 17]. The language is intended for multi-level structural design and docu-
mentation of sequential and parallel algorithms and programs and is based onGlushkov’s
SAA [7, 8].

The main operator constructs of the SAA/1 language used in this work are the
following:

• composition (sequential execution) of operators: “operator1”; “operator2”;
• branching: IF ‘condition’ THEN “operator1” ELSE “operator2” END IF;
• for loop: FOR EACH (“variable” IN “expression”) “operator” END OF LOOP.

The process of automated development of algorithms and programs in the toolkit is
shown in Fig. 1. The toolkit includes the following components:

• designer of high-level schemes of algorithms presented in SAA (SAA schemes);
• a database containing a description of SAA constructs and parameterized templates

for implementing these constructs in target programming languages (C++, Java,
Python);

• a generator of program texts based on algorithm schemes using templates from the
database.

Fig. 1. The development of programs in the IDS toolkit

In the process of working with the designer, the user can edit the description of
operator and predicate language constructs, as well as basic operators and conditions
stored in the toolkit database.

The description of the database element (operation of SAA or a basic concept)
includes its presentation in an analytical and natural-linguistic form, as well as its
implementation in a programming language.
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Setting up the toolkit for designing neuroevolutionary algorithms, which is the pur-
pose of this work, consists in entering the descriptions of the corresponding basic opera-
tors andpredicates into the database.Table 1provides examples of the descriptionof basic
elements for neuroevolution algorithms. Identifiers of operators are enclosed in quota-
tionmarks, predicates are enclosed in apostrophes. The implementation in programming
language uses methods of the NEAT-Python library.

Table 1. Examples of description of basic operators and predicates for neuroevolution tasks in
the database of the IDS toolkit

No. Natural-linguistic form Implementation in Python language using
the NEAT-Python library

1 “Activate the NET (net)(input)” %1.activate(%2)

2 “Load configuration (config) from file
(file)”

%1 = neat.Config(neat.DefaultGenome,
neat.DefaultReproduction,
neat.DefaultSpeciesSet,
neat.DefaultStagnation, %2)

3 “Create the population (p), which is the
top-level object for a NEAT run, for
configuration (config)”

%1 = neat.Population(%2)

4 “Run neuroevolution for up to (n)
generations and display the best genome
(best_genome) among generations”

%2 = p.run(eval_genomes, %1 =
%1_generations)
print(‘\nBest genome:\n{!s}’.format(%2))

5 “Set (genome) fitness to (value)” %1.fitness =%2

6 “Adjust (fitness) based on
(additional_num_runs) and
(success_runs)”

%1 = 1.0 - (%2 - %3)/%2

7 “Create feedforward neural network (net)
for (genome) and configuration (config)”

%1 = neat.nn.FeedForwardNetwork
create(%2, %3)

8 “Evaluate fitness of the genome that was
used to generate net (net)”

fitness = cart.eval_fitness(%1)

9 ‘Genome (fitness) is greater or equal to
fitness threshold (fitness_threshold) for
configuration (config)’

%1 >= %3.%2

10 ‘Genome (fitness) is less than fitness
threshold (fitness_threshold) for
configuration (config)’

%1 < %3.%2

The basic operators for the implementation of neuroevolutionary algorithms include
the following.

1. Activation of the neural network based on the array of input data.
2. Downloading the experiment configuration from a file.
3. Creation of the population p based on the configuration.
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4. Starting the process of neuroevolution for n populations and displaying the best
genome among populations.

5. Setting the genome fitness.
6. Adjusting the fitness value based on the number of additional simulation runs and

successful runs.
7. Creation of a neural network for the specified genome and configuration.
8. Evaluation of the fitness of the genome that was used for network generation.

The predicates (numbers 9 and 10) are intended for checking the fitness value against
the threshold value specified in the configuration file.

The natural-linguistic form of the description of basic elements contains the names
of the formal parameters indicated in parentheses. The actual parameters specified in
the SAA schemes replace the corresponding formal parameters in the text of the imple-
mentation of the basic concept in the programming language during program synthesis.
Parameters in the implementation of the programming language are marked with the
numbers %1, %2, etc.

An example of designing an application using some of the considered basic operators
and predicates is given in the next section.

4 Application of the Integrated Toolkit for Designing a Program
for Single-Pole Balancing Problem Using the NEAT-Python
Library

As an illustration, consider the use of the IDS toolkit for the well-known single-pole bal-
ancingproblem [6]. This task is a classic example of a reinforcement learning experiment,
which is also a commonly accepted benchmark for testing different implementations of
control strategies.

In this experiment, the NEAT algorithm is used to implement a controller that reg-
ulates a physical device (a cart). The SAA facilities and the IDS toolkit are used to
implement a cart device simulator and a neuroevolution-based control algorithm to sta-
bilize the inverted pendulum over a given time interval. The NEAT-Python library [9] is
used to implement the neuroevolutionary algorithm.

The statement of the single-pole balancing problem and the mathematical model
(motion equations) are described in detail in [6]. A pole balancing controller takes
scaled input values and produces an output signal that is a binary value and determines
the action to be taken at a given time.

The initial configuration of the neural network of the controller is represented in
Fig. 2. It includes five input nodes: for the horizontal position of the cart (x1) and its
velocity (x2), for the vertical angle of the pole (x3) and its angular velocity (x4), and
an additional input node for bias (x0) (which can be optional depending on the specific
NEAT library used). The output node (a) is a binary node that outputs a control signal
(0 or 1). The hidden node (h) is optional and can be omitted.

The simulation loop uses the controller’s neural network to estimate the current state
of the system and select the appropriate action (force to be added to the cart) for the
next step. The neural network is created for each genome of the population at a certain
generation of evolution, which allows evaluation of the efficiency of all genomes.
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Fig. 2. The initial configuration of a neural network of a single-pole balancing controller

The simulation loop consists of the following steps.

1. Initialization of initial state variables (x, x_dot, theta, theta_dot) with random values
within the limits.

2. Simulation loop through a certain number of steps specified by the max_bal_steps
parameter.

3. The state variables are scaled to fit the range [0, 1] before loading them as inputs to
the neural network controller.

4. The scaled input can be used to activate the neural network, and the output of the
neural network is used to obtain a discrete action value.

5. After receiving the action values and the current values of the state variables, a single
step of the cart-pole simulation can be run. After the simulation step, the returned
state variables are checked against constraints to see if the system state is within
acceptable limits.

The SAA scheme implementing the experiment is given below. The scheme begins
with defining the libraries and constants used. Next is the compound main statement.
The function of evaluating the suitability of all genomes in the population is contained
in the compound operator “Evaluate the best net”. It receives a list of all genomes in the
population and NEAT configuration parameters. For each genome, it creates a neural
network phenotype and uses it as a controller to run the simulation.
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SCHEME SINGLE POLE EXPERIMENT 

“GlobalData”

==== “Import library (os)”;

“Import library (neat)”;

“Import library (visualize)”;

“Import library (cart_pole as cart)”;

“Import library (utils)”;

“Set current working directory (local_dir)”;

“Set the directory to store outputs (out_dir) (local_dir) (out)”;

“Set the directory to store outputs (out_dir) (out_dir) (single_pole)”;

(additional_num_runs := 100);

(additional_steps := 200) 

“main”

==== “Determine path (config_path) to configuration file (local_dir)
(single_pole_config.ini)”;

“Clean results of the previous run if any or init the output directory (out_dir)”;

“Run experiment (config_path)”;

“Run experiment (config_file, n_generations = 100)”

==== “Load configuration (config) from file (config_file)”;

“Create the population (p), which is the top-level object for a NEAT run, 

for configuration (config)”;

“Add a stdout reporter to show progress in the terminal  for population (p)”;

“Run neuroevolution for up to (n) generations and display the best 

genome (best_genome) among generations”;

“Create feedforward neural network (net) for (best_genome) and configuration 

(config)”;

“Output the message (\n\nEvaluating the best genome in random runs)”;

(success_runs := “Evaluate the best net (net, config, additional_num_runs)”);

“Output successful (success_runs) and expected runs (additional_num_runs)
and check if the best genome is a winner”;

“Visualize the experiment results for configuration (config), best genome 

(best_genome) from directory (out_dir)”;

“Evaluate genomes (genomes, config)”

==== FOR EACH (genome_id, genome IN genomes) 
“Set (genome) fitness to (0.0)”;

“Create feedforward neural network (net) for (genome) and 

configuration (config)”;

“Evaluate fitness of the genome that was used to generate net (net)”;

IF ‘Genome (fitness) is greater or equal to the fitness threshold 

(fitness_threshold) for configuration (config)’
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THEN

(success_runs := “Evaluate the best net (net, config, 

additional_num_runs)”);

“Adjust (fitness) based on (additional_num_runs) and (success_runs)”
END IF;

“Set (genome) fitness to (fitness)”
END OF LOOP;

“Evaluate the best net (net, config, num_runs)”
==== FOR EACH (run IN range(num_runs))

“Evaluate fitness of the genome that was used to generate net (net,  
max_bal_steps = additional_steps)”

IF ‘Genome (fitness) is less than fitness threshold (fitness_threshold) for 

configuration (config)’

THEN “Return value (run)”

END IF;

END OF LOOP;          

“Return value (num_runs)”

“Evaluate fitness of the genome that was used to generate net (net, 
max_bal_steps = 500000)”

==== (steps := “Run cart-pole simulation (net, max_bal_steps)”);

IF (steps = max_bal_steps) 
THEN “Return value (1.0)”

          ELSE IF (steps = 0)

THEN “Return value (0.0)”

ELSE

(log_steps := log(steps));
(log_max_steps := log(max_bal_steps));
“(error) := ((log_max_steps – log_steps) / log_max_steps)”;

“Return value (1.0 – error)”
END IF

END IF

END OF SCHEME SINGLE POLE EXPERIMENT

The function of performing the experiment is in the compound statement “Run exper-
iment”. It starts by loading hyperparameters from a configuration file and generates the
initial population using the loaded configuration. The function then configures reporters
to collect statistics related to the execution of the evolutionary process. Output reporters
are also added to write the execution results to the console in real time. The evolution
process is performed for the specified number of generations, and the results are stored
in the source directory. After the best genome has been found during the evolution-
ary process, a check is made to see if it meets the fitness threshold criteria set in the
configuration file. The program returns the genome with the formal best match.
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5 Experimental Results

Now, based on the designed SAA scheme, the generation of the program code in the
Python language can be automated using the IDS toolkit. Below, there are the results of
the experiment on the execution of the generated program.Apopulation of 150 individual
organisms was defined in the NEAT-Python configuration file and a fitness threshold of
1.0 was set as the termination criterion. The values of the initial parameters of the neural
network are the following: num_hidden = 0, num_inputs = 4, and num_outputs = 1.

When the program is executed, data is displayed for each generation of evolution.
The best genome, which is the winner of evolution, encodes a neural network phenotype
consisting of only one nonlinear node (output) and three connections from input nodes
(size: (1, 3)). The graph of the neural network of thewinning controller for the single-pole
balancing problem is shown in Fig. 3.

Fig. 3. Graph of the optimal single-pole balancing controller found by the NEAT algorithm

The graph of changes in fitness values over generations of evolution is shown in
Fig. 4.

The average fitness of the population in all generations was low, but from the begin-
ning, there was a beneficial mutation that gave rise to a certain line of organisms. From
generation to generation, gifted individuals from this line were able not only to preserve
their useful traits but also to improve them, which ultimately led to the emergence of an
evolutionary winner.
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Fig. 4. Average and best values of the fitness function in the single-pole balancing experiment

6 Conclusion

The adjustment of the previously developed algebra-algorithmic toolkit towards the
automated design and synthesis of programs using neuroevolutionary algorithms was
proposed. The method of neuroevolution of augmenting topologies is intended to reduce
the dimensionality of the space for searching for neural network parameters in the form
of gradual development of the neural network structure in the process of evolution. The
basis of the toolkit is the construction of high-level specifications of algorithms repre-
sented in systems of algorithmic Glushkov’s algebras, and the generation of correspond-
ing programs based on implementation templates in a target programming language.
The approach is illustrated by the example of designing a program for the single-pole
balancing problem, which uses the neuroevolutionary algorithm of the NEAT-Python
library.
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Abstract. It is well known that the functional programming paradigm
provides certain advantages, namely increasing the reliability of soft-
ware development, improving software verification and validation, pro-
viding software artefact reusability, and scaling software solutions. But
this paradigm is not free from disadvantages also. The most serious of
them are redundant memory usage and low-performance productivity.
The ideas concerning the implementation of randomization mechanisms
into reduction strategies, which is a significant part of the kernel of
functional computing systems, are considered in the paper. The authors
present simulation tools for studying such a mechanism and give their
grounding. They also present the experimental results of the comparison
analysis of variants reduction randomization.

Keywords: lambda calculus · alpha- and eta-conversion ·
beta-reduction · reduction strategy · randomization · cost of reduction

1 Introduction

The trend in the software industry is to widen the use of ideas related to the
functional programming paradigm in software development processes. This trend
is in detail analysed in [3]. However, the functional paradigm has not only advan-
tages but also disadvantages (see, for example, [4]). The author of [4] marks as
advantages of the functional programming paradigm the simplicity, testability,
reusability, and scalability. In contrast, he marks as disadvantages of the func-
tional paradigm

1. the inefficient memory usage and low performance,
2. fewer frameworks and tools compared to the imperative paradigm, and
3. narrower communities of experts and users compared to the imperative

paradigm.
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This paper is focused on the first issue of these disadvantages. More precisely,
it is focused on the problem of low computing performance.

It is known that a computational process, which is generated by a func-
tional program, is step-wise applying one of three mechanisms, namely alpha-
conversion, beta-reduction, and eta-conversion. So, the computational cost of the
process as a whole is the sum of the computational costs of each of these sub-
processes and some auxiliary ones, such as redexes recognising. Varying ratios of
contributions of the corresponding sub-processes costs to the cost of the process
as a whole, one can obtain different models for estimating the performance of
functional programs.

Given that the reduction process is not unambiguous, we realise some reduc-
tion strategies for the functional engine to eliminate this ambiguity. Of course,
the cost of a computational process depends on the reduction strategy used.

Thus, we may pose the following problem.

Problem 1. For the chosen cost model, find a strategy with the least cost.

This problem can hardly be solved universally, which Example 1 from Sub-
sect. 3.1 demonstrates. Moreover, the detailed analysis of the problem (see, for
example, [1, chapter 13]) led to proving the statement about the absence of an
optimal reduction strategy.

The known approaches in similar situations are to choose randomly at each
step either of redex or of deterministic strategy for determining this redex for
its reduction. We talk about a random strategy in the first of mentioned cases
or a mixed one in the second case, respectively.

This article and [5] begin a series of our papers for confirming or refuting the
following hypothesis.

Hypothesis. For any combinator F , there exists a random or mixed reduction
strategy that optimally reduces FX on average wrt X where X is a combinator
representing input data.

This optimal strategy can be found with Reinforcement Machine Learning.

If this hypothesis is true, then we can try to develop a tool for the performance
optimisation of executing functional programs.

2 A Brief Survey of Typeless Lambda Calculus

Terms of typeless lambda calculus are constructed from an enumerable set of
variables

V = {v0, v1, . . . , vn, . . .}
and four special signs

“λ”, “.”, “(”, and “)”.
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2.1 Lambda Terms Construction Rules

Members of the set Λ of lambda terms are constructed with the following syn-
tactic rules

– the rule for constructing an atomic lambda term

x ∈ V
x ∈ Λ

(1a)

– the rule for constructing a lambda term called an application term

M ∈ Λ N ∈ Λ

(M N) ∈ Λ
(1b)

– and the rule for constructing a lambda term called an abstraction term

x ∈ V M ∈ Λ

(λx.M) ∈ Λ
(1c)

Usually, terms are represented in the shortened form obtained with these
rules

– the outer brackets are dropped;
– the shortened form M N K refers to the term ((M N)K);
– the shortened form λx.λy.M refers to the term (λx.(λy.M));
– the shortened form λx.M N refers to the term (λx.(M N)).

During the work, authors have developed a modelling tool for the experimen-
tal study of computations with lambda terms. The realisation language of this
tool is Python. The concept of a variable is represented by the class Var of the
developed modelling software. This class provides an enumerable set of variable
instances having no structure.

class Var:
"""is inhabited by instances identified uniquely by

positive natural numbers.

"""

The root class of the developed tool is abstract and responds to the features
common to all terms.

class Term:
"""is the parent class for classes representing terms of

specific kinds. It collects properties and methods common

to all terms indifferently to their kinds

"""

def __eq__(self, another: Term) -> bool:
"""returns 'True' if the term and term 'another' are
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equal wrt Leibnitz equality ie they are the same else

returns 'False'

"""

@property
def kind(self) -> str:

"""returns the kind of the term, which may be either

'atom', 'application', or 'abstraction'

""" "

# A code for other features common to all terms

The following three classes inherited from the class Term correspond to syn-
tactic rules for constructing terms.

class Atom(Term):
def __init__(self, x: Var):

"""'x' determines the constructed atomic term

"""

# An atomic term constructor code

class Application(Term):
def __init__(self, lTerm: Term, rTerm: Term):

"""'lTerm' is the term that applies, and 'rTerm' is

the term that is applied to

"""

# An application term constructor code

class Abstraction(Term):
def __init__(self, x: Var, scope: Term):

"""'x' is variable, and 'scope' is the term which can

contain (but is not obligatory) a free occurrence of 'x'

"""

# An abstraction term constructor code

2.2 Lambda Calculus Computation Rules

The main computational rule for typeless lambda calculus is the beta-reduction.
It means informally the following:

– a term of the form (λx.M)N is called a beta-redex;
– the redex (λx.M)N reduces to replacing all free occurrences of variable x in

M with N ;
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– a reduction process is a sequence (finite or infinite) of replacing a redex with
a term obtained as a result of its reduction.

A key restriction of the reduction is that any free occurrences of the variable in
N must remain free in the term obtained after the replacement.

Occurrences of a Subterm and a Variable in a Term. To formalize the
concept of beta-reduction, we need to consider a “coordinate system” related to
a term.

To do this, we consider the set S = {onleft, inward, onright}. Also, we use
the denotation S∗ to refer to the set of lists whose elements are in S. Now, we
associate the set S∗(M) ⊂ S∗ with each term M ∈ Λ as follows

S∗(M) = {[ ]} ∪

⎧
⎪⎨

⎪⎩

{[onleft] + u | u ∈ S∗(L)} if M ≡ LR

{[onright] + u | u ∈ S∗(R)} if M ≡ LR

{[inward] + u | u ∈ S∗(B)} if M ≡ λx.B

(2)

Using the structural induction principle, one can easily prove the following state-
ment.

Proposition 1. For any M ∈ Λ and u ∈ S∗(M), the inequality

length u ≤ height M

is valid and, therefore, S∗(M) is finite where

length u =

{
0 if u = [ ]
1 + length u′ if u ≡ [s] + u′ (3)

and

height M =

⎧
⎪⎨

⎪⎩

0 if M ≡ x

1 + max(height L,height R) if M ≡ LR

1 + height B if M ≡ λx.B

(4)

An element u ∈ S∗(M) can be considered the “location” of subterm Mu in M
where Mu is determined as follows.

Mu =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

M if u ≡ [ ]
Lu′ if u ≡ [onleft] + u′and M ≡ LR

Ru′ if u ≡ [onright] + u′and M ≡ LR

Bu′ if u ≡ [inward] + u′and M ≡ λx.B

This definition of Mu is correct due to (2).
The concept of the Brzozowski derivative [2] is fruitful for the below use. Let

X ⊂ S∗ and u ∈ S∗, then the Brzozowski derivative of X w.r.t. u is defined as
follows

u−1 · X = {v ∈ S∗ | u + v ∈ X}.

One can easily check the correctness of the following statement.
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Proposition 2. For any term M and u ∈ S∗(M), S∗(Mu) = u−1 · S∗(M).

The concept of the Brzozowski derivative allows us to characterise a subset
of S∗ that is S∗(M) for some term M with the following statement.

Theorem 1. A subset X of S∗ equals S∗(M) for some term M if

– X is finite;
– X is prefix closed i.e. for any u ∈ X, u = v + w implies v ∈ X;
– onleft−1 · X �= ∅ implies onright−1 · X �= ∅ and inward−1 · X = ∅;
– onright−1 · X �= ∅ implies onleft−1 · X �= ∅ and inward−1 · X = ∅;
– inward−1 · X �= ∅ implies onleft−1 · X = onright−1 · X = ∅.

Moreover, the maximal members of S∗(M), i.e. such that have no extensions
lying in S∗(M), refer to atomic subterms of M , which are uniquely identified by
variables. Thus, we can consider

S+(M) = {u ∈ S∗(M) | (u + [s])−1 · S∗(M) = ∅ for any s ∈ S},

which is evidently in one-to-one correspondence with

{u ∈ S+(M) | Mu = x for some x ∈ V}.

Thus, one can uniquely associate the variable x ∈ V with u ∈ S+(M) such that
Mu ≡ x.

The previous discussion gives us the following method to compute S+(M)

S+(M) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

{[ ]} if M ≡ x

{[onleft] + u | u ∈ S∗(L)} if M ≡ LR

{[onright] + u | u ∈ S∗(R)} if M ≡ LR

{[inward] + u | u ∈ S∗(B)} if M ≡ λx.B

(5)

Classifying Occurrences of a Variable in a Term. We say that

– u ∈ S+(M) is a free occurrence of variable x in M if Mu ≡ x and for any
prefix v of u (i.e. u = v + w for some w ∈ S∗), Mv coincides no term of the
form λx.B;

– in contrast, u ∈ S+(M) is a bound occurrence of variable x in M if Mu ≡ x
and for some prefix v of u, Mv ≡ λx.B; if v is the longest such a prefix, then
Mv is the scope of x.

We use below the notation FV(M) to refer to the subset of S+(M) consisting
of free occurrences of variables in M .

One says that a variable x is fresh for a term M if there is no free or bound
its occurrence into M and x does not match y in all subterms of M of the form
λy.B.
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Replacing Subterm with Term. Let us consider a technical but utility con-
cept now.

Assume that M is a term, u ∈ S∗(M), and K is another term. Let us define
the term M [K/u] as follows

M [K/u] =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

K if u ≡ [ ]
(L[K/u′])R if u ≡ [onleft] + u′and M ≡ LR

L (R[K/u′]) if u ≡ [onright] + u′and M ≡ LR

λx.(B[K/u′]) if u ≡ [inward] + u′and M ≡ λx.B

(6)

Renaming a Bound Variable and Alpha-Congruence. Mathematical and
programming experience suggests that the specific name of a bound variable is
not essential. This motivates introducing the operation of renaming a bound
variable in a term.

Let us consider a term λx.B, FVx(B) = {u ∈ FV(B) | Bu ≡ x}, and
a fresh variable y for λx.B then the term (. . . (λy.B)[y/u1] . . .)[y/uk] where
{u1, . . . , uk} = FVx(B) is the result of renaming x with y in λx.B.

Definition 1. (alpha-conversion). Let M be a term and u ∈ S∗(M) such
that Mu = λx.B then a term N is called a result of alpha-conversion of M
(symbolically, M →α N) if N ≡ M [K/u] where K is the result of renaming x in
λx.B by some variable that is fresh for M .

Thus, alpha-conversion is a binary relation on Λ. If terms M and N are related
by reflexive-transitive closure of alpha-conversion, then we use the notation
M →∗

α N .

Definition 2. (alpha-congruence). Two terms M and N are called alpha-
congruent (symbolically, M =α N) if there is a term K such that M →∗

α K and
N →∗

α K.

Note 1. The statement M =α N means actually that S∗(M) = S∗(N) and for
any u ∈ S∗(M) and v ∈ S+(Mu), Mu+v ≡ x and Nu+v ≡ y are both either free
or bound and, in the first case, x = y.

Similar to mathematics, where we do not distinguish
1∫

0

f(x)dx and
1∫

0

f(t)dt, we

consider alpha-congruent terms as aliases for referring to the same object.

Beta-Reduction. The key definition in lambda calculus is the following.

Definition 3. A term is called a beta-redex if it has the form (λx.M) N .

To reduce a beta-redex (λx.M)N , we take M ′ such that M ′ =α M and free
variables of N do not occur bound in M ′ (one can do it by renaming of
bound variables in M by variables are fresh for both N and M); and then
we replace free occurrences of x in M with N . Symbolically, the relationship
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between a beta-redex (λx.M)N and its reduction result K is usually labelled
with (λx.M)N →β K.

Now, we can explain what means beta-reduction step. For a term M and
u ∈ S∗(M) such that Mu is a redex and term N is such that Mu →β N , the
result of one reduction step is the term M [N/u].

Hence reduction is a binary relation on the set Λ, whose reflexive-transitive
closure is denoted by →∗

β .

Eta-Conversion. Introducing eta-conversion was motivated by the following.
Let us consider terms M and λx.M x where x does not occur freely in M then
M N and (λx.M x)N are beta-reduced to M N for any term N . Given the prin-
ciple of extensionality, we are forced to consider these terms equal while they
are different in Leibnitz’s sense. The eta-conversion

λx.M x→η M whenever x does not occur freely into M

eliminates this gap.

Computation Using Typeless Lambda Calculus

Definition 4. A computation is a step-wise process with steps that are either
alpha-conversion, beta-reduction, or eta-conversion only. This process halts if
it reaches a term that neither beta-reduction nor eta-conversion can be applied
(such a term is said that it is in normal form).

We label symbolically M →∗
βη N the statement “there is a computational process

transforming M into N”.
This definition and Church-Rosser Theorem (see, for example, [1]) ensure

that the following defines an equivalence relation on Λ, which is labeled with
M =βη N .

Definition 5. For any terms M and N , M =βη N means

M →∗
βη K and N →∗

βη K for some term K.

Note that normal forms are the results of computation. Church-Rosser Theorem
guarantees the uniqueness up to alpha-congruence of the result for any compu-
tation.

3 A Terms Reduction Strategy as Choice Procedure

Above, we demonstrated how to model a computation process as stepwise reduc-
tions. It means that there exists more than one, as a rule, way to pass from an
initial term to its normal form. But for a software realisation, we need to spec-
ify some manner for choosing a redex for reducing. Such a choosing manner is
called a reduction strategy, more precisely, a one-step reduction strategy (see [1,
chapter 13]). The main related result presented in the cited book is that there is
no recursive reduction strategy, which is the most productive. In the section, we
give examples of the most commonly used recursive one-step reduction strategies
and then propose random-based methods to reduce terms.
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3.1 Deterministic Terms Reduction Strategies

The most used recursive one-step reduction strategies are the leftmost outer
reduction strategy (LO-strategy) and the leftmost inner reduction strategy (LI-
strategy). LO-strategy is useful because it is normalizing, i.e. if a term is nor-
malizable, then this strategy provides its normal form.

In contrast, LI-strategy does not achieve the normal form of the term in some
cases, even though such a form exists. However, this strategy corresponds to the
intuitive idea of how functions should be calculated, namely, function arguments
should be computed before computing the function.

Comparing the productivity of LO- and LI-strategies, one can consider the
following example, which demonstrates that neither LO-strategy nor LI-strategy
is better relative to the number of reduction steps criterion.

Example 1. Let

– ωn refer to the combinator λx. x . . . x︸ ︷︷ ︸
n times

and

– I refer as usually to the combinator λx.x.

Then to obtain the normal form of ωn ( I . . . I︸ ︷︷ ︸
m times

), LO-strategy needs Θ(n · m)

reduction steps, while LI-strategy provides the normal form after Θ(n + m)
reduction steps.

In contrast, consider the term (λx.λy.y)(ωn (I I)). LO-reduction strategy pro-
vides the corresponding normal form after one reduction step, while LI-strategy
needs Θ(n) reduction steps for normalizing this term.

This example demonstrates that LO- and LI-reduction strategies need differ-
ent asymptotic numbers of reduction steps for the same combinators. In some
cases, the corresponding number for the LO-strategy is greater than the corre-
sponding number for the LI-strategy, but in other cases, we observe the opposite.

3.2 A Deterministic Reduction Strategy as a Choice Procedure

Now, let us reformulate the recursive one-step reduction strategy definition using
the concept of “the subterm location”. Further, we use this for introducing ran-
domised reduction strategies.

For a term M , Red(M) is the set formed by u ∈ S∗(M) such that Mu is
either beta-redex or eta-redex.

One can easily understand that the set {Red(M) | M ∈ Λ} admits effec-
tive enumeration. Thus, one can define a recursive function that associates some
member of Red(M) with M . Such a function is called a recursive one-step reduc-
tion strategy.

LO-strategy: let onleft < inward < onright then we choose the lexicograph-
ically lower element of Red(M).

LI-strategy: let onright < inward < onleft then we choose the lexicograph-
ically upper element of Red(M).
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3.3 Random Choice and Random Reduction Strategies

The ideas of this and the next subsection were first presented in [5]. These ideas
were motivated by estimations of the productivity of random choice in practice
for different problem areas.

The random strategy proposed in [5], UR-strategy, is based on the following
choosing rule: choose an element of Red(M) w.r.t. uniform distribution on this
set.

Experimental studying shows that UR-strategy is not productive. Therefore,
we propose two variants of probability distributions. The first of them determines
OR-strategy, which provides reduction behaviour like to LO-strategy, and the
second one determines IR-strategy, which provides reduction behaviour like to
LI-strategy.

OR-strategy: let Red(M) = {u1, . . . , uk} and

Pr(ui) =
(length ui)−1

k∑

j=1

(length uj)−1

then we choose an element of Red(M) w.r.t. the specified distribution.
This strategy more often chooses redexes located closer to the root of M

syntax tree.
In contrast, IR-strategy: let Red(M) = {u1, . . . , uk} and

Pr(ui) =
length ui

k∑

j=1

length uj

then we choose an element of Red(M) w.r.t. the specified distribution.
This strategy more often chooses redexes located further from the root of the

syntax tree M .

Generalised Random Strategy (GR-Strategy): These strategies and the
uniform random strategy from [5] can be joined as follows.

Let Red(M) = {u1, . . . , uk} and α ∈ R then

Pr(ui) =
(length ui)α

k∑

j=1

(length uj)α

. (7)

It is evident that OR-strategy corresponds to the case α = −1, IR-strategy
corresponds to the case α = 1, and the uniform random strategy corresponds to
α = 0.
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3.4 Mixed Reduction Strategies

Another way to randomize the reduction strategy is to mix deterministic ones,
as suggested in [5].

More precisely, let us assume that s1, . . . , sn are recursive choice functions
related to deterministic one-step reduction strategies, and 0 < w1, . . . , wn < 1

satisfy the equation
n∑

i=1

wi = 1.

The corresponding mixed strategy provides the following choice: at the cur-
rent step, randomly choose a member j of the set {1, . . . , n} using the distribution
Pr(I) = wi, i = 1, . . . , n and, then, compute sj for the current situation.

4 Complexity of Terms Reduction Strategies

As was marked above, a computational process corresponding to a functional
program is the step-wise application of either alpha-conversion, beta-reduction,
or eta-conversion. Hence, the computational cost of the process as a whole is the
sum of the computational costs of each of these sub-processes and some auxiliary
ones, such as redexes recognising.

Here, we focus on the assumption that the number of beta reductions is
the most significant part of the computational cost. In further research, this
limitation will be removed.

5 Simulation of Reduction Processes

For studying variants of reduction processes, special instrumental software was
developed. The authors plan to present this software solution and evidence of
its correctness in a separate paper.

As we stress above, the number of reduction steps is here used as the com-
putational cost of the modelled process.

In this section, we present the results of the experimental comparison of
different variants of random reduction strategies with LO- and LI- strategies.
For presenting the reduction specificity of terms, we use two typical examples.

Let us assume that

ωn = λx. x . . . x︸ ︷︷ ︸
ntimes

, Ωn = ωn(I . . . I︸ ︷︷ ︸
n

times), I = λx.x, Φn = (λx.ωn)ΩnI.

We consider Ωn and Φn as two terms with quite different behaviour regarding
reduction.

5.1 Experimental Study of Random Strategies

Let us consider n = 5, 10, 15, 20, 25, 30 and perform normalization of Ωn and Φn

using LO- and LI- reduction strategies. Figure 1 shows the number of reduction
steps in this case.
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Fig. 1. Comparison of the number of reduction steps for LI- and LO-strategies

Figure 2 reduction steps for the generalised random strategy using α =
−2,−1,−0.5, 0, 0.5, 1, 2.

Fig. 2. Comparison of the number of reduction steps for the generalised strategy

The presented graphs are the reason for the hypothesis that the condition
α < 0 provides the behaviour of a random reduction process similar to the one
of LI-reduction, and the condition α > 0 provides the behaviour of a random
reduction process like to LO-strategy.

5.2 Experimental Study of Mixed Strategies

Let us consider r = 0.25, 0.5, 0.75 and perform normalization of Ωn and Φn using
the strategies obtained by mixing LO- and LI- strategies with weights r and 1−r.

Figure 3 shows the result of simulating.
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Fig. 3. Comparison of the number of reduction steps for the mixed strategy

6 Conclusions

The presented study is motivated by the well-known fact that there is no optimal
recursive one-step reduction strategy for the typeless lambda calculus. This fact
has a practical consequence: compilers of functional programming languages do
not support any mechanism for optimising the reduction strategy.

The existing experience in dealing with optimization problems in other sub-
ject areas shows that changing deterministic algorithms by procedures based on
random search gives good results. This allows us to suppose that for Problem 1
formulated in Sect. 1. In that section, the research hypothesis is also posed.

Based on this hypothesis, the authors began an experimental study. To ensure
the confirmation or refutation of the hypothesis, an environment for simulating
the processes of reduction of lambda terms has been developed. For developing
the results presented in [5], the authors have proposed a parameterised random
strategy that generalises the known random strategies. The possibility to vari-
ate the strategy parameter admits discussing the machine learning approach to
optimise the computational behaviour of lambda terms in each particular case.
Perhaps, further research provides methods for developing the special compiler
component, which improves the productivity of running functional programs.

In the paper, another way for reduction strategy randomising has also been
considered. The carried-out experimental comparison of this way and the way
based on the generalised random strategy has shown that the second way is
looked more promising. But an additional study is needed for the ultimate con-
clusion.

The authors consider reinforcement machine learning as a perspective app-
roach for developing a toolkit providing an optimisation component of compilers.
Thus, the possibility of using reinforcement machine learning is the focus of our
further research.
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Abstract. This paper focuses on applying reinforcement learning meth-
ods to solve the game Sokoban. This game is a popular puzzle, relatively
easy for humans to solve. However, it poses a significant challenge for
computer algorithms due to the irreversible nature of certain moves. To
predict which actions will lead to such undesirable states is often difficult
for a learning agent – a common problem in tasks requiring planning.
We propose using a Monte-Carlo tree search (MCTS) algorithm and a
heuristic convolution neural network (CNN) specially trained to sepa-
rate undesirable, neutral, and desired game states to address this issue.
We experimented with different heuristic variations of algorithms and
compared them against each other. We have implemented MCTS in two
different setups: one with a CNN trained using data obtained during
the solving process and one without such training. We also varied the
number of rollouts for each move in MCTS and compared the results.
The paper’s research question was how to improve the performance of
learning agents in tasks that require planning to avoid unwanted states.

Keywords: Reinforcement Learning · CNN · Sokoban · MCTS

1 Introduction

The development of machine learning (ML) and reinforcement learning (RL) in
rule-based games goes back to the 1960s when researchers began to explore the
possibility of creating machines that learn and make decisions autonomously.
During this time, Arthur Samuel developed the Samuel Checkers program, the
first program based on machine learning techniques, specifically reinforcement
learning, to improve its performance with playing games. The program utilized
pattern recognition, search algorithms, and self-play to refine its gameplay strat-
egy. Since then, RL has gained even more attention, solving many problems. The
recent success of AlphaGo, which used deep learning and RL to learn to play
the game of Go at the highest level, attracted worldwide curiosity. The AlphaGo
program defeated the world’s best human players, demonstrating the potential
of the used approach in solving complex problems.

RL is a rapidly developing field of machine learning that has found appli-
cations in many areas, including robotics, game playing, and natural language
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processing. Its ability to learn from trial and error without explicit instructions
makes it a powerful tool for solving complex problems one cant address using
traditional programming techniques [3]. Recently, the field of RL has seen sig-
nificant achievements in several areas. Deep RL, for instance, has enabled the
creation of AlphaZero, which learned to play Go, chess, and most board games
solely through self-play. AlphaZero is an example of combining deep RL with
other approaches like Monte Carlo tree search (MCTS). This approach has also
been successful in other games like poker and shogi. In robotics and autonomous
systems, model-based RL has enabled the training of agents to make decisions in
various environments. For example, in robot control tasks, model-based RL has
been used to learn models of the robot and the environment, enabling the robot
to plan actions and make decisions with greater accuracy and efficiency. Meta
RL has also been applied to robotics, allowing agents to adapt quickly to new
environments and tasks. In addition, multi-agent RL has been used in social net-
work analysis (SNA) to model the interactions between individuals and predict
their behavior. Finally, offline RL has the potential to improve sample efficiency
and learn from previously collected data in situations where online data collec-
tion is not feasible. This approach has been applied in recommender systems,
where collecting online user feedback data is difficult or expensive. Overall, the
field of RL is continuously evolving, and the combination of these approaches
leads to breakthroughs in many different areas.

2 Models with Irreversible Actions

Systems with open spaces or irreversible actions are a significant challenge in
many real-world applications. Open space of actions leads to models with infi-
nite possible paths, and irreversible actions must be tried many times before
the algorithm learns their value. Suppose an agent in such systems performs
an incorrect action. In that case, it can lead to unpredictable and unde-
sirable consequences, potentially harming the company or people’s lives and
health.

One example of such systems is robots that have access to various equipment
in production. If such a robot performs an incorrect action, such as turning off
critical equipment, it can significantly damage the company. Another example
can be energy-efficient building management systems, where some actions can
lead to increased electricity consumption or, conversely, to a decrease in the
management system’s efficiency.

Also, models with open spaces and irreversible actions can be problematic in
autonomous systems, such as unmanned aerial vehicles (UAVs). If such a system
performs an incorrect action, it can lead to an accident and significant risk to
the lives and health of people. These systems require careful design and testing
before being put into operation and constant monitoring and support to prevent
possible unforeseen consequences.

We can use RL to address this issue in our particular domain. The main
idea involves teaching the agents to avoid these undesired actions. The process
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may involve designing a model that distinguishes between desirable, neutral, and
undesirable game states and using the Monte-Carlo tree search algorithm and a
heuristic CNN to generate fictitious samples and optimize policies.

2.1 Sokoban Game

Sokoban is a classic puzzle game that originated in Japan in the early 1980s
but is based on an even older board game. The word “Sokoban” translates to
“warehouse keeper” in Japanese. In this game, the player plays a warehouse
worker who must push crates or boxes to their designated storage locations
within a maze-like environment.

The game typically uses a grid-based board, where each grid cell represents
a specific location within the warehouse. The crates and storage locations are
also represented as cells on the grid. The player’s character usually starts at a
fixed position within the warehouse.

The objective of Sokoban is to move the crates strategically, utilizing the
limited space and maneuvering capabilities of the warehouse, to push each crate
onto a designated storage location. The puzzle is solved once all the crates are
placed in their corresponding storage locations.

The biggest problem in solving the game Sokoban is the irreversibility of
some states. One can lose the game because of one wrong move at the beginning.
Usually, one can understand this only after extensive calculations of all possible
sub-states.

Most reinforcement learning algorithms rely on exploring new states because
choosing greedy actions often is a realistic heuristic. However, it also leads to
situations when the agent is likely to get stuck in a local maximum from a reward
point of view, thus missing out on potentially greater rewards in states it has
yet to visit. One solution to this dilemma is the ε-greedy strategy. The agent
chooses a greedy action with probability 1−ε, according to the current estimate
of possible actions from the current state or estimates of the following states,
and chooses a random action with probability ε. Thus, increasing ε increases the
level of exploration of new states.

Unfortunately, such a strategy would be fatal in Sokoban, as many moves lead
to irreversible states. Therefore, the agent’s actions would be highly inefficient
compared to humans. Avoiding harmful states is much more important than
exploring new ones. Nevertheless, we do not entirely abandon exploration in the
algorithm. The agent will randomly choose a state among those with an equal
estimate, for example, the unexplored ones.

As an algorithm for solving the game, we propose to use the Monte Carlo
tree search with a specific modification: on the third step of the algorithm,
instead of simulating, we use an estimate of the state function that takes into
account our unwillingness to end up in an irreversible state and, accordingly,
assigns a low value to such a node. A similar algorithm was presented in [2].
However, unlike the one presented in this paper, none of the heuristics used in
that work considered the drawbacks of ending up in an irreversible state and did
not try to avoid them. As a result, the proposed method improved solving rate
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for 6× 6 games with two boxes, which was an adequate problem for our current
computational capacity and enough to make conclusions about the potential of
this approach.

3 Related Works

Sokoban was first used as a benchmark problem in artificial intelligence in the
early 1990s. In particular, the target was to evaluate search algorithms and
heuristic techniques for solving problems. Since then, Sokoban has been a bench-
mark problem for evaluating the performance of various AI planning algorithms.
Reinforcement learning methods have been applied to Sokoban in recent years,
with some promising results. However, it is difficult to determine precisely when
RL methods were first applied to Sokoban, as there has been ongoing research
on this topic. Nonetheless, several recent studies have demonstrated that RL-
based approaches can achieve state-of-the-art performance on Sokoban, and the
development of RL algorithms continues to be an active area of research in this
field. The current state-of-the-art (SOTA) methods for Sokoban involve combin-
ing deep reinforcement learning with search-based methods. One such approach
is using Monte Carlo tree search (MCTS) guided by a deep neural network.
Another SOTA approach uses a hybrid method that combines a deep Q-network
(DQN) with symbolic planning [8].

We can use several performance metrics to measure these methods’ effective-
ness. The most commonly used metric is the average number of moves required
to solve a set of randomly generated Sokoban levels. Other metrics include the
percentage of levels solved within a certain number of moves, the success rate of
the algorithm, and the average time taken to solve a level. Researchers may also
use additional metrics to evaluate the efficiency or complexity of the algorithm,
such as the number of expanded nodes during a search, the number of training
episodes required to converge, or the memory usage of the algorithm. Overall,
the effectiveness of a Sokoban solver is typically evaluated based on its ability
to solve a wide range of levels quickly and efficiently.

In the article [2], a solution to the problem uses a method called Expert
Iteration. It involves using two phases of learning, which have the following
components:

– the apprentice policy that uses heuristics for the given state to generate an
answer;

– the expert policy that models future game trajectories and uses predicted
results to make more accurate decisions.

An example of an apprentice policy could be a convolutional neural network
that takes the game state image as input and outputs the necessary evalua-
tions. [2] suggests using the A2C architecture, which results in a scalar value
representing the evaluation of the current state and four scalars representing the
probabilities for each corresponding action. As an expert policy, they suggest
using a Monte Carlo tree search.
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Paper [6] proposes a slightly similar approach. The method also uses a Monte
Carlo tree search and AlphaZero neural network for a heuristic. Using AlphaZero,
instead of A2C, leads to much more complex architecture. However, the princi-
ple remains the same: the network receives the game state image as input and
outputs the evaluation of the state and the probabilities of performing actions.

In the paper [5] authors propose a novel approach to solving the game
Sokoban using forward-backward reinforcement learning (FbRL), which consists
of two phases. In the forward phase, the agent uses an estimate of the state value
function to select actions that lead to high-value states. In the backward phase,
the agent updates its estimate of the state value function using the outcomes of
those actions.

The authors also introduce a new approach to exploring the state space that
considers the irreversible nature of some states. Specifically, the agent uses a
mixture of greedy and random actions, with the probability of a random action
decreasing when the value function becomes better known. The paper evaluates
the proposed approach on a set of Sokoban levels and shows that it outper-
forms previous RL methods on several metrics, including success rate and effi-
ciency. The authors also conduct experiments to explore the impact of different
hyperparameters on the algorithm’s performance. Overall, the paper provides a
promising new approach to solving Sokoban and demonstrates the effectiveness
of FbRL in tackling RL problems with irreversible states and actions.

Also, an overview paper [4] should be mentioned. The paper surveys deep
model-based reinforcement learning (RL) algorithms for high-dimensional prob-
lems with large state and/or action spaces. The authors focus on model-based
RL approaches that learn a model of the environment dynamics and use this
model to plan actions rather than directly learning a policy. They note that
model-based RL can be more sample-efficient than model-free methods, espe-
cially for high-dimensional problems. The paper begins with an introduction to
the challenges of high-dimensional RL and the advantages of model-based RL
for these problems. It then provides an overview of different models that can
be used for model-based RL, including linear and nonlinear models and deep
neural networks. The authors also discuss the different components of a model-
based RL algorithm, such as data collection, model training, planning, and policy
optimization. Next, the paper reviews several deep model-based RL algorithms,
including Model-Based Value Expansion (MBVE), Deep Model-Based Reinforce-
ment Learning (DMBRL), and Stochastic Value Gradient (SVG). The paper also
discusses some open research questions and challenges for deep model-based
RL, such as dealing with uncertainty in the learned models, handling continu-
ous action spaces, and scaling up to large problems. The authors conclude by
summarizing the paper’s main contributions and providing directions for future
research in this area.

While the papers above also used curriculum learning and other modifications
of the algorithms, we focus only on MCTS + neural network combination in
this paper. We propose replacing the apprentice policy in the algorithm with a
heuristic trained to separate irreversible states.
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4 The Heuristic

4.1 Evaluation of the Sokoban Game State

Since the game state is quite complex and simple evaluations, such as linear ones,
do not fully capture all its properties, the best solution is to use neural networks.
A common approach is to use CNN’s that take the game’s current state as input
and output, an evaluation of the game state, probabilities of making certain
moves, or evaluations of those moves. Here we use a single scalar value in the
output data, which evaluates the input image of the game state.

Each element of the game field is a 16 × 16 pixel square corresponding to a
specific field element. This approach significantly improves the neural network
results by adding a convolutional layer with a kernel size of 16× 16 and a stride
of 16 as the first layer.

To improve the evaluation quality and the training speed, we also normalize
the image for each channel to the range [0, 1].

Overall, the network architecture is quite simple and consists, excluding the
input and output layers, of two convolutional layers and two inner fully connected
layers.

4.2 Preparing Data for Model Training

We aim to train the network separating irreversible losing states from other
states. In particular, we can identify winning and intermediate states from the
starting state to the winning state. For model training, we define three types:
losing, winning, and starting states from which the agent begins the game. The
use of intermediate states is not necessary, as the starting states of the game are
similar to any intermediate state.

The target value for losing states in the training dataset is −5; for winning
states, it is 10; and for starting states, it is 0. The choice of these values is
arbitrary but influenced by the properties of the environment. The experiments
used game fields of size 6 × 6 with two boxes. Rewards are the followings: +10
for winning, +1 for placing a box in the target position, −1 for pushing a box
off the target position, and −0.1 for each agent step.

At the same time, there is a limitation on the maximum number of steps the
agent can take to solve the game, which is 50. Such a limitation is necessary
because the environment does not provide any information about whether the
agent is losing. Once the agent reaches this state, the game will continue to
infinity because winning is impossible. Therefore, after reaching 50 steps and
not winning the game, the agent would receive a reward of −5 – the value we
used to label the training dataset. At the beginning of the game, the agent does
not have a reward, so the current value of the total winnings is 0, and upon
winning, the agent receives a reward of 10, which explains our choice of reward
for the other part of the dataset.
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4.3 Training of the Network

We conduct experiments with two types of output data. In the first case, the
output was a value estimation, and in the second case, the network performed
the classification task for states by itself. We prepared the dataset for training
using [7] by generating new games and modifying starting positions to the desired
ones. All the experiments were conducted with Python programming language
using Tensorflow framework for network representation. The code provided in
[9], which uses [7]. The generated dataset contains 3431 states of each type. The
training was performed in batches of 64 states over 20 epochs.

The metric for the network with state estimation was the mean squared
error between the estimate and the true value. The error plot for the training
and validation dataset is shown in Fig. 1. The metric value on the test dataset
was 1.921.

Fig. 1. Value network performance

For the network solving the classification problem, the fraction of correctly
classified images (accuracy) was used as the metric. The classification accuracy
plot for the training and validation dataset is shown in Fig. 2. The metric value
on the test dataset was 0.9396.
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Fig. 2. Classification network performance

Overall, the described model performs well on the given task, achieving a
classification accuracy of almost 94% on the test dataset. The mean error value
for the network that estimates the state is slightly less than two on the test
dataset. Considering the values used (−5, 0, and 10) for different types of states,
we can state that the network separates them reasonably well.

5 Experiments

5.1 General Information

We solve the Sokoban game during the experiments using a heuristic similar to
the one described in the previous section.

The general technique in solving games using Monte Carlo trees is as follows:
the more iterations the algorithm allows for choosing an action from the current
state, the more accurate the evaluation of the value of the next states or actions
becomes, and accordingly, the ability to win the game increases. However, the
number of iterations cannot grow infinitely since as the number of computations
increases, the time necessary to find the next step also rises. At some point, it
can become impractically large.
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In these experiments, the number of solved games measured for 20, 40, 60,
80, and 100 iterations of tree expansion per one move of the agent. If the agent
makes 50 moves, the game is considered lost. We calculate the proportion of
solved games among 50 generated game fields. We used a fixed set of identical
generated starting fields to compare the ratio of solved games with different
numbers of iterations of tree expansion.

Since we aim to avoid unwanted states, we do not include searching actions
in the algorithm. Nevertheless, this does not mean the agent always moves in the
optimal direction. Occasionally, the algorithm faces a situation where choosing
between states with the same evaluation is necessary. A simple example is the
first iteration of the MCTS algorithm, during which all the states are unexplored.
In such cases, the algorithm evenly selects candidates among child vertices. This
behavior leads to fluctuations, so sometimes Sokoban game setup is solved for one
amount of steps during training experiments but for another during evaluation.
This is because of the presence of randomness, which leads to suboptimally and
moves in a direction that does not lead to a win.

There is another problem that makes the game challenging – sometimes, quite
a large number of actions are required to direct the agent toward the optimal
trajectory. A simple case of this can be seen by imagining an agent located in the
adjacent position to the left of a box, and the target position is to the left of the
agent. To move the agent to the other side of the box, four actions are required,
which requires conscious planning that is only sometimes easy for algorithms
not designed for such modeling. A similar approach to solving the game was
proposed in [1]. Combining the described method with heuristics for avoiding
irreversible states may be the subject of further research.

Having obtained the estimate for a leaf node of the tree, we update the
estimates of all its ancestors as follows:

V (s)∗ = max
i

[ri + V (si)∗] (1)

V (s)∗ – current node value estimation
ri – reward for performing action i, obtained from interacting with the envi-

ronment
V (si)∗ – child nodes value estimation
To choose an action to perform from the current state, we apply the following

formula:

a∗ = argmax
i

[ri + V (si)∗] (2)

Here, V (si)∗ is the estimate of the values of the child nodes of the root node.

5.2 Classification Network vs Value Network as a Heuristic
for MCTS

In this section, we train the classification network to separate only two types of
states – winning and losing. The underlying idea is to make preliminary labeling
using data from MCTS and apply it to improve move evaluation.
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The classification network was trained to provide a high probability close to
1 for winning fields and a low probability close to 0 for losing ones.

We propose the following transformations: When receiving an estimate of 0.9
or higher, we consider the position classified as winning and give it a score of
10. For an estimate of 0.1 or lower, we consider the position classified as losing
and give it a score of −5. In all other cases, the network is uncertain about the
classification of losing/winning, so there is a high probability of observing an
intermediate state, to which we give a score of 0.

The value network evaluations are obtained directly from the model.
Results for different numbers of rollouts are illustrated in Fig. 3.

Fig. 3. Classification network vs Value network

As can be seen from the plot, the performance of the value network yields sig-
nificantly better results for any number of rollouts. From now on, all experiments
are conducted using only this type of network.

5.3 Attempt to Fine-Tune the Network During Training

The next step was to attempt to retrain the network using data obtained during
the operation of the main Monte Carlo tree search algorithm.
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We only used the state value estimation network for these experiments, as
previous experiments showed that using the classification network and the main
algorithm was ineffective.

Fig. 4. Fine-tuning vs no fine-tuning

As supplementary, we also used a network trained to separate only winning
and losing states.

To retrain the network, we must collect data in a specific way. For each play,
after the algorithm’s operation, we get the final game state, all intermediate
states between the final and initial states, and the result – whether it was a win
or a loss. The loss did not always mean reaching a dead-end state, but more
often, it was due to reaching the limit on the number of moves allowed to the
agent during the game. If the agent ended up in the final state due to winning,
we assign a value of 10 to that state. Otherwise, we assign it a value of 0. For all
intermediate states, we move from the final to the initial state and assign them
a value using the following formula:

prev = current −−0.1 (3)

The state preceding the current one receives a value equal to the current value
decreased by 0.1, corresponding to a penalty for making an empty move. Thus,
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we try to label the obtained game states according to the real value function.
When the accumulated dataset contains 64 states, we launch network fine-tuning
on the corresponding batch. The results are shown in Fig. 4.

Fig. 5. With starting positions vs No starting positions

Unfortunately, this approach gives worse results than using the network as
it is after training on a prepared dataset. A possible reason can be that, in this
way, the network begins to lose information about dead-end states and separates
them worse.

5.4 Comparison of Heuristics Trained on Different Datasets

In this experiment, the quality of the network’s performance is compared when
using the main algorithm in two cases:

1. The network is trained only on winning and dead-end states.
2. The network is trained on winning, dead-end, and starting states.

The results are shown in Fig. 5.
As we can see, the plotted trend with simple states in the dataset looks more

promising, having a higher value for each number of rollouts.
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Table 1. Highest solved games percentage

Method/Rollouts 20 40 60 80 100

Classification network 34 32 38 34 38
Value network 36 40 40 40 40
Value network with fine-tuning 38 36 38 40 36
Value network trained on 3 types states 40 42 42 44 44

6 Conclusion

All experiments results are summarized at Table 1. From which we conclude that
the value network heuristic trained on three types of states without fine-tuning
gave the best results using 80 or 100 MCTS rollouts: 44% solved games.

Compared to previous works, the heuristic provides decent results, although
somewhat worse. Nevertheless, its simplicity and ability to combine with other
algorithms are noteworthy. One possible future usage is to calculate initial
weights for more complex networks.

In future work, we plan to improve the algorithm’s performance by modify-
ing standard methods by adding new learning stages. For example, the use of
the Expert Iteration method described in [2], the Curriculum Strategy [6], or
modifications of trajectory encoding methods in neural networks described in
[1].
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Abstract. An integral part of the global task of increasing the efficiency of move-
ment processes and performing specified technological operations by a mobile
robot is the choice of a movement path from the initial (starting) to the final (tar-
get) point. At the same time, a preliminary assessment of the proposed route of
movement is an important stage in the development of a program for itsmovement.
In this paper, we consider the problem of finding the shortest path for moving the
mobile robot in a multilevel environment, taking into account the features of tran-
sitions between levels, restrictions, the presence or absence of obstacles along the
way. An information system for calculating the shortest route from the starting
point to the target point is proposed based on the NavMesh navigation system
in the Unity virtual environment. The results of computer simulation of robot
movement in a multilevel environment show that the system successfully finds the
shortest route for various scenarios.

Keywords: Information System · Shortest Route ·Mobile Robot ·Multilevel
Environment · Navigation System

1 Introduction

A characteristic feature of modern scientific and technological progress is the wide
implementation of the robots in the field of production and scientific research. The robots
are the universal machines for reproducing human motor and intellectual functions. The
practical purpose of creating the robots is to transfer to them those types of activities that
are time-consuming, difficult, monotonous, harmful to health and life for humans. The
robots are able to replace people during emergency rescue operations after man-made
disasters in the nuclear power industry, in the chemical, oil andgas, andmining industries,
during the elimination of the consequences of natural disasters [1], and in operations to
combat terrorism [2]. They can be used to protect objects and patrol territories [3].

The mobile robots are used mainly in extreme conditions, where people cannot be
inside the vehicle, or if their stay there is associated with a risk to life. In addition, in
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conditions of increased danger, a person may begin to make mistakes, his work capacity
and effectiveness of actions decrease. The remote use of the mobile robots is justified
in normal conditions for performing heavy or long monotonous work, as well as intra-
workshop transport, in automatedwarehouses, when carrying out earthworks in quarries,
etc. [4].

Productive, correct and economical functioning of the mobile robot is ensured by a
built-in or remote control system, which processes the given task signals of moving the
robot and forms the appropriate control influences on the robot’s actuators (motors,
valves, distribution mechanisms). Usually, such task signals come from the robot’s
motion planning information system [5], which provides calculation and selection of
an effective motion trajectory in various conditions based on a cartographic base, taking
into account information from technical senses and the navigation system [6]. In a broad
sense, traffic planning information systems solve the task of laying out a route on a digi-
tal map, displaying the location of the robot on this map, displaying a three-dimensional
model of the observed scene on the screen and combining it with a video image, warning
of a possible occurrence abnormal situations in case of erroneous actions of the operator,
recording of all his actions in the electronic log, etc.

The method of generating task signals is largely responsible for the efficiency of fur-
ther movement and performance of assigned tasks by amobile robot in various operating
environments [7]. Most often, it is based on finding the optimal trajectory of the robot’s
movement according to the criteria of the minimum path, minimum energy consumption
and the possibilities of overcoming it by a specific type of robot. Let’s consider in more
detail the existing information technologies for finding the optimal distance routes for
moving the robot from the initial to the final position, taking into account the features
of the surrounding environment of its functioning.

2 Review of Existing Information Systems for Calculating Optimal
Routes

Planning and calculating the trajectories of robots, transport and other moving objects
are key components of many modern information systems aimed at ensuring the most
efficient and safe routes. These systems typically rely on a combination of algorithms,
mathematical and simulation models to determine the best paths for moving objects.
Generally, in addition to calculating trajectories, these systems also need to take into
account a number of other factors, such as collisions with other objects, environmental
obstacles, changes in terrain orweather conditions. The creation of such systems requires
the development of complex models that can take into account a number of variables
and provide accurate predictions of how objects will move over time, so consider the
latest developments of researchers in this direction.

Methods for planning the trajectory of the mobile robot in an unknown environ-
ment with obstacles are proposed in [8], while the optimization of ant colonies to plan
a research path in dynamic environments is used in [9]. There are cases of develop-
ment of the mobile robots trajectories in construction, for example [10] presents a fully
integrated system of measurement and control of the mobile robots for high-precision
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construction of structures. A method for assessing the patency and planning the trajec-
tory of unmanned ground vehicles with suspension systems on rough terrain is proposed
for difficult areas in [11]. The algorithm developed in [12] evaluates the accuracy of
tracking the path of the three-wheeled omnidirectional mobile robot created as a per-
sonal assistant. Trajectory planning problems for applications in the agricultural sector
are also often discussed, for example [13] presents a reconfigurable unmanned ground
vehicle for simulating the agricultural tasks.

The development of maritime transport can shift the transportation of goods and
people to waterways to reduce car traffic, so [14, 15] describe autonomous land vehicles
Roboat and Roboat II for urban waterways. The authors of [16] propose a decentralized
approach to traffic planning for several autonomous marine vehicles using a sampling-
based algorithm. Web mapping projects such as Google Maps, OpenStreetMap, Bing
Maps, etc. can be used to obtain data for autonomous robot navigation.

Paper [17] presents an autonomous navigation system based on OpenStreetMap for
a four-wheeled robot that uses a 3D lidar and a CCD camera. The system generates a
global path plan based on the input map and localizes the robot using a 3D lidar and
visual odometry system. The CCD camera is used to detect and classify objects in the
robot’s environment. To ensure the safety of road traffic, attention is paid to the planning
of the lane change trajectory for automated vehicles, which takes into account different
types of roads [18]. The proposedmethod generates a smooth collision-free trajectory by
combining the minimal jerk and spline techniques. The work [19] shows the early stage
of development of a robotic system for studies of polluted environments, construction
of maps to assist in task planning, and also for research of waste sorting manipulations.

Based on the results of the review it is possible to conclude that researchers have
paid considerable attention and a high level of scientific knowledge to the determination
of optimal routes for the movement of the mobile robots, taking into account restrictions
and obstacles on level surfaces, such as: roads between individual destinations [11, 12,
18] or industrial buildings [8], floors of work and warehouse spaces [9], water surfaces
of river and sea water areas [14–16].

However, in existing publications almost no attention is paid to multilevel envi-
ronments, which are found in many applications of the mobile robots [10, 13, 17, 19].
Sometimes transitions between levels in such environments can occupy a significant part
of the robot’s travel path, which directly affects the calculation and selection of the short-
est route from the starting point to the end (finish) point, which are located on different
levels. So, the aim of the work is the development the information system for calculating
the shortest route for the mobile robot taking into account transitions between levels in
the multilevel environment. To achieve the stated aim it is necessary to propose: a) an
algorithm for the process of selecting and forming the shortest path, taking into account
transitions between levels in a multilevel space, and b) computer automation tools (an
information system) to speed up this process and analyze the resulting path.
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3 Algorithm for Finding the Shortest Path in a Multilevel
Environment

A characteristic feature of multilevel environments is the presence of heterogeneous
transitions between separate, relatively homogeneous or non-homogeneous levels. As
an understandable general example, consider the design of an ordinary residential multi-
story building (Fig. 1). In the building (see Fig. 1) it is possible to single out the uniform
floors of the stories, which are located horizontally, and the stairs, which have a broken
profile and are located between the levels obliquely at a certain angle to the horizontal.
Traditionally, for a one-level representation the task of finding the optimal path can be
solved by searching for the route “start point on level A”-“lift on level A”-“lift on level
B”-“end point on level B” (of course, taking into account the restrictions and obstacles on
the levels A and B). Similar situations arise when using elevators, escalators or winches.

Fig. 1. Scheme of a multi-storey building.

However, not all buildings are equipped with such lifting systems. In addition, there
are cases of partial destruction of communications or transport shafts, which makes their
use impossible. Then, in this case, it is not necessary to calculate the route of the robot’s
movement taking into account the physically existing transitions between individual
levels. For example, such a problem arises, during demining from unexploded shells
or aerial bombs, which are located randomly inside large constructions of apartment
buildings, warehouses, industrial buildings. In such cases the search for the shortest path
from the starting point to the end point can be further complicated by the simultaneous
presence of different types of destruction, for example in the case of partial destruction
of large buildings: in different parts of the building and on different floors (something
exploded, and something did not). Weights or scores should be used for each elementary
path accounting safety risks and feasibility.

Usually, when compiling algorithms for solving complex problems, they are divided
into separate, smaller parts, which together form the final solution [7]. The task of
finding the shortest path in a multilevel environment can be formulated more broadly by
distinguishing the following main separate subtasks (see Fig. 2):
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1) assignment of numbers of the starting level i and target level n; 2) input of vectors of
coordinates of entry points to the current level Ven(i), transition to another level Vten(i)
or finish Vf (i), obstacles Vol(i) and restrictions Vll(i) on the corresponding level; 3)
checking the possibility of moving the robot from the entry points of the current level to
the points of transition to the next level or the finish point, selection of possible routes;
4) search and calculation of optimal length routes Ll(i) within the current level among
all possible ones considering shortest path target function (TF) f ; 5) input of coordinates
vectors of exit points from transitionsVtex(i) (in the future, they will be points of entry to
the next level), obstacles Vot(i) and restrictions Vlt(i) at the corresponding transitions;
6) checking the possibility of moving the robot along transitions from entry points to the
transition to exit points from the transition, selection of possible transitions; 7) search
and calculation of optimal length routes Lt(i) within transitions from current level to
the next among all possible ones considering shortest path TF f ; 8) repeating stages 2–7
to determine optimal routes within levels and transitions from the starting level to the
target level; 9) determining the shortest possible route Lopt or concluding that there is
no possible route.

It should be noted that the algorithm in Fig. 2 is made according to the following
assumptions: the map of the environment is known; and the environment is static (the
availability of routes does not change over time); within the framework of each subtask,
the route from the entry point to the transition point is calculated taking into account
restrictions and obstacles, and the physical possibility of overcoming the transition is
tested [20]. Generally, the different algorithms may be used and then investigated for
finding the trajectory with function f in Fig. 2, e.g. calculus-based, graph-based or
numerical methods [21].

There are cases when it is impossible to make a path from a certain level Lk to the
neighboring level Lk+1 due to the impossibility of physically overcoming such a transi-
tion with the available means of mobile robotics (features of the design of a particular
robot). Therefore, in the calculation algorithm, it is advisable to include the possibility of
“returning” to the previous level Lk-1 and finding a way to go to the Lk+1 level, bypassing
the Lk level and immediately making the transition from the Lk-1 level to the Lk+1 level
in the area of passage between the levels (for example, on the stairwells).

In general, the following two types of transitions can be distinguished: with contin-
uous and discrete description of movement route. Examples of the first are inclined flat
surfaces (ramp, sloping building board) and curved surfaces with a constant or variable
radius of curvature. The second type is characterized by blockage and, as its partial case,
stairs. It should be noted that, for the most part the possibility of a robot transition from
one level to another is assessed by experts based on data from visual monitoring of the
state of such transitions and the type of the robot used. Experts can conduct an inspection
of transitions “on the spot”, remotely use means of objective control (for example, using
a drone), and sometimes, in difficult cases, third-party experts can be involved using
Internet of Things technologies [22].
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Fig. 2. Algorithm for finding the shortest path in the multilevel environment.
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4 Information System for Calculating the Shortest Path
in a Multilevel Space Based on Unity

It is known that the use ofmodeling tools allows to significantly speedup the development
or solution of a certain problem, which is related to a physical experiment [23]. In
general, the process of developing an information system for finding the shortest path
can be described in the form of three stages:

1) formation of a virtual map of a multilevel environment, which contains existing
restrictions and obstacles;

2) provision of means of assignment of the initial and final point of movement (initial
information);

3) programming the algorithm for finding the minimum path by given points.

For the initial task of starting and target points, as well as finding and calculating
the length of the robot movement routes within individual levels and between levels,
it is recommended to use the building plan of the structure (house) that acts as the
environment for the robot’s operation (for example, as in Fig. 1). Such a plan contains
drawings of walls and floor slabs with the main dimensions of the building during
construction, which can be used to clearly and accurately determine the position in
the space of individual rooms, the presence of doors, windows, stairs, as well as the
necessary distances for laying the route. Reproduction of such a drawing or its parts
using an information system is usually the initial stage for creating a virtual map of a
deterministic multilevel working environment of the mobile robot.

In cases where there is no building plan or there is a significant re-planning of the
building, which is not marked on it, it is advisable to apply experimental methods of
orientation in the building. In the absence of coordinates of placement of obstacles and
limitations of the mobile robot, when it functions in unstructured or weakly structured
environments, local navigation methods can be used [24]. Such tasks arise when per-
forming reconnaissance or territory research in an a priori unknown environment. The
local map of the mobile robot’s environment describes the placement of obstacles at dis-
tances determined by the range of sensors and can be represented in various ways. The
mobile robot searches for the optimal path to move (closest to the target) for navigation
to the finish based on the local map of the environment. At the same time, as a rule, the
map of the environment presents information about areas free for movement.

To implement an information system for calculating the optimal movement of a the
mobile robot to a given goal, this work uses the Unity application development environ-
ment. Systems created using Unity support DirectX and OpenGL have a high level of
visibility and wide opportunities for creating and configuring elements of virtual or aug-
mented reality [25, 26]. The information system for finding the minimum path is based
on the use of the NavMesh component, which is a data structure that describes restric-
tions and static obstacles in the virtual environment, and allows forming the geometry
of the environment in the form of passing surfaces of levels and transitions.

Figure 3 shows the createdmap of amultilevel virtual environment, which consists of
4 horizontal levels and 9 transitions between levels, such as: stairs and inclined surfaces.
Combining levels with each other using different types of transitions allows to more
deeply explore the obtained solutions to the problem of finding the minimum path.
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In particular, the system has the ability to adjust (based on expert information on the
physical ability of a specific robot to overcome): the distance to a wall, a ledge, a turn, an
obstacle; height of passages; the maximum slope of the surface; step height (how high
obstacles the robot can step on).

Fig. 3. 3D-map visualization (side view).

The virtualmodel of themultilevel environmentwas baked after themodel formation.
Then the abstract mobile robot has the ability to move along the traversable surfaces.
For this, the procedures for collecting coordinates from the starting point and the end
point, as well as finding the optimal trajectory ofmovement according to the algorithm in
Fig. 2. In addition, movement routes in the proposed information system can be specified
manually by clicking the mouse.

5 Analysis of the Results of Simulation the Operation
of the Information System

In this paragraph, we will model the process of moving an abstract robot for a virtual
multilevel environment in the described information system. Let’s consider the cases of
finding the optimal route in the absence and presence of obstacles, as well as taking into
account the physical possibility of the robot overcoming transitions. The time required
for the robot to overcome the determined optimal trajectory is determined for each of
the testing cases.

Figure 4 shows the shortest path for moving the robot without obstacles from the
starting position to the final position, which the robot covers in 24.25 s. The information
system analyzed the entire map and built the optimal trajectory without any obstacles
on the map.

Figure 5 illustrates the optimal route according to the presence of an obstacle at the
beginning of the last level (almost at the end of the previous route). In this case, the
system rebuilt the optimal trajectory taking into account this obstacle. The time taken by
the robot to overcome the received route was 26.31 s, which is longer than the previous
one, but it is the shortest of all others for this configuration of themultilevel environment.

The result of the system operation when the two entry points to the last level are
blocked by obstacles is shown in Fig. 6. When laying the optimal path, the possibility
of physically moving the robot along the inclined surface immediately from the lower
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Fig. 4. Shortest route and time of movement from the starting point to the target point without
obstacles.

Fig. 5. Shortest route and time of movement from the starting point to the target point with one
obstacle.

to the upper level is not taken into account (in terms of length, this would be the shortest
path). As can be seen in this case not the shortest route is chosen, the chosen route is the
only one of all possible ones.

The results of simulation of the optimal route determination by the information
system are summarized in the Table 1, where the number and range of turns of the robot,
as well as the number and % of straight sections from the entire path are indicated. It
should also be noted that in the considered cases, transitions between levels are carried
out sequentially: from the initial (first) to the final (fourth) with the same number of
transitions involved (3 each). In a broader case other options are possible, in particular
for the case with two obstacles (Fig. 6), a shorter path could be found through the
transition from level 1 to level 4 (if the robot can overcome it).

In turn, presented in Table 1 parameters further allow to estimate the energy costs
for overcoming levels and transitions, that is especially important for the autonomous
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mobile robots to predict the sufficiency or insufficiency of their embedded power sources
to overcome a particular route.

The obtained results show the possibility of determining the optimal route for the
movement of a mobile robot in a multilevel environment by the proposed system using
the example of a multilevel composition. The practical significance of the system based
on multilevel space concept lies in the preliminary modeling and evaluation of the most
suitable route for the subsequent movement of the mobile robot along this route.

Fig. 6. Shortest route and time of movement from the starting point to the target point with two
obstacles.

Table 1. Analysis of the results of simulation optimal robot movement routes in the multilevel
environment.

Route with Time, s Number of Range of turning angles,
°

Straight areas of the
entire path, %turns straight areas

0 obstacles 24,25 5 5 60–180 47

1 obstacle 26,31 6 6 30–180 57

2 obstacles 31,13 8 9 60–180 53

6 Conclusions

The overview of modern information systems for determining optimal routes shows the
problem of considering transitions at moving amobile robot in amultilevel environment.
The proposed shortest path algorithm takes into account the peculiarities of transitions
between the surfaces of levels, iteratively calculates the optimal lengths of paths both
within individual levels andwithin transitions between levels. An information system for
calculating the shortest route from the starting point to the target point is proposed based
on the algorithm and NavMesh navigation system in the Unity virtual environment. The
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results of computer simulation of robot movement in a multilevel environment show that
the system successfully finds the shortest route for various scenarios taking into account
presence or absence of obstacles, restrictions on movement and the robot features. Thus,
the system makes it possible to visualize a complicated multilevel environment and
correctly determine the shortest route, which can then be overcome by an experimentally
real robot. Further research should be directed towards combining the proposed system
with augmented reality tools (for example, from ARCore [27]) in order to expand the
possibilities for orienting the real robots in unfamiliar areas with estimation of energy
costs for moving.
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Abstract. A drone is a software (SW) and hardware (HW) complex that has
wireless data transfer technologies (Wi-Fi, LTE, 5G, Bluetooth, etc.) To transfer
data, it uses various communication protocols: both specific and generally known.

Drones can perform complex tasks, but some cyber-attacks (such as Denial-
of-Services - DoS) can lead to the failure of individual components of the drone
and the entire system as a whole.

Guidelines for protecting against drone attacks are provided by many organi-
zations that develop cybersecurity standards (NIST, CERT, CISA, etc.). Methods
to prevent cyber-attacks can be used to drones, with adjustments to their param-
eters and architectural features. There are also recommendations for protecting
drone components and also methods of communication protocols protection from
cyber-attacks.

The authors of this study offer a comprehensive approach to the analysis of
vulnerabilities of drone subsystems, which includes a system analysis of drone
architecture, vulnerability analysis by different vulnerability databases, and their
systematization.

Keywords: Vulnerabilities · Drone · System Analysis · Cyber-Attacks

1 Introduction

1.1 Motivation and Relevance of Research

Drones use communication protocols and embedded systems such as I2C, SPI, Serial,
CAN, 1-wire, etc., operating systems (OS), hardware (HW) in the control device of the
drone is similar to other digital systems. Therefore, drones can be affected by cyber-
attacks that use the vulnerabilities of these HW and software (SW) subsystems of the
drone in their mechanisms. Flight controllers used in UAVs are usually built using
popular microcontrollers such as: Atmega, STM (ARM), Intel Movidius, sometimes
low-voltage Intel/AMD x86/x64 microcontrollers (Fig. 1) [1, 2].

The scientific novelty of the obtained results lies in the fact that, based on the system
analysis of the architecture of drones, the paper will perform an analysis of the vulner-
abilities of their HW and SW subsystems, and their systematization according to the
types of cyber-attacks.
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Fig. 1. The structure scheme of drone according to [1]

The practical significance of the obtained results is that the systematization of drone
vulnerabilities according to the types of cyber-attacks will allow us to propose a method
of prioritizing drone’s vulnerabilities and a method of assessing and ensuring their
dependability, which will increase the reliability and cybersecurity of drones.

1.2 Work Related Analysis

The issue of cybersecurity of drones is very relevant, especially during military opera-
tions. There are publications about communication methods and cybersecurity issues of
drones. The report [1] describes decisions to organize IP accessmethod to drones/ground
stations based on the use of LTE and Wi-Fi technologies. Authors of the paper [2]
described a high-level architecture multi-drone system consisting of quadrotors to
develop a drone-based system with on-board sensors and built-in processing, detection,
coordination, communication and networking functions. With different conditions and
impact factors. An attacker can hack into a drone’s video stream in order to gain access
and steal confidential information, as described in the paper [3], and a threat analysis of
the drone’s security is performed. In paper [4], considering themain approaches to indoor
collision avoidance, architecture, communication and routing protocols, Flying Ad-hoc
Networks (FANET) is presented. The paper [5] presents some networking protocols for
the UAVwireless networks. The paper [6] proposes the system of data transmission from
a drone in the Internet of Things (DDC-IoT) for data collection centers and drones is
considered in order to analyze the throughput and delay of data transmission. In [7] was
analyzed a vulnerability in the micro-aircraft communication protocol (MAVLink) was
described and a potential attack methodology leading to the failure of the tasks assigned
to the drone. In [8], an encryption method is proposed that ensures the security of com-
munication between the UAV and the GCS, based on the analysis of the vulnerabilities
of the MAVlink protocol. Since a drone is a complex HW and SW device that connects
to the Internet using appropriate data transmission technologies, it can be considered
one of the network devices. And this means that it can be affected by all types of cyber-
attacks that operate in a regular computer network [9, 10]. Similar measures to prevent
cyber-attacks can be applied, with some amendments to the parameters and features of
the drone structure. There are many organizations (NIST, CERT, etc.) offering guidance
on how to defend against drone vulnerability attacks. There are also guidelines for pro-
tecting drone components and the communication protocols they use to transmit data
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separately from cyber-attacks. The authors of this study offer a comprehensive approach
to analyzing the vulnerabilities of drone subsystems, based on their systematization.

The purpose of this study: analysis and systematization of the most serious vulnera-
bilities of drone subsystems and cyber-attacks that can affect them, and recommendations
for their prevention, detection and mitigation.

2 Analysis of Drone’s Subsystems Vulnerabilities

Vulnerabilities in the OS. The correct performance of drone tasks depends on the
correct functioning of the OS. Microcontrollers and drone processors use the Linux OS.
The [11] from 2021 indicates a large number of cyber-attacks specifically on the Linux
OS [11].

EvilGnome spyware [12, 13] which is currently not included in all major antivirus
security SWproducts, including features rare tomostLinuxmalware. In theLinuxkernel,
a vulnerability signed in the National Vulnerability Database (NVD) as CVE-2020-
14314, an out-of-memory read vulnerability was discovered in away to access a wrongly
indexed directory [14]. This vulnerability could allow a local user to fail the system and
compromise system availability.Over the past 2 years, about 50 vulnerabilities of varying
degrees of severity have been discovered in the Linux OS. According to the Linux OS
Vulnerability Database, CVE-2020-16119 was discovered when the DCP protocol was
injected into the OS kernel, a Denial of Service (DoS) attack (destruction of the OS) or
the ability to execute malicious code, and vulnerable places lead to such consequences
[15, 16].

Vulnerabilities CVE-2020-14314 [14] and CVE-2020-16120 [17], CVE-2020-
14385 [18], CVE-2020-20285 [19], CVE-2020-25641 [20] help an attacker to perform
successful DoS-attacks. Many malware targeting Linux OS mainly focus on attacks to
create DoS botnets by hijacking vulnerable servers [14, 17–20]. The latest vulnerability
of 2022 - CVE-2022-23222 [21] in the Linux kernel with severity level 7.2 gives pos-
sibility to a local users to change privileges [21]. There is a risk of complete disclosure
of information, as a result of which all system files are disclosed, a complete violation
of the integrity of the system occurs. An attacker can disable the entire cyberattack pro-
tection system and make the OS inoperable; there are no special access conditions or
mitigating circumstances. Using the vulnerability does not require authentication and
additional knowledge or skills. A large number of malware targeting Linux mainly focus
on attacks to create DoS botnets by hijacking vulnerable servers. CVE-2022-2873 [22]
and CVE-2023-2194 [23] - out-of-bounds vulnerabilities in the Linux kernel’s SLIMpro
I2C device driver [22, 23].

They could give a possibility to a local privileged user to crash the system (DoS) or
remote code execution [23]. If the firewall in the OS fails, the risk of a successful attack
on the drone increases, as a malfunctioning OS can cause the drone’s systems to fail.
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Thedroneworkswith a large number of communication protocols, such as:Hypertext
Transfer Protocol (HTTP), Constrained Application Protocol (CoAP), Extensible Mes-
saging and Presence Protocol (XMPP), Advanced Message Queuing Protocol (AMQP)
and MQ Telemetry Protocol (MQTT). Discovery and Configuration Protocol (DCP),
SSH File Transfer Protocol (SFTP), VPN, Simple Network Time Protocol (SNTP),
Simple Network Management Protocol (SNMP), Hypertext Transfer Protocol (HTTP),
Hypertext Transfer Protocol Secure (HTTPS), Secure Shell Protocol (SSH), Network
Time Protocol (NTP), Real-time Transport Protocol (RTP), Real-time control Proto-
col (RTCP). Vulnerabilities in these protocols can lead to a successful attack on drone
subsystems.

Vulnerabilities in the SSH Protocol. Over 39 SSH vulnerabilities led to successful
cyber-attacks in 2022: StoredCross-Site Scripting (XSS)Vulnerability Exploitable by an
Attacker with General/Administrator Permissions (3 Vulnerabilities), DoS (11 Vulnera-
bilities), CSRF (4 Vulnerabilities), Remote Code Execution (7 vulnerabilities) (Fig. 2).
CSRF vulnerability in Jenkins publisher plugin SCP 1.8 makes it possible to connect
to an attacker-specified SSH server with fake credentials. CVE-2021-1378 [24, 25] and
CVE-2021-1592 [26], vulnerabilities in the Cisco StarOS SSH service, were discovered
in 2021 that could allow an unauthorized remote attacker to implement a DoS attack by
exploiting a vulnerability related to a logic error when certain traffic conditions occur.

Fig. 2. Vulnerabilities in the SSH protocol

Vulnerabilities in the NTP Protocol. Network Time Protocol (NTP) is a network
protocol for synchronizing the clocks of all servers and clients, used in drones. The NTP
protocol has been found to be vulnerable to a number of attacks. The most frequently
used were command injection (8 vulnerabilities in 2020–2022), XSS (2 vulnerabilities
in 2020), DoS (3 vulnerabilities in 2020–2021). In 2022, vulnerabilities that facilitate
brute force attacks (1 vulnerability) and remote command execution (3 vulnerabilities)
appeared (Fig. 3).
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Fig. 3. Vulnerabilities of the NTP protocol

Several vulnerabilities led to successful DoS-attacks: CVE-2020-15025 allows
remote attackers to cause DoS (memory consumption) [27]; CVE-2020-13817 [28]
allows remote attackers to cause a DoS of drone (modification of system time or denial
of service) by predicting transmission timestamps for use in forged packets; CVE-2020-
11868 [29] - NTP is vulnerable to DoS; CVE-2022-27000 [30] gives a possibility to
attackers to execute commands using fake request; CVE-2022-26019 [31] - an improper
access control vulnerability allows a remote attacker to modify NTP GPS settings and
overwrite files in the file system.

Real Time Protocol (RTP) Vulnerabilities. CVE-2018-0280 [32] - a bitstream pro-
cessing vulnerability was detected in the Real-Time Transport Protocol (RTP) in Cisco
Meeting Server. Exposure to an unauthenticated remote attacker leads to a DoS state
(failure of audio and video services, failures in the media process) by sending a spoofed
RTP bit stream when transmitting information from a drone.

Real-Time Control Protocol (RTCP) Vulnerabilities. All users who use PJMEDIA
and receive incoming RTP/RTCP calls when operating the drone with PJSIP (using SIP,
SDP, RTP, STUN, TURN, and ICE protocols) experience that incoming RTP/RTCP
packets may exceed read access limits. In the NVD database, this is vulnerability CVE-
2022-21722 [33].

VPN Vulnerabilities. The use of VPNs to improve drone cybersecurity has been pro-
posed by several research groups (Fig. 4) [34]. In 2022, 21 VPN vulnerabilities have
already been identified that can lead to various types of cyber-attacks, including DoS.
VPNs are dangerous because they expose entire networks to threats such as malware,
DDoS-attacks, and spoofing-attacks. A drone VPN network can be destroyed when
an attacker penetrates a network through a compromised device. [34–36]. The most
common vulnerabilities in 2022 that led to cyber-attacks were: DoS (7 vulnerabilities
in 2020), SQL injection (1 vulnerability), Man-in-the-Middle (1 vulnerability), Buffer
overflow (1 vulnerability), XSS (1 vulnerability), implementation of OS arguments and
commands (3 vulnerabilities) (Fig. 5).
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Fig. 4. Scheme of VPN implementation between drones according to [34]

Fig. 5. Vulnerabilities in VPN in 2022

RandomAccessMemory (RAM)Vulnerabilities. It is known that a dynamicmemory
cell uses a capacitor and 3 transistors to store one bit of information. Capacitors lose
charge over time, and a stored bit value of “1” (which may indicate a high charge) may
change to a “0” (low charge). Every time a row of memory is activated for reading or
writing (the bits are staggered in rows and columns), currents flowing inside the chip
can cause the capacitors to discharge. The charge will flow faster in adjacent rows. By
re-activating—or “injecting”—a row ofmemory (the “aggressor”), an attacker can cause
bit errors in an adjacent row, also called a “victim” row. This bit error can be used to
give attackers access to restricted areas of a computer system without relying on any
software vulnerability. The vulnerability “Rowhammer” is a design flaw in the device’s
internal memory (DRAM) chips that creates a vulnerability that could allow an attacker
to gain control of the drone.

Vulnerabilities in the SNMP Protocol. In 2022, a serious vulnerability appeared in
the SNMP protocol [37], which leads to the failure of the drone when a DoS-attack is
successfully implemented. In total, 5 protocol vulnerabilities were identified that can
lead to successful DoS-attacks (Fig. 6).
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Fig. 6. Vulnerabilities in the protocol SNMP

Vulnerabilities in theMQTTProtocol. Vulnerabilities of theMQTT, CoAP protocols
can be used to organize espionage, targeted attacks, intelligence by attackers [38]. An
attacker can scan and gain access to vulnerable MQTT peripherals such as drones using
IPweb scanners and gain access to these devices. An unusual cache-hit vulnerability was
discovered in this protocol: CVE-2022-0673 [39]—external schema file cache poisoning
via directory traversal. The highest number of MQTT protocol vulnerabilities were
exploited by attackers in 2022 and 2021 for successful DoS attacks (3 vulnerabilities),
SSRF (1 vulnerability), Man-in-the-Middle (2 vulnerabilities), remote code execution
(7 vulnerabilities) (Fig. 7).

Fig. 7. Vulnerabilities in the protocol MQTT

Vulnerabilities in the CoAP Protocol. CVE-2020-3162 [40] - a Constrained Applica-
tion Protocol (CoAP) vulnerability in Cisco IoT Field Network Director allows a remote
attacker to trigger a DoS state on a drone.With insufficient inspection of incoming CoAP
traffic, an attacker exploits the vulnerability by sending a fake CoAP packet to the drone,
which causes the CoAP server to stop communicating with the drone.
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Vulnerabilities in the XMPPProtocol. Drones use a client-side drone visual measure-
ment tool [1]. The drone uses the camera recording module to transfer recorded data to
the XMPP server and database.

The XMPP protocol is used for this purpose, and the data is updated and transmitted
to the XMPP server in an optimal form. The XMPP protocol has vulnerabilities, shown
in Fig. 8, which can lead to successful cyber-attacks.

Fig. 8. Vulnerabilities in the protocol XMPP

Vulnerabilities in Processors. The processors used in drones can also contain vulner-
abilities. Potential security vulnerability CVE-2022-25899 (vulnerability with severity
9.9) [41] in Intel®-supported Open AMT Cloud Toolkit allows an attacker to escalate
privileges and influence the drone control process. There are also 2 of the most seri-
ous vulnerabilities that attackers can use to launch a successful cyber-attack. Meltdown
(CVE-2017-5754), [42] allows a privileged attacker to read the entire memory of an
attacked system via specially crafted executable code. An attacker must: gain physical
access to the drone as an administrator, execute a specific program on the drone, read
the protected data and send it back to the attacker. Specter [version 1: CVE-2017-5753,
[43], version 2: CVE-2017-5715, [43] allows an attacker to read the memory of other
processes using specially crafted executable code or dynamic code.

Vulnerabilities in the Protocol SFTP (Secure File Transfer Protocol). The drone can
use the SFTP protocol to transfer data. SFTP protocol vulnerability CVE-2022-22899
[41] Core FTP/SFTP Server v2 Build 725 has been discovered to allow unauthenticated
attackers to cause a DoS via a crafted packet via the SSH service.

Vulnerabilities in the Protocol UART (Universal Asynchronous Transmitter).CVE-
2022-29402 [44]: vulnerability allows attackers to connect to the UART port via a serial
connection and execute commands as the root user without authentication [44].

Vulnerabilities in the Protocol SPI. CVE-2021-26317 [45] – by exploiting this vul-
nerability, an attacker could control the protocol and modify the SPI (Serial Peripheral
Interface) flash resulting in a potential arbitrary code execution [45].

Vulnerabilities in the Protocol Controller Area Network (CAN). CVE-2023-2166 –
a vulnerability exists in the CAN protocol that an attacker can exploit to crash a drone
or cause a DoS condition [46].
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3 Systematization of Drone’s Vulnerabilities by Severities
and Cyber-Attacks

There are some organizations that collect vulnerability information, process it, and pro-
vide a severity score according to the Common Vulnerability Scoring System (CVSS).
Tables 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 and 11 and Figs. 9, 10, 11, 12, 13, 14 and 15 pro-
vide comparative tables listing vulnerabilities in various communication protocols and
possible attacks against them, along with the severity of successful attacks on these
vulnerabilities. The “other database” column means that information about vulnerabil-
ities can be presented in such databases as SUSE, Red Hat, Greenbone, Talos, Open
Source Vulnerability Database (OSVDB), Common Vulnerability Enumeration (CWE).
The Open Web Application Security Project (OWASP) and others (Table 12).

Table 1. DoS-attacks
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Fig. 9. Graphical dependence of the severity of the vulnerability on the types of vulnerability in
the impact protocols DoS-attacks

Fig. 10. Graphical dependences of the severity of vulnerabilities on the types of vulnerabilities
in protocols when exposed XSS-attacks

Table 2. XSS-attacks



Analysis and Systematization of Vulnerabilities of Drone Subsystems 75

Table 3. SSRF-attacks

Fig. 11. Graphical dependences of the severity of vulnerabilities on the types of vulnerabilities
in protocols and different databases under the influence of SSRF-attacks

Table 4. Flooding-attacks

Table 5. DNS-spoofing-attacks

Table 6. Man-in-the-Middle-attacks
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Table 7. Brute-force-attacks

Table 8. Attacks to steal confidential information

Fig. 12. Graphical dependences of the severity of vulnerabilities on the types of vulnerabilities
in protocols in case of exposure to attacks Man-in-the-Middle

Table 9. SQL and others attacks of code injection

Table 10. CSRF-attacks
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Table 11. Argument injection-attacks and OS commands

Fig. 13. Graphical dependences of criticality of vulnerabilities on types of vulnerabilities in
protocols leading to CSRF-attacks

Fig. 14. Graphical dependences of the severity of vulnerabilities on the types of vulnerabilities
in protocols, if the attacks of the injection of arguments and OS commands are affected
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Table 12. Remote code-attacks and command execution

Fig. 15. Graphical dependences of the severity of vulnerabilities on the types of vulnerabilities
in protocols in the case of an attack on remote code and command execution

Graphical dependencies show how the severity values of the same vulnerability
differ, but in different vulnerability databases.

4 Conclusions

In this paper was realized the system analysis of drone’s subsystems, and was made
the analysis and the systematization of vulnerabilities in its subsystems. Were analyzed
cyber-attacks, which can impact to these vulnerabilities.

The drone may be connected to the global Internet access network and may also
be affected by attacks used in conventional computer networks. Cyber-attacks on a
drone can be carried out when connected to its interfaces, using wireless Internet access
technologies through a 4G/5G router or modem.

The each considered vulnerability is a hole in cybersecurity. From the moment a
vulnerability is discovered to the moment a patch is installed for it, the minimum time
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should pass, since during this period of time attackers can successfully attack vulner-
abilities known to them. Therefore, it is very important to update SW versions and fix
vulnerabilities in a timely manner.

Drone uses VPN, but the number of VPN vulnerabilities has increased recently.
Therefore, it is necessary to take measures for their additional cyber protection.

The conducted analysis showed that the vulnerabilities of drones are in the used
general information transfer protocols, in HW and SW. The most of attacks on modern
drones, which use vulnerabilities, are various types of DoS-attacks, Man-in-the-Middle-
attacks and remote code execution attacks.

The analysis and the systematization of vulnerabilities and cyber-attacks on drones
will allow drone manufacturers and users to propose new measures and update
recommendations for ensuring cybersecurity for all drone components.

Further research will be aimed at developing a method for prioritizing drone vulner-
abilities a method of evaluating and ensuring their dependability, which will increase
the reliability and cybersecurity of drones.
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Abstract. The work is a continuation of the research devoted to the develop-
ment of a multidimensional Kalman filter connected at the output of the built-in
helicopter’s turboshaft engines mathematical dynamic model to improve the accu-
racy of helicopters turboshaft engines parameters identification and achieve high
quality automatic control. The main difference is the use of radial basis functions
neural networks, in which the multivariate Kalman filter is a training algorithm.
The work illustrates well-known mathematical expressions underlying of optimal
multidimensional filtering algorithms. The methods of mathematical modeling in
the Matlab environment tested the proposed algorithms. The simulation results
showed that the use of neural networks trained by the multidimensional Kalman
matrix filter as part of the model of helicopters turboshaft engines built into the
automatic control system allows achieving high indicators of the accuracy of
identifying the parameters of helicopters turboshaft engines automatic control
system – up to 0.9975, then in practical analogues.

Keywords: Helicopter Turboshaft Engine · Neural Network · Kalman Filter ·
Training · Accuracy

1 Introduction

Aircraft helicopters turboshaft engines (TE) are complex nonlinear systems, the charac-
teristics of which have a significant scatter [1]. The quality of the built-in mathematical
models of helicopters TE that are part of the automatic control system (ACS) [2] largely
determines the quality of control and the possibility of using modern mathematical
apparatus for the synthesis of ACS, as well as operating tools [3]. Satisfaction with the
requirements for the reliability and quality of regulation of helicopters TE is possible
only by expanding the functionality of the controls, in particular, endowing themwith the
ability to quickly adapt to changes in the characteristics of helicopters TE and external
conditions. The change in the characteristics of helicopters TE is due to many reasons,
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themain of which are [4]: parameters technological spread due to tolerances for theman-
ufacture and units’ assembly; deviation in the similarity of modes under various external
operating conditions; change in characteristics in the process of resource development
(failures and units wear).

External interference is caused by a wide range of external destabilizing factors that
affect the engine during operation, causing additional errors and reducing the resource:
a wide range of operating temperatures ranging from –50 to 100 °C; mechanical shocks,
linear acceleration and vibration corresponding to overloads of 10…15 tons or more;
instability of ACS power supplies, and also due to the impact of pulses, which are
almost twice the nominal value; electromagnetic interference; pressure pulsations with
an amplitude of 20…90% of the upper limit; chemically aggressive impurities in the
environment, etc.

Solving the task of ACS adaptation, as well as real-time condition monitoring and
failure diagnostics, inevitably requires the use of identification methods using artificial
intelligence tools (for example, neuron networks) [5]. In this case, the structure and
accuracy of the applied mathematical model are determined by the nature of the problem
for which they are applied.

2 Related Works

The process of ensuring the stability of engine parameters in all operatingmodes is one of
the priority tasks at the helicopters TE ACS operation mode. At the same time, the ACS
performs the following main functions: engine start automatic control, quick transition
to other operating modes when controlling the engine or in case of a sharp change in
external conditions, maintaining the specified engine operation mode or changing it
in accordance with control programs, preventing the engine from entering dangerous
operating modes. Of particular difficulty are the starting modes and engine transient
modes operation under conditions of external and internal interference [6, 7].

To implement the above functions, a necessary condition is to obtain reliable data
on the current parameters of helicopters TE at flight modes (in real time), such as fuel
consumption, temperature, pressure, gas generator and free turbine rotor speeds, etc.
[8, 9]. Modern helicopters TE ACS operates under interference conditions both in the
built-in model channel (due to model inaccuracy and interference in the communica-
tion channel) and in the measurement channel (due to sensor error and communication
channel interference). That’s why an urgent task is to ensure the accuracy of parameter
identification, taking into account calculated data obtained using the built-in model, and
data from current on-board measurements. The identification accuracy is determined by
the methods used [10, 11].

In connection with the foregoing, the aim of the work is to improve the accuracy of
helicopters TE parameters identification by using neural network technologies, namely,
training the multidimensional Kalman filter at the output of the built-in mathematical
dynamic model of identification, develop on the basis of engine’s dynamic and throttle
characteristics, which makes it possible to identify the parameters and simulate the
operation of the engine in stationary and dynamic modes [12, 13]. It should be noted
that this study is a continuation of research in the field of development of helicopters
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TE intelligent on-board automatic control systems, in which it is proposed to integrate
a multidimensional Kalman filter [14].

3 Materials and Methods

Multidimensional filtering is carried out according to three helicopters TE thermogas-
dynamic parameters, which are recorded on board the helicopter: nTC – rotor r.p.m.; nFT
– free turbine rotor rotational speed; TG – gas temperature in front of the compressor
turbine, recorded on board of the helicopter, reduced to absolute parameters, according
to the theory of gas-dynamic similarity [15] (Table 1).

Table 1. Fragment of the training sample during the operation of helicopters TE (on the example
of TV3-117 TE) [15].

Number nTC nFT TG

1 0.932 0.929 0.943

2 0.964 0.933 0.982

3 0.917 0.952 0.962

4 0.908 0.988 0.987

5 0.899 0.991 0.972

6 0.905 0.987 0.979

7 0.923 0.972 0.983

8 0.948 0.966 0.989

9 0.962 0.952 0.997

… … … …

256 0.953 0.973 0.981

According to [14], the recursive Kalman filter for the task posed is the most accu-
rate and convenient in modeling, having the necessary properties of adaptation – self-
correction in the process of filtering data. Adaptation is based on the application of a
variable optimal Kalman coefficient obtained at the current moment when solving the
problem of minimizing the mathematical expectation of the squared error of the identi-
fied parameter, taking into account the error at the previous moment (which determines
the recurrence of the obtained relations) [14, 16]. Kalman filters are used for ergodic
processes operating under noise conditions, characterized by a known time-independent
dispersion and zero mathematical expectation [17].

To prove the ergodicity of the process, the feasibility of the Slutsky condition was
checked, according to which the autocovariance function of the ergodic process should
tend to zero as the lag value increases [14]. The research results showed the correctness
of the hypothesis about the ergodicity of the observed processes. The analysis results
for nTC , nFT , TG are shown in Fig. 1, 2 and 3.
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Fig. 1. Diagram of the autocovariance function for nTC (author’s research).

Fig. 2. Diagram of the autocovariance function for nFT (author’s research).

Fig. 3. Diagram of the autocovariance function for TG (author’s research).
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According to [14], the analysis of real noises obtained from the data of flight tests
of the TV3-117 engine showed that all of them are characterized by zero mathematical
expectation, constant dispersion, and the same spectra in the study of one long-duration
sample and several samples. Thus, the hypothesis of ergodicity of the processes under
consideration was again confirmed, since the values of the mathematical expectation and
variance are the same both in time and in the number of realizations. The application
of the Pearson criterion showed the normal distribution of noise. All this allows us
to draw a conclusion about the further possibility of using Kalman filters (including
neural networks trained using the Kalman filter) for this class of processes [18]. In
the identification problem using the optimal Kalman filtering, according to [14, 16], it
is required at the current time to eliminate the error as much as possible both in the
model channel (the predicted value of the identified parameter) and in the measurement
channel (current sensor readings) for the four parameters under consideration. For this,
a recursive matrix relation is used, which makes it possible to determine the matrix of
the square of the covariance error over all coordinates [19]:

E2
k = E2

k−1 + σ 2
ξ ; (1)

where E2
k – column vector of the squared error of the covariance in the coordinates of

the nTC , nFT , TG at the k-th step, σ 2
ξ – matrix of model variances in the coordinates of

the nTC , nFT , TG.
The solution of the mathbf E2

k minimization problem allows us to determine the
elements of the matrix of the Kalman coefficient:

Kk = E2
k

[
E2
k + σ 2

η

]−1; (2)

whereKk – column vector of the Kalman coefficient for the coordinates of the nTC , nFT ,
TG at the k-th step, is the variance matrix of the meter (sensor) in the matrix of model
variances for the coordinates of the nTC , nFT , TG.

Identification of parameters (obtaining an optimal estimate) is carried out through
a column vector of Kalman coefficients, which determines in matrix form the ratio of
the calculated (model) and measured components in the optimal values of the identified
parameters:

Xopt
k = Xk(1−Kk) +KkZk; (3)

whereXopt
k – column vector of optimal estimates of coordinates nTC , nFT , TG at the k-th

step; Xk – column vector of model values of coordinates nTC , nFT , TG, calculated at the
k-th step; Zk – column vector of coordinates nTC , nFT , TG measured by sensors at the
k-th step.

It should be noted that the problem solved using Kalman filtering is not a smooth-
ing problem, but an identification problem [20]. The Kalman filter is not designed for
smoothing data from the sensor, but is aimed at obtaining the closest to the real coordi-
nates nTC , nFT , TG, the values of their optimal estimates at the current time, obtained
under conditions of external and internal interference in the channels of the built-in
model and measurements and recorded in the column vector Xopt

k .
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In order to implement the considered method as part of the onboard neural network
expert system for monitoring helicopters TE operational status [21] or in the modified
closed onboard helicopters TE ACS [2, 15], as well as to increase the accuracy of
helicopters TE parameters identification compared to [14], it is proposed to implement
a multidimensional filter Kalman using neural networks.

Neural network training using themultidimensionalKalman filter [22] is the problem
of estimating the true state of some unknown “ideal” neural network that provides zero
mismatch, under states, in this case, the values of the weights of the neural network
w(k) are taken, and under the mismatch, the current error training e(k). The dynamic
training process of a neural network can be described by a pair of state-space equations,
one of which is a process model representing the evolution of the weight vector under
the influence of a random process ξ (k), which is considered white noise with zero
mathematical expectation and the known diagonal covariance matrix Q:

w(k + 1) = w(k) + ζ (k). (4)

The output equation is a linearized neural network model (5) at the k-th step,
noisy with a random process Q(k), which is considered to be white noise with zero
mathematical expectation and a known diagonal covariance matrix R:

h(k) = ∂y(w(k), v(k), x(k))

∂w
+ ζ (k); (5)

where w(k) – neural network weights, v(k) – neurons postsynaptic potentials, x(k) –
network input values. The instantaneous values of the derivatives ∂y

∂w are calculated using
the backpropagation method. Mismatch e(k) is calculated according to the expression:

e(k) = t(k) − ỹ(k); (6)

where t(k) – neural network target value, ỹ(k) – neural network actual output, calculated
according to the expression:

ỹ(k) = g

⎛
⎝∑

j

w(2)
j f

⎛
⎝∑

j

w(1)
ji xi

⎞
⎠

⎞
⎠; (7)

where w(1) – hidden layer neurons weights, f (·) – hidden layer neurons activation
functions, w(2) – output layer neurons weights, g(·) – output layer neurons activation
functions.

Before training, the neural network goes through the initialization stage. The covari-
ance matrices of measurement noise R = η · I and dynamic training noise Q = μ · I
are set, the size of the matrices is L × L and N × N, respectively, where L – output
neurons number, N – neural network weight coefficients number. The coefficient η has
the meaning of the training rate, in this work according to [22] η = 0.001, the coefficient
μ determines the measurement noise; in this work, according to [22], μ = 10–4. Also,
a single covariance matrix P of size N × N and a zero-measurement matrix H of size L
× N are set at the initialization stage. The training stage is performed online, the neural
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network correction weights is sequentially performed for each example of the training
sample. At the k-th step, the following actions are performed:

1) A neural network output new value ỹ(k) is calculated according to (4), a “forward
pass” of the neural network is performed.

2) A “reverse pass” of the neural network is performed: the derivatives are calculated
using the backpropagation method ∂ ỹ

∂wi
, i = 1,N . This is done using the same technique

as in the error backpropagation method, but the local gradients for the output neurons are
set not to the current error e(k), but to the constant 1,which,with all the same calculations,

provides the neural network outputs Jacobians values ∂ ỹ
∂w instead of gradients ∂(e(k))2

∂w

because ∂(e(k))2

∂w = 2e(k) ∂y
∂w . Observation matrix H(k) is formed:

H (k) =
[

∂ ỹ

∂w1

∂ ỹ

∂w2
...

∂ ỹ

∂wN

]T
. (8)

3) The current error of the network operation e(k) is determined according to (6), a
deviation matrix E(k) of size 1 × L is formed:

E(k) = [e(k)]. (9)

4) New values of the neural network weights w(k + 1) and correlation matrix P(k +
1) are calculated according to the expressions:

K(k) = P(k)H (k)T
[
H (k)P(k)H (k)T + R

]−1; (10)

P(k + 1) = P(k) − K(k)H (k)P(k) + Q; (11)

w(k + 1) = w(k) + K(k)e(k); (12)

where K(k) – Kalman gain matrix, its dimension is N × L.
Actions 1 – 4 are performed for all elements of the training sample. The correlation

matrix P updated at each clock cycle contains second-order information about the error
surface, which provides the extended Kalman filter method with an advantage over
first-order training methods such as gradient descent and its modifications.

4 Experiment

Based on [14], a neural network of radial basis functions (RBF) with 5 inputs is taken
as a neural network, three of which are responsible for the input parameters nTC , nFT ,
TG, and two specify the model error and the measurement error (Fig. 4).

It is known that RBF-networks model an arbitrary non-linear function using only
one intermediate layer, thereby eliminating the need to decide on the number of layers
[23, 24]. Secondly, the parameters of the linear combination in the output layer can be
optimized using well-known linear optimization methods that are fast and do not suffer
from local minimum that interfere with training using the backpropagation algorithm.
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Fig. 4. Neural network diagram (author’s research).

Therefore, the RBF-network trains very quickly – an order of magnitude faster than
using the backpropagation algorithm.

In order to determine the optimal number of neurons in the hidden layer, an experi-
mental dependenceE= f (N) was constructed, shown in Fig. 5, whereE – neural network
training error; N – number of neurons in the hidden layer (it is assumed that the number
of neurons in the input layer is 5, in the output layer is 3) [25].

Fig. 5. Neural network training error diagram the number of neurons in the hidden layer (author’s
research).
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As can be seen from Fig. 5, with 18 neurons in the hidden layer, the smallest training
error of the neural network is achieved, that is, the optimal structure of the neural network
is 5–18–3.

The neural network training was carried out on a personal computer with an AMD
Ryzen 5 5600 6-Core Processor 3.50 GHz CPU of the Zen 3 architecture, 32 GB of
DDR-4 RAM and an Nvidia GeForce RTX 3060 GPU times compared to training on the
CPU. To control of neural network training, we used the accuracy metric and the loss
function, which was chosen as categorical entropy [26]. The experiment was carried out
in laboratory conditions. At the same time, it was proved that under the conditions of
on-board implementation, this method can be easily implemented using the 64-bit Intel
Neural Compute Stick 2 neuroprocessor [27]. Diagrams of the dependence of the change
in these values on the number of the epoch of network training are shown in Fig. 6.

Fig. 6. Diagrams of changes in accuracy and loss when a neural network training: 1 – train, 2 – test
(author’s research).

As canbe seen fromFig. 6, the accuracy indicator approaches one, and loss indicator –
tends to zero, which indicates the high accuracy of the model and its minimal error [28,
29].

Table 2 contains the values of training and testing errors, as well as the training time,
for various training algorithms, from which it can be seen that for the task at hand, the
RBF-network training algorithm based on the multidimensional Kalman filter signifi-
cantly outperforms other RBF-network training algorithms in terms of convergence rate
(number of epochs) and identification accuracy.
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Table 2. RBF-network training results (author’s research).

Training algorithm Identification error Number of training epochs Training time, s

Backpropagation
algorithm

0.034 283 14

Quasi Newton algorithm
[30]

0.031 275 12

Q-learning [31] 0.029 272 12

Genetic algorithm
combination method [32]

0.027 268 11

Expectation-maximization
algorithm [33]

0.026 264 11

Gradient algorithm [34] 0.018 247 8

Multidimensional Kalman
filter [14, 22]

0.009 220 3.25

5 Results

Similarly, to [14], the task of developing multidimensional Kalman filtering algorithms
using neural network technologies was solved on the basis of a model experiment in
the Simulink interactive environment, which allows building dynamic models of the
researched control objects based on block diagrams in the form of directed diagrams
[34, 35].

Its main advantages are the variety of built-in libraries, including those included
in the Matlab environment, visibility and ease of modeling, the ability to monitor the
system operational status in real time, and the convenience of an interface that makes it
easy to influence the designed algorithm and model experiment [36].

The taskof developing an algorithm is reduced tomodelingmathematical expressions
(1)–(3) to calculate the specified values at each step.Calculations in themultidimensional
Kalmanfiltering algorithmswere based on the dispersions of themodel and sensors along
the coordinates nTC , nFT , TG, obtained by statistical processing at flight test data of the
TV3-117 TE.

The generalized block diagram of the model of the multidimensional Kalman filter,
which performs real-time simultaneous identification by three coordinates of nTC , nFT ,
TG, is shown in Fig. 7.
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A detailed functional diagram of filtering along one coordinate is taken from [14]
and is shown in Fig. 8.

Fig. 7. Generalized block diagram of the multidimensional Kalman filter in Simulink (author’s
development based on [14]).

Similarly, to [14], in the model experiment, the values of the coordinates of the
column vector of the readings of the sensors Zk under noise conditions were modeled by
superimposing several types of noise on the calculated values: gaussian noise; real noise
extracted from experimental data obtained during flight tests of the TV3-117 engine
for the considered modes and types of input signals; several high frequency sinusoids;
combined noise obtained by superimposing several high-frequency sinusoids on real
noise. The results of filtering under the action of combined noises when applying input
signals that provide a change in the identified values in the entire operating range for
various input signals (acceleration – operating mode – reset) along one coordinate are
shown in Fig. 9, 10, where: 1 – change in time of the coordinates of the column vector
Xk – calculated (model) values of nTC , nFT , TG; 2 – change in time of the coordinates
nTC , nFT , TG of the column vector Zk – measured by the sensors of the values of the
coordinates nTC , nFT , TG; 3 – change in time of the coordinates of the column vector
Xopt
k – optimal estimates of the coordinates nTC , nFT , TG.
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Fig. 8. Single coordinate filtering block diagram in Simulink [14]: 1 – model error, 2 – measure-
ment error, 3 – model, 4 – measurement, 5 – filtered value.

Fig. 9. The results of applying the multidimensional Kalman filter in the injectivity modes (reset
under conditions of combined noise) (author’s research).

6 Discussions

Researches have shown that the relative error of the signals at the output of the multidi-
mensional Kalman filter neural network model for all researched coordinates nTC , nFT ,
TG does not exceed 0.25%, which corresponds to the specified technical requirements
for the accuracy of identification algorithms. The results obtained indicate a two-fold
decrease in the error of signals in the output of the multidimensional Kalman filter
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Fig. 10. The results of applying the multidimensional Kalman filter in the operating mode under
conditions of combined noise (author’s research).

neural network model compared to the results obtained in [14]. The developed the mul-
tidimensional Kalman filter neural network model operates both in static and dynamic
modes under the influence of “hard” external and internal disturbances in a wide range
of helicopter TE operating modes.

Table 3 shows the results of a comparative analysis of the identification of the param-
eters of TV3-117 TE at three coordinates nTC , nFT , TG by determining errors of the 1st
and 2nd kind. It follows from Table 3 that the use of the multidimensional Kalman filter
neural network reduces errors by an average of 20% compared to the results obtained in
[14].

Table 3. Identification 1st and 2nd kind errors calculation results (author’s research).

Identification
method based on
multidimensional
Kalman filter

Probability of error in parameter identification

nTC nFT TG

Type 1st
error

Type 2nd
error

Type 1st
error

Type 2nd
error

Type 1st
error

Type 2nd
error

Without the use of
neural networks
[14]

0.84 0.63 0.85 0.64 0.79 0.58

Using neural
networks

0.62 0.38 0.63 0.41 0.56 0.33

7 Conclusions

1. The method for helicopters turboshaft engines parameters identification using the
multidimensional Kalman filter has been further developed, which differs from the
existing one in that due to the use of radial basis functions neural network, it has
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increased the accuracy of helicopters turboshaft engines parameters identification
with an accuracy of 0.9975.

2. The method of radial basis functions neural network training has been improved,
which, due to the use of a training algorithm based on the multivariate Kalman filter,
has reduced the identification error from 0.034 to 0.009 (3.4 to 0.9%), the number of
training epochs from 283 to 220, the training time from 14 to 3.25 s, which is critical
in terms of on-board implementation.

3. It is proved that the errors of the 1st and 2nd implementations of the method for
helicopters turboshaft engines parameters identification using the multidimensional
Kalman filter neural network model did not exceed 0.63% and 0.41%, respectively,
while for the classical method (multidimensional Kalman filter direct application
[14]) they amounted to 0.85% and 0.64%, respectively. The obtained results prove
that the use of the multidimensional Kalman filter neural network filter will allow
25% more accurate helicopters turboshaft engines parameters identification at the
helicopter flight mode.

4. The prospect for further research is testing the developed multidimensional Kalman
filter neural network model in the closed control loop of the modified closed onboard
helicopters turboshaft engines automatic control system [2, 15], the onboard neural
network expert system for monitoring helicopters turboshaft engines operational sta-
tus [21] and a comparative analysis of the results obtained with the results of applying
the element-by-element model and bench and flight test data in similar modes.
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Abstract. The relevance of this work lies in the need for qualitative evaluation
of innovative projects, which are characterized by various technical and economic
indicators, and, as a rule, significant capital investments are required for their
implementation. The use of multi-criteria methods, in particular the modified
Fuzzy TOPSIS, will allow to increase the accuracy of decision-making when
choosing the optimal innovative project. The purpose of the work is to select
the optimal innovative project through the use of the developed software appli-
cation based on the modified Fuzzy TOPSIS method, as well as to investigate
the influence of the parameters of the specified method on the decision-making
result. To modify the Fuzzy TOPSIS method, the Euclidean distance, the Ham-
ming distance, and the Chebyshev distance were used to determine the proximity
coefficients. Another element of the modification of the Fuzzy TOPSIS method
was the ability to calculate results using various fuzzy numbers, such as trian-
gular, trapezoidal, and Gaussian. A comparative analysis of the obtained results
with other multi-criteria decision-making methods was carried out. A data entry
template for experts has also been created and the results presented in a clear and
easy-to-read format.

Keywords: Fuzzy TOPSIS · DSS ·MCDM · Fuzzy Sets · Proximity
Coefficients · Innovative Projects

1 Introduction

Today, the optimal choice and application of multi-criteria decision-making (MCDM)
methods in various tasks, especially in fuzzy conditions, is quite relevant and difficult.
This is due to the fact that not all methods are modified to solve problems with fuzzy
data. Even those in which this possibility is implemented do not have enough shapes of
fuzzy sets to describe the input data and metrics to evaluate the best decision [1–3].
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Choosing optimal innovative projects, as one of the MCDM tasks, has become quite
popular and widespread in any field of activity. Today, there is a large number of relevant
projects with different (quantitative and qualitative) initial data, therefore it was decided
to propose a modification of the Fuzzy TOPSIS (Fuzzy Technique for Order of Pref-
erence by Similarity to Ideal Solution) method, which has proven itself as an effective
compromise method for solving MCDM problems, to integrate it into the developed
system for choosing optimal innovative projects, as well as to investigate the influence
of its parameters on the final result. The relevance of this work lies in the need for quali-
tative evaluation of innovative projects, which are characterized by various technical and
economic indicators, and, as a rule, significant capital investments are required for their
implementation. The use of MCDM methods, in particular the modified Fuzzy TOP-
SIS, will allow to increase the accuracy of decision-making when choosing the optimal
innovative project [2, 4–9].

The goal of the work is to modify the Fuzzy TOPSIS method for solving the MCDM
problems in the fuzzy conditions and variability of the shapes of fuzzy sets, in particular,
when choosing the optimal innovative project. To solve the set goal, it is necessary to
perform the following tasks: (a) overview of the current state of the MCDM problems
for the evaluation and selection of innovative projects; (b) analysis of recent research and
publications; (c) overview of multi-criteria decision-making methods; (d) modification
of the Fuzzy TOPSIS method, modeling and analysis of expert evaluations of innova-
tive projects according to defined criteria; (e) software implementation of the system
for choosing an optimal innovative project. To modify the Fuzzy TOPSIS method, the
Euclidean distance, the Hamming distance, and the Chebyshev distance were used to
determine the proximity coefficients. Another element of the modification of the Fuzzy
TOPSIS method was the ability to calculate results using various shapes of fuzzy sets,
such as triangular, trapezoidal, and Gaussian.

2 Related Works and Problem Statement

Innovative projects are a set of actions aimed at creating and promoting new high-tech
products on the market that have limited resources. Usually, as indicated in the name,
such projects are characterized by innovative approaches in the field where they are
applied in order to solve the problems of enterprises or areas to which these projects
were directed [10–12].

Due to the positive results that such innovative projects often give, their
popularity and necessity continue to grow. For example, there are several
Ukrainian sites (https://imzo.gov.ua/osvitni-proekti/, https://mon.gov.ua/ua/nauka/inn
ovacijna-diyalnist-ta-transfer-tehnologij/innovacijni-proekti/derzhavnij-reyestr-inn
ovacijnih-proektiv) that work with innovative projects. But in order for investors and
participants not to lose their funds, it is necessary to evaluate the effectiveness of the
innovative project when financing it.

The main stages of evaluation of innovative projects are (a) expert assessment of
the significance of projects for global and national economic projects; (b) determination
of performance indicators for the purpose of finding investors; (d) determination of
effectiveness after consideration of the funding scheme [10, 11].

https://imzo.gov.ua/osvitni-proekti/
https://mon.gov.ua/ua/nauka/innovacijna-diyalnist-ta-transfer-tehnologij/innovacijni-proekti/derzhavnij-reyestr-innovacijnih-proektiv
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Another important factorwhenworking on innovative projects is risk.Whenworking
with projects, it is important to take into account many details, such as inaccurate or
incomplete information about the conditions and measures of project implementation,
which create the risk of deviation of expected results from real ones [11, 12].

Therefore, in order to take into account all criteria for evaluating innovative projects,
and possible variants of quantitative and qualitative data, it will be appropriate and
convenient to use such a method as Fuzzy TOPSIS. It belongs to MCDM methods [2,
4, 8], the goal of which is to find the optimal alternative based on similarity to the ideal
solution. The idea of the TOPSIS method is to find for the selected alternative not only
the smallest distance to the positive ideal solution (PIS) but also the largest distance to
the negative ideal solution (NIS). However, this method is used only when the expert
evaluates the criteria and alternatives in the form of clear estimates (clear numbers). In
real modern conditions, input data is not only quantitative but also qualitative, so there
is a need to evaluate criteria and alternatives in a fuzzy form, which is more convenient
for an expert. In this case, the Fuzzy TOPSIS method is ideal for this and allows the use
of linguistic terms with the triangular shape of fuzzy sets.

The authors of the publication [13] consider the problem related to the results of the
analysis of trends in the development of the world economy, which shows that trade is
heading toward high-tech products. And with this in mind, the countries that produce
and export this product will have significant growth in the field of industry. Therefore,
investing in these technologies is quite a profitable choice. But since investing in such a
field requires paying attention to a number of important factors, such as risks (production,
environmental, market, technological, financial, and management). Therefore, in this
study, the authors, using the Fuzzy TOPSIS method, try to estimate investment risks.
Taking into account the assessments of experts in the field of risks, and applying to them
a decision support system (DSS), it was concluded that the most influential is financial
risk, followed by market risk, then technological risk, management risk, then production
risk, and the last one is environmental risk.

The authors [14] utilize a set of criteria and sub-criteria to evaluate the cars and
provide a comprehensive analysis of the decision-making process. They also apply the
TOPSIS algorithm to rank the cars according to their suitability for families. The study
offers insights into how the TOPSIS algorithm can be applied in real-world scenarios
and demonstrates the effectiveness of this approach in decision-making. Overall, this
publication contributes to the field of decision-making by showcasing how the TOPSIS
algorithm can be applied to select the best family car.

The publication [15] proposes a new approach for prioritizing strategies using a com-
bination of the Fuzzy Analytic Hierarchy Process (AHP) and Fuzzy TOPSIS methods.
The authors explain how their proposed model can be used to deal with the uncertainties
and ambiguities that are typically associated with strategic decision-making. They also
provide a case study to demonstrate the effectiveness of their approach in real-world
scenarios. Overall, this publication offers a new method for prioritizing strategies that
can account for the complexity and ambiguity of decision-making scenarios in this area.

The publication [16] presents a methodology to select the best cloud service provider
using the Fuzzy TOPSIS. The authors argue that cloud computing has become a popular
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solution for organizations due to its various advantages such as scalability, cost effi-
ciency, and flexibility. However, selecting the most appropriate cloud service provider
from a range of options can be challenging. The proposed methodology is based on the
identification of criteria and sub-criteria, as well as the assignment of weights and ratings
to each one of them, which are then used to calculate the overall performance score of
each provider. The fuzzy TOPSIS algorithm is used to rank the providers based on their
performance scores. The proposed methodology is applied to a real-world case study
to evaluate the performance of four popular cloud service providers. The results show
that the proposed methodology can help decision-makers to select the most appropriate
cloud service provider by taking into consideration multiple criteria and sub-criteria in
a fuzzy environment.

The publication [17] proposes a framework for selecting sustainable suppliers based
on amulti-criteria approach that integrates compensatory fuzzy AHP and TOPSISmeth-
ods. The paper highlights the increasing importance of sustainability in supply chain
management and the need for a comprehensive and objective approach to selecting sus-
tainable suppliers. The authors first present a literature review on the subject, followed
by a detailed description of the proposed framework, which consists of three stages:
(1) criteria identification, (2) criteria weighting using the fuzzy AHP method, and (3)
supplier ranking using the fuzzy TOPSIS method. The proposed framework aims to
provide a systematic and structured approach for selecting sustainable suppliers, while
also considering the trade-offs between different criteria.

The authors pf publication [18] propose a new approach to solving the supplier
selection problem. The authors introduce the concept of interval-valued intuitionistic
fuzzy sets (IVIFS), which allows for a more accurate representation of the uncertainty
and ambiguity inherent in the decision-making process. The proposed method combines
the TOPSIS approach with IVIFS to provide a more comprehensive evaluation of the
available alternatives. The paper presents a step-by-step procedure for applying the
proposed method to the supplier selection problem, including the determination of the
weights of the criteria and the ranking of the suppliers. The authors also provide a
numerical example to demonstrate the effectiveness and applicability of the proposed
approach.

In the humanitarian sector, it is essential to ensure the availability and timely delivery
of critical supplies. This study [19] proposes a decision-making framework for selecting
supply partners in continuous aid humanitarian supply chains using fuzzyAHPand fuzzy
TOPSIS methods. The proposed framework addresses the challenges of supply partner
selection by considering multiple criteria, including quality, reliability, price, delivery,
and social responsibility. The study uses linguistic variables to capture the decision-
makers preferences and applies interval type-2 fuzzy sets to manage the uncertainty and
vagueness associated with the decision-making process. The proposed methodology is
demonstrated using a case study of a non-governmental organization operating in the
Syrian refugee crisis.

The publication [20] proposes a new approach for selecting alternatives based on
linear programming and extended fuzzy TOPSIS under the framework of dual hesitant
fuzzy sets. The proposed method is used for decision-making problems in which the
decision criteria are uncertain and the decision-makers express their preferences in a
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hesitant manner. The proposed approach first transforms the dual hesitant fuzzy decision
matrix into an interval-valued hesitant fuzzy decision matrix and then solves the linear
programming problem to obtain the relative weights of the criteria. Finally, the extended
fuzzy TOPSIS method is used to rank the alternatives based on the weighted criteria.

The publication [21] focuses on the application of two well-known MCDM tech-
niques, namely Fuzzy AHP and Fuzzy TOPSIS for optimizing the electro-discharge
machining (EDM) process. The article describes the integration of Fuzzy AHP and
Fuzzy TOPSIS methods to identify the optimal machining parameters that maximize
the material removal rate and minimize surface roughness. The study uses the dual
representation of hesitant fuzzy sets to better reflect the uncertainty and vagueness in
decision-making. The article presents a case study where the proposedmethod is applied
to optimize the EDM process parameters for the machining of AISI D2 tool steel.

Having analyzed all the above-mentioned publications, it can be seen that the Fuzzy
TOPSIS method is quite widely used in many different areas. This shows its real use-
fulness in various tasks, in particular when choosing innovative projects. At the same
time, it should be noted that in existing research and development there is no possibility
of choosing the shape of fuzzy sets when evaluating alternatives and criteria, and there
is also no possibility of changing the metric for choosing the optimal solution.

3 Modification of Fuzzy TOPSIS to Solve the Problem

Having a problem that includes a set of alternatives and a set of criteria, multi-criteria
decision-making methods are a good choice for solving this type of problem. Since each
decision is evaluated according to many criteria, it becomes necessary to combine the
obtained evaluations into one global criterion [2, 4, 22, 23].

Fuzzy ARAS, Fuzzy TOPSIS, Fuzzy COPRAS, Fuzzy VIKOR, Fuzzy AHP, Fuzzy
PROMETHEE, Fuzzy ELECTRE, Fuzzy SAW are examples of multi-criteria decision-
making methods. Next, several of the methods defined above are described [7, 22–25].

The Fuzzy ARAS method is aimed at choosing the optimal alternative based on
several criteria. The ranking of alternatives is determined by calculating the degree of
usefulness of each alternative. The degree of optimality of the alternative is considered
to be the ratio of the sum of the normalized and weighted points of the criteria of the
considered alternative to the sum of the normalized and weighted points of the criteria
of the optimal alternative. The Fuzzy ARAS method compares the value of the utility
function of each alternative with the value of the optimal utility function [26].

The Fuzzy AHP method of finding fuzzy weights is based on the direct fuzzification
of Saati’s method. This method applies the comparison of criteria in pairs with a defined
measurement scale to find priority criteria. The main input data in the Fuzzy AHP
method are expert ratings. This fact creates an element of subjectivity when making
decisions. Additionally, a big plus of this method is taking into account the reliability
of data with limits of inconsistency. However, significant uncertainty in the assessment
can significantly affect the accuracy of the results. Taking into account all the above-
mentioned elements, a method of fuzzy analytical process was created [2, 4].

Fuzzy VIKOR consists in determining the compromise solution and the best solution
among all alternatives. A compromise solution is a comparison of the coefficient of
proximity to the ideal alternative. Also, each alternative is evaluated by all criteria [27].
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After a review and comparison of multi-criteria decision-makingmethods, the Fuzzy
TOPSIS method was chosen for further work, as it is better suited to the chosen task
of evaluation and selection of the optimal innovative project. After that, the possibility
of modifying this method was considered, based on the specifics of the problem and
input data. It was decided to make a modification using other metrics for calculating the
coefficient of proximity (closeness) to the ideal solution. Therefore, several distances
were chosen, namely: the Euclidean distance, the Hamming distance; the Chebyshev
distance [5, 7, 8].

To demonstrate the operation of the modified method in solving the task of evalu-
ation and selection of an innovative project, the following alternatives (projects) were
determined, which were presented at the start-up project competition: MPBoard, Pix-
ium, GUPY Services, Snager, SIFmeter, HoloMedia System, Interview.top, InstaAdver,
Pillars of Light, E-Cup, Elxy, Electro teacher, Cyberstick, Econd. The following crite-
ria are defined for the evaluation of relevant projects: relevance and social significance,
project idea; project issues; specificity, significance of the achievement of project results;
economic efficiency and business model; investment attractiveness of the project; cur-
rent situation; decision options; advantages over competitors; potential clients; market
reach. The survey of experts was conducted after the demonstration for them of relevant
innovative projects and their thorough review and discussion with other specialists. The
criteria were selected taking into account the previous successful practices of evaluating
innovative projects and various scientific publications.

When implementing the selected Fuzzy TOPSIS method, data for calculations were
collected at each step. Thus, the first step was to define linguistic terms for criteria and
alternatives (Table 1) [5, 13–15].

Table 1. Linguistic terms for criteria and alternatives.

Linguistic terms Fuzzy triangular
numbers

Fuzzy trapezoidal
numbers

Fuzzy Gaussian numbers

Very low (VL) (0.0, 0.0, 0.1) (0.0, 0.0, 0.017,
0.15)

([0, 0.3], 0, 0.07, 0.01)

Low (L) (0.0, 0.1, 0.3) (0.02, 0.15, 0.18,
0.32)

([0, 0.47], 0.17, 0.07,
0.01)

Medium low (ML) (0.1, 0.3, 0.5) (0.18, 0.32, 0.35,
0.48)

([0.03, 0.6], 0.33, 0.07,
0.01)

Medium (M) (0.3, 0.5, 0.7) (0.35, 0.48, 0.52,
0.65)

([0.2, 0.8], 0.5, 0.07, 0.01)

Medium high (MH) (0.5, 0.7, 0.9) (0.52, 0.65, 0.68,
0.82)

([0.37, 0.97], 0.7, 0.07,
0.01)

High (H) (0.7, 0.9, 1.0) (0.68, 0.82, 0.85,
0.98)

([0.53, 1], 0.83, 0.07,
0.01)

Very high (VH) (0.9, 1.0, 1.0) (0.85, 0.98, 1, 1) ([0.7, 1], 1, 0.07, 0.01)
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After that, the criteria (see Fig. 1) and alternatives (see Fig. 2) were assessed by
experts in linguistic form. The experts were specialists in the field of innovative projects.

Fig. 1. Evaluation of criteria by experts in linguistic form.

Fig. 2. Evaluation of alternatives by experts in linguistic form.

Then, the estimates were converted into fuzzy numbers. This modification of the
method makes it possible to use three shapes of fuzzy sets: triangular, trapezoidal, and
Gaussian. Next, some calculations using the appropriate shapes will be illustrated (see
Fig. 3 and Fig. 4) [5, 14, 28].

Fig. 3. Evaluation of criteria and alternatives by experts in the form of fuzzy triangular numbers.
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Since the database (DB) of alternatives and criteria is quite large, the authors have
demonstrated only a part of the DB and calculations. The user can always view all data
and calculations in a file created automatically during system operation.

Fig. 4. Evaluation of criteria and alternatives by experts in the form of fuzzy trapezoidal numbers.

The next step is to average the evaluations of the criteria and alternatives (see Fig. 5).

Fig. 5. Averaging the evaluations of criteria and alternatives.

Next, the averaged evaluations of the alternatives were normalized and a weighted
normalized matrix of the averaged evaluations of the alternatives was constructed. Next,
FPIS and FNIS are found. After that, the distance of each alternative to the FPIS and to
the FNIS was calculated (see Fig. 6).

After that, the proximity coefficient was calculated and the alternatives were ranked.
The top 3 projects have the following proximity coefficient indicators: Cyberstick is
0.5901 (first place), Holo Media System is 0.5211 (second place), GUPY Services is
0.5204 (third place).

The distance of each alternative to the FPIS and to the FNIS, as well as the proximity
coefficient using fuzzy trapezoidal numbers, were also calculated. The top 3 projects
have the following proximity coefficient indicators: Cyberstick is 0.7177 (first place),
GUPY Services is 0.6634 (second place), Holo Media System is 0.6630 (third place).

The distance of each alternative to the FPIS and to the FNIS, as well as the proximity
coefficient using fuzzy Gaussian numbers, were also calculated. The top 3 projects have
the following proximity coefficient indicators: Cyberstick is 0.4105 (first place), GUPY
Services is 0.3784 (second place), Holo Media System is 0.3775 (third place).
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According to the obtained results, the innovative Cyberstick project is the most
prioritized when choosing for investors in various shapes of fuzzy sets.

Fig. 6. The distance of each alternative to the FPIS and to the FNIS using the Euclidean distance.

Further, calculations were carried out with a change in the distance metric to the
ideal solution and proximity coefficients with various shapes of fuzzy sets.

For convenient use of the modified Fuzzy TOPSIS method when solving various
problems, a corresponding DSS was created (see Fig. 7).

Fig. 7. The interface of the developed DSS using the proposed modified Fuzzy TOPSIS method.
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This DSS provides an opportunity to consider existing linguistic terms (see Fig. 8)
or add your own linguistic terms (see Fig. 9).

Fig. 8. Consider existing linguistic terms.

Fig. 9. Add your own linguistic terms.

A small console window has been added to the lower right, which provides informa-
tion about the performed actions (see Fig. 9). Validation of entered data is also created.
This DSS provides an opportunity to enter only correct data. Thus, only numeric data
can be entered in the fields describing the number of criteria, alternatives, and experts.
The same check is made for fuzzy number input fields.
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When creating linguistic terms, it is possible to consider the corresponding fuzzy
numbers on the graph (see Fig. 10).

Fig. 10. Visualization of fuzzy Gaussian numbers.

Also, for convenient viewing of created terms, the option to highlight the selected
term has been added (see Fig. 11).

Fig. 11. Selection of the chosen term.

In addition, the possibility of data correction is provided (see Fig. 12). A template
was also created that reflects the correctness of data entry into the database (see Fig. 13).
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Fig. 12. Correction of the chosen term.

Fig. 13. Data entry template.

Warnings have also been added when you try to make calculations without entering
all the necessary data. So, for example, when you try to make calculations without
defining the number of criteria and alternatives, an error message is issued. Another
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warning appears when trying to add an existing linguistic term. Also, if the file with the
input data is missing or damaged, a corresponding warning is issued (see Fig. 14).

Fig. 14. Warnings and messages during data validation.

According to the results obtained by calculating the Euclidean distance, the resulting
ranking has very close values, differing by individual alternatives. The results obtained
when using the Hamming distance have the same result regardless of the type of fuzzy
number. According to the results using the Chebyshev distance, a result that differs from
the previous results was obtained. The results are significantly worse than when using
other distances.

In the work, additional calculations were made for the selection of an innovative
project using the Fuzzy ARAS method. The results obtained using the Fuzzy ARAS
method agree with the results obtained using the modified Fuzzy TOPSIS method in
selecting the best solution. A small difference in the obtained results may be precisely
due to taking into account the largest distance to the fuzzy negative ideal solution by the
Fuzzy TOPSIS method [5, 27, 29, 30].

Analyzing the obtained data, it can be seen that in general, the application of the
classical method of calculating the distance to the ideal solution and the proximity
coefficient, the Euclidean distance and the Hamming distance have the same ranking
results. This shows that using different approaches can achieve the same result. However,
there are still minimal differences, for example, the Euclidean and Hamming distances
have a difference in the ranking of the second and third alternatives, which can be
important if it is planned to choose several innovative projects for investment. It can
also be observed that the results of the classical calculation of the proximity coefficient
and the results using the Euclidean distance have the same results. The results using
the Hamming distance differ slightly from the other metrics, but are still practically
similar, which indicates that the Fuzzy TOPSIS method using the classical distance,
Euclidean distance or Hamming distance gives very close results, so it does not make
a fundamental difference which one to use. It is worth noting that the results obtained
when applying the Chebyshev method for distance calculation are significantly different
from the results obtained when applying other distances. Especially bad results were
obtained when using fuzzy Gaussian numbers when calculating the distance using the
Chebyshev metric. That is, the use of the Chebyshev distance is inappropriate for the
Fuzzy TOPSIS method [5, 16, 27].

Summarizing all the above analysis, it can be concluded that the Fuzzy TOPSIS
method is well optimized for the use of many forms of fuzzy sets and metrics for
calculating the distance to the ideal solution and proximity coefficients. Therefore, the
choice remains entirely up to the expert. As a result of the calculations, in most cases the
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best alternative was the Cyberstick. Therefore, this innovative project will be the most
profitable choice for investors.

Taking into account the above-mentioned comparison of the application results of
the Fuzzy TOPSIS method modifications, in particular the change of the distance in
the metrics of the proximity coefficients and the forms of the fuzzy sets, it can be
concluded that they have different effects on the final result of choosing the best solution.
This influence is significantly felt when the distance to the best solution is changed in
the metrics of proximity coefficients. Therefore, it is advisable to use Euclidean and
Hamming distances with different forms of fuzzy sets. The results of the evaluation of
the relevant projects by experts also showed a similar ranking of solutions, in which the
innovative Cyberstick project is the most prioritized.

4 Conclusions

Within the framework of this work, the following tasks were successfully completed:
(a) a review of the current state of MCDM problems for evaluation and selection of
innovative projects was carried out; (b) analyzed the latest research and publications;
(c) a review of multi-criteria decision-making methods was conducted; (d) the Fuzzy
TOPSISmethodwasmodified; (e) the software implementation of the optimal innovation
project selection system has been developed.

Tomodify theFuzzyTOPSISmethod, theEuclideandistance, theHammingdistance,
and the Chebyshev distance were used to determine the proximity coefficients. Another
element of the modification of the Fuzzy TOPSIS method was the ability to calculate
results using various fuzzy numbers, such as triangular, trapezoidal, and Gaussian. A
comparative analysis of the obtained results with other multi-criteria decision-making
methods was carried out. A data entry template for experts has also been created and the
results presented in a clear and easy-to-read format.
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Abstract. The article discusses the issue of pre-service professional training of
preschool teachers on the example of the course Workshop on Children’s Play
Activities for students of the first (Bachelor’s) level of higher education of the
educational and professional program 012.00.01 Preschool Education. This paper
focuses on the ways of developing the professional competence of Bachelors of
Preschool Education through online interaction. The place of the course Work-
shop on Children’s Play Activities in the e-learning system of Borys Grinchenko
Kyiv University is presented. The article describes the structure of the elec-
tronic online training course, the logic of thematic unit mapping of the course.
Authors suggest effective services and resources for online interaction of partici-
pants of the educational process, namely: during lectures (Google Meet, Google
Chat, Google Hangouts, Google Classroom, Webex, Zoom, Lucidspark, Agile,
Canva, Mentimeter, Kahoot, Piktochart); seminar sessions (Hangouts, Zoom,
Easel.ly Padlet, Piktochart, AnswerGarden, Slides, Prezi, Learningapps, Socratic);
and practical classes (Microsoft Teams, Migo, Whiteboard, Agile Workflows,
Class Dojo, Mural, GoAnimate, GIFAnimate, Slasstools, Learningapps, Triventy,
Yumpu, Emaze, Genially, Flippity, Wordwall, Kahoot). Authors claim that usage
of information and communication technologies is effective for facilitating online
interaction, increasing students’ engagement with theoretical material, and mak-
ing the preparation to seminars and practical classes easier for students. Using
the suggested services and resources will allow the organization of dynamic and
engaging classes, as well as promoting active interaction with students even in
online setting.

Keywords: Online Interaction · Professional Competence · Information and
Communication Technologies · Play Activities · Forms

1 Introduction

The experience of organizing the educational process in a distance form during the
COVID-19 pandemic assisted higher education institutions in adapting to new reali-
ties – the introduction of Martial Law in Ukraine. The period of dynamic digital trans-
formation, and the availability of digital technologies and tools allow professionals to
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discover new ways of developing distance learning. However, completing tasks in the
online format and the summative assessment in the form of an online test is expected to
lead to difficulties for students of specialty 012 Preschool Education during direct inter-
action with children. According to the educational and professional program 012.00.01
Preschool Education of the first (Bachelor’s) level of higher education for students at
Borys Grinchenko Kyiv University (Ukraine), a graduate should develop a number of
professional competencies, including the ability to support the play activities of young
children during early childhood. This competence is primarily formed on the content of
the course Workshop on Children’s Play Activities and is also integrated into the study
of other courses on teaching methods. Therefore, preparing students of the first (Bach-
elor’s) level of specialty 012 Preschool Education for organizing the leading activity
(play) of preschool children in an online setting is a considerable challenge.

2 Analysis of Publications

The analysis of psychological and pedagogical literature on play activities of preschool
children gives grounds for concluding that this issue is relevant and important. The
study of didactic principles and methodological approaches, which were developed in
the course of historical development on the issue of play activities of preschool children,
emphasizes their theoretical significance and is the basis for further justification of
psychological and pedagogical support of the child’s play.

The theoretical and methodological foundations of supporting the play activities of
preschool children are presented in the works of contemporary scholars O. Bezsonova,
H. Bielienka, N. Havrysh, N. Kudykina, T. Ponimanska, T. Pirozhenko, K. Karasova,
O. Kornieieva, K. Krutii, O. Staienna and others.

Further study of the research problem requires identification of themainmechanisms
of formation of professional competence of Bachelors of Preschool Education in online
setting. The results of the literature analysis indicate that raising the quality of training
of future educators is a priority for the system of higher education. Much research on the
issue of using information and communication technologies in the educational process
of higher education institutions has been done.

Psychological and pedagogical aspects of the use of information technologies in
the educational process are discussed in the research of V. Bykov, O. Buinytska,
S. Vasylenko, L. Varchenko-Trotsenko, A. Hurzhii, V. Lapinskyi, N. Morze, O. Spirin
and others. Researchers of the issue of effective use of information and communication
technologies in the educational process of higher education institutions S. Vasylenko and
N.Morze studied common innovative technologies, ICT, and best pedagogical practices,
and did comparative research of digitalization across EU universities [1].

The issue of forming digital competence was studied by O. Buinytska and S.
Vasylenko, who have developed a corporate standard for the digital competence of a
university instructor and mapped detailed skills of instructors in accordance with the
levels of digital competence formation and areas of its application [2]. Recently, a group
of researchers from Borys Grinchenko Kyiv University conducted research on the use
of digital technologies for formative assessment [3]. The issue of developing method-
ological approaches to research of various types of tools used in online setting raises
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scholarly discussions. O. Torubara and E. Kleino made a classification of the issues of
using ICT in higher education [4]. M. Miastkovska, I. Kobylianska and N. Vasazhenko
analyzed the shortcomings of the use of information and communication technologies
in higher education institutions [5]. The issues of using ICT in higher education are a
certain focal point combining the personal and social aspects of choosing a teaching
career.

The results of the analysis of theory and practice show that scientific and practical
conferences are systematically held at various levels on the implementation of e-learning
and distance learning in higher education institutions. In particular, CEUR. Workshop
Proceedings and ICTERI: International Conference on ICT in Research, Education and
Industrial Applications provides an opportunity for scholars and practitioners to get
acquainted with high-quality developments, innovations in the field of ICT and use
them in their professional activities [6–8].

International research on the integration of digital technologies in preschools shows
that ICT is used in various ways: to enrich and transform existing curriculum and prac-
tices; to enhance children’s cultural literacy and narrow the gap for young immigrant
children; to keep children busy; to communicate and document preschool practices [9].
As Hernwall argues, it is important for preschool teachers to have a high level of digital
proficiency and know how to support the child’s development by means of ICT [10].
At the same time, it is also important for instructors to know how preschoolers use
technology in their families to bridge the gap between various patterns used by children
in different settings. According to Zevenbergen and Logan, the majority of preschool
children use technology for some educational activities under the supervision of adults
(79.54%), non-educational activities (59.90%), and drawing (48.92%) [11]. As a result,
it is important for preschool teachers to develop a diverse repertoire of gamified activi-
ties using ICT for their learners. Authors believe that ICT has the potential not only for
overall child development but to transform children’s play activities in particular.

The purpose of the study is to prove the feasibility and positive impact of using ICT
in online interaction to form students’ competence in supporting the play activities of
children of early and preschool age on the example of the Workshop on Play Activities
course.

3 Discussion

We designed a multi-stage experiment on the research issue. The first step was admin-
istering a pre-test. We were guided by the following research questions: 1) identifying
student readiness to develop the play competence of preschool children and 2) identify-
ing the attitude of students to incorporating various tools of online interaction, as well
as finding out which services students usually use during online interaction.

3.1 Students’ Readiness to Develop the Play Competence of Preschool Children

The authors have identified the following criteria and indicators of students’ preparedness
for the formation of play competence in preschool children:
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– motivational and emotional criteria (indicators: motivation to use play as the main
type of activity of children; tolerance to the child’s opinion and replicating lived
experiences in games; emotionally correct reaction to changes in the rules of the game
and behaviour of the child; motivation to demonstrate values of group solidarity while
playing games (humanity, responsibility, justice, self-control, friendliness, positive
communication, tolerance); emotional support of game activities, using expressive
means during the game (emotional and expressive movements, facial expressions,
pantomimic, the timbre of voice, role-playing, etc.); responsible attitude to children’s
choice and performance of the role; readiness to reflect on the game);

– cognitive criteria (indicators: knowledge about various types, names of games and
their content; understanding actions in creative games and rule-based games; ability
to involve children in a common game; the formation of role-based ways of behaviour
in games; following the rules and etiquette of communication while playing games;
understanding the possibilities of the game environment; identifying reasons and
consequences of successful and unsuccessful games);

– action-based criteria (indicators: the ability to apply methodological tools of support-
ing game activities of preschool children; demonstrating creativity, critical and logical
thinking, ability to make non-standard decisions in various situations in games; fol-
lowing the rules of a role-play (admitting, decision-making, equity, support, etc.);
creative usage of the game environment and designing the game field).

The authors used observations, individual interviews, analysis of student artefacts,
and surveying. While conducting the pre-test to study students’ preparedness to form
the play competence of preschool children, observation was used as the main research
method. We observed students during their practical training in kindergartens. In partic-
ular, we focused on how students supported children’s play. The data obtained from the
observation indicate that 85% of students know the types of children’s plays, character-
istics of children’s plays in different ages (78%), methods and techniques of supporting
children’s play activities (64%), recommendations of educational programs for children’s
play in a different age (74%), etc. However, not all students can apply their theoretical
knowledge into practice (36%).

Students demonstrated good skills of organizing and conducting outdoor games with
various levels of activity for children, didactic games, and activities from different sec-
tions of the curriculum during organized forms of interaction with children. A majority
of students (63%) suggested children playing games that they themselves played in
childhood, which raised the interest of children, causing sympathy and establishing a
certain level of affinity.

The most difficult thing for students was to support story-based role-playing and
creative games of children. Young children suggested some students (43%) to play the
roles of «dad», «grandmother», «dog», «parrot» etc. The unwillingness and reluctance
of a number of students to play along with the children and to take on the offered roles
have actually led to stopping the game at this stage. Students explain their reluctance
in playing along with children at their request by noticing that «… you have to be an
actor».

Another issue raising our concern during the observations was the inability of stu-
dents to apply techniques to support children’s play into practice. These techniques
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include conversations with children about a new literary work (video, excursion, walk,
something seen on weekends, etc.); making an attribute for games and introducing it to
the group for further use; showing children and directly using substitute items, etc.

The results of our observations give grounds to the conclusion that most children,
when left without the guidance of an adult, are not able to organize independent activities
and make meaning of it: they wander, push, sort and throw toys, etc. Thus, supporting
children’s play, directing it, developing it by introducing a new attribute, substituting
items, and introducing new characters is important for young children, yet difficult for
students (43%). In individual interviews and reflections, students admit that they are not
ready to «rise to the level of children» and «completely immerse themselves in the play
with children», because «we are adults, and they are little children».

The pre-test aiming at identifying the students’ preparedness to form the play com-
petence of preschool children has also comprised administering an anonymous survey
of students. It included the following questions: «What approaches to classifying chil-
dren’s games do you know?», «What is common and different in the structure and support
of didactic games and didactic activities?», «Name and characterize the methods and
techniques of supporting children’s play», «Choose the games that you know how to
support», and «Personally for you, what is the most difficult thing when supporting
children’s plays?».

The analysis of the results of an anonymous survey of students in numerical data
has coincided with the results of our observations. When answering the question «What
approaches to classifying children’s games do you know?», 85% of students gave correct
answers, 12% of respondents gave incorrect answers, and 3% of respondents refused to
answer. When answering the question «What is common and different in the structure
and support of didactic games and didactic activities?», 64% of students gave correct
answers, 23% of respondents gave incorrect answers and 13% of respondents did not
give an answer. When answering the question «Name and characterize the methods and
techniques of supporting children’s play», 79% of students gave correct answers to a
theoretical question, and 15% of respondents made mistakes.

Students’ answers to the question «Choose the games that you know how to support»
actually mirrored our observations during pedagogical practice: 43% of students chose
role-plays and indicated specific difficulties they have in supporting them; more than
30% of students indicated that they do not know how to support them but want to learn;
12% of respondents did not want to answer this question.

In the answer to the survey question «Personally for you, what is the most difficult
thing when supporting children’s plays?», the majority of students (64%) have chosen
«Applying theoretical knowledge into the practice of working with children»; 18% of
respondents reported it being an approach/method to support children’s play; 10% of
students noted that the most difficult thing for them is to adapt their language use to the
level of child’s language; 8% of respondents noted their unwillingness «to take the role
of an actor» in children’s games.

Overall, the results of the ability of students to form play competence of preschool
children during the pre-test are the following: 43% of participants demonstrated insuf-
ficient level, 46 respondents demonstrated sufficient level, and 11 pre-service teachers
demonstrated high level.
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Due toRussian full-scale invasion inUkraine,wehave been living and studying under
a state of «delayed danger» for two consecutive years, being continuously exposed to the
possibility of bombing and shelling. As a result, the educational process at Grinchenko
University is being conducted online. The scope of the pre-test was also guided by
our attempt to identify the attitude of students toward incorporating various tools of
online interaction, as well as finding out which services students usually use during
online interaction. To answer this research question, we used such research methods as
interview, survey, and analysis of student artefacts.

The following questions were used to conduct an anonymous survey: «What are the
digital tools that you use most often when learning our course and why?»; «What are the
digital tools that you think are most helpful for learning our course and why?»; «What
are the digital tools that you think are unnecessary in learning our course, and why?»;
«Give your suggestions for adding new digital tools to our e-learning course».

In the response to the first question of the survey «What are the digital tools that you
use most often when learning our course and why?», 92% of students indicated Google
Meet, Zoom, Padlet; 5% of students chose AnswerGarden, Slides, Google Chat, and 3%
of students did not answer.

In the response to the first question of the survey «What are the digital tools that
you think are most helpful for learning our course and why?», 86% of respondents
mentioned Learningapps, Genially, Flippity, Padlet, Kahoot; 15% of students replied
with GoAnimate, Genially, Flippity. When justifying their answers, students prioritized
the user-friendliness of the interface and free-of-charge usage of tools, the availability,
and scope of useful material, as well as bright photos and videos provided to incorporate
in children’s games.

Students’ answers to the third question «What are the digital tools that you think
are most helpful for learning our course and why?» were distributed as follows: 88% of
respondents indicated there were no such tools in the e-learning course, 15% of students
named Genially, Canva, Kahoot; Flippity, 7% of respondents refused to give an answer.
Explaining their answers, students mentioned the difficulties with logging in, limited
time to use (trial period), and numerous explanations in English, etc.

When answering the fourth question «Give your suggestions for adding new digital
tools to our e-learning course», 89% of students indicated that no changes to the e-
learning course are needed. In their opinion, themost important thing is a fast victory over
enemies and a return to the offline educational process in brick-and-mortar classrooms;
11% of students suggested incorporating the following online tools in the e-learning
course: Class Dojo, modifications of mBot, VR-zone, Lucidspark, and Agile; 2% of
students refused to suggest anything.

The analysis of the results of the pre-test of the experiment became the basis for
conducting the intervention stage of the experiment.

3.2 Syllabus Outline to Teach Using ICT within the Course Workshop
on Children’s Play Activities

WeThe educational andprofessional program012.00.01PreschoolEducation for thefirst
(Bachelor’s) level of higher education at Borys Grinchenko Kyiv University (Ukraine)
[12] provides for the study of the Workshop on Children’s Play Activities course. This
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is a 180-h (6 credits) course. According to the structural and logical scheme of the
educational and professional program, students study the educational component during
the 7th and 8th semesters. The summative control is in the form of a credit.

The purpose of the Workshop on Children’s Play Activities course is to develop
the professional competence of future specialists in the field of preschool education
through the study of theoretical and methodological foundations of play-based activities
of preschool children at an educational institution and in the family.

Main objectives of the course:

– formation of students’ skills in developing basic personality traits in children of early
and preschool age through play activities;

– formation of knowledge about the peculiarities of organizing play activities for
children of early and preschool age;

– formation of skills to provide pedagogical support for the play activities of preschool
children using pedagogical methods and approaches.

The objectives of the course provide for the formation of the integral competence.
Integral competence is the ability to solve complex specialized tasks and practical prob-
lems in the field of Preschool Education aiming at the development, teaching and fos-
tering children of early and preschool age. It provides for the use of general psycholog-
ical and pedagogical theories and professional methods of Preschool Education, and is
characterized by complexity and uncertainty of conditions;

General competence (GC)-5. Ability to ensure the quality of work performed:
plan, make predictions and anticipate the consequences of personal professional and
innovative activities;

Special competence (SC)-2. Ability to develop basic personality traits in children
of early and preschool age (independence, creativity, initiative, freedom of behaviour,
self-awareness, self-esteem, and self-respect);

SC-6. Ability to teach children of early and preschool age the skills of conscious
compliance with socially recognized moral, ethical norms and rules of behaviour;

SC-13. Ability to organize and manage play activities of children of early and
preschool age.

This course is taught using online resources provided by the University. Each student
has their personal student account at Borys Grinchenko Kyiv University. The e-learning
system on the Moodle platform hosts a developed e-learning course Workshop on Chil-
dren’s Play Activities. The developed mobile application to the system allows you to do
and submit the tasks offline. Online classes are organized using the services GoogleMeet
(for Education), Google Chat, Google Hangouts, Google Classroom, Webex (Enter-
prise), and Zoom. To enhance the user experience and educational experience of stu-
dents with the course, the information block of the e-learning course contains a syllabus,
assessment criteria for each type of task, a course map, a glossary, and recommended
sources, including internet resources. Taking into account the results of the pre-test of
the experiment, we improved the content of the educational component Workshop on
Children’s Play Activities by enhancing it with a greater variety of digital ICT tools.

When developing the scope of material for lectures, seminars and practical classes,
we took into account a number of characteristic features of plays of preschool children,
namely: the shallowness and simplicity of plots; copying plots of popular movies and
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cartoons; unwillingness of children to stick to the rules of the game; the inability and
unwillingness of children to use role-playing speech and act out role-plays; enacting roles
of fictional television characters (Spider-Man, ghosts, etc.). The enormous gap between
the children’s play and the lives of their close circle of adults may indicate that social
life and gradual transition into the adult world are no longer the content of children’s
plays, as it was envisioned by the classical psychological concept of children’s play. As
a result, the development of the plot of games in preschool age affects the overall mental
and personal development of children.

The research results prove that modern children are not able to organize meaningful
independent activities without an adult’s support. Most children lack imagination, cre-
ativity, and independent thinking. And since preschool age is a sensitive period for the
formation of these important qualities, it is highly unlikely they will be formed at a more
mature age. Lack of imagination and creativity also affects the communicative develop-
ment of children. Preschoolers, who do not know how to play, are not able to participate
in meaningful communication, collaboration, and lack conflict resolution skills. As a
result, children become more aggressive, alienated, and hostile towards their peers.

Due to the above-mentioned, in this course we focus the attention of our students on
the importance of «pedagogical support» of preschool children’s games, as opposed to
the outdated concept of «leadership» in children’s games. Pedagogical support is aligned
with the person-oriented approach in organizing educational interaction with children.

The e-learning course provides theoretical material for each lecture, a visual aid in
the form of presentation, and a list of additional resources. If absent, the student canwork
with these materials independently. If necessary, they can get an individual consultation
using the Forum resource in the e-learning course or by e-mail. It is effective to use such
digital tools and resources as Lucidspark (a virtual whiteboard where you can create
tasks, projects, collaborate and discuss the project), Agile (a resource for planning the
study of the material); Canva, Mentimeter, Kahoot, Piktochart (creating presentations,
demonstrating lectures, surveys, built-in templates, and animation to diversify the the-
oretical material). Implementing these resources and tools does not cause any trouble
for students, aids better understanding of the content, and creates positive emotional
attitudes in students towards the learning process.

The content of seminars and practical classes, recommended resources with active
hyperlinks, recommendations for doing tasks and assessment criteria are available in
the e-learning course. Seminars are held using such digital tools as: Hangouts, Zoom,
Easel.ly, Padlet, Piktochart, AnswerGarden, Slides, Prezi, Learningapps, Socratic, etc.
These services enhance students’ experience with the e-learning course, raise their inter-
est in studying theoretical material, and make the process of preparing for classes easier
for students.

During the seminar classes, students learn themethodological foundations of the Play
Theories; the structure of preschool children’s play activities and stages of its develop-
ment; classification of preschool children’s games; program requirements for pedagogi-
cal support of preschool children’s play activities; features of diagnostics, planning, and
support of children’s play activities. We engage all students in the group participation
during the classes with the use of interactive teaching methods (such as Microphone,
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World Cafe, Socrates Dialogue, Debate, Aquarium, Brainstorming, Six Pairs of Shoes,
Vernissage, Take a position, etc.).

According to the Memorandum of Understanding between the Ministry of Educa-
tion and Science of Ukraine and The LEGO Foundation On Cooperation in the Field
of Education and Science [13], the special course Comprehensive Development of the
Child Through Play is integrated into this course in two modules: Play in Contempo-
rary Setting; Play as a Tool and Mechanism of Educational Activities in the Preschool
Education System (60 h). The purpose of the special course is to prepare pre-service
teachers to introducing the play as a universal approach to interacting with preschool
children, ensure the comprehensive development of children and continuity between
preschool and primary stages of education in the context of the implementation of the
State Standard of Preschool Education and the Concept of the New Ukrainian School.
Thesemodules include only practical classes delivered in the form of trainings organized
using theGoogleMeet (for Education) andWebex (Enterprise). The usage of digital tools
and resources, such asMicrosoft Teams,Miro (used for teamwork, chatting and file shar-
ing); Whiteboard (for visualizing ideas); Agile Workflows (easy project planning, clear
definition of deadlines in projects); Class Dojo (a convenient tool for evaluating students
in real time); Mural (allows you to visualize collaboration in the form of diagrams as
a result improving the ability to make joint decisions and implement common ideas)
proved its effectiveness in this course. These digital tools and resources do not require
advanced skills of using the PC and can be easily integrated with meetings in Google
Meet, Webex, or Zoom.

According to the State Standard of Preschool Education [14], plays of preschool
children fall into two categories: games organized by an adult and free amateur game of
a child. In the final two content modules of the course on Workshop on Children’s Play
Activities, students learn to create algorithms for various types of plays, engage with
children during the playtime, and employ indirect methods and techniques to support
and encourage children’s plays. In this course, students develop team projects (Play-
book, Playday, Day without Toys, Playdate, etc.), and learn how to create content for
online games using digital tools and resources (GoAnimate, GIFAnimate, Slasstools,
Learningapps, Triventy, Yumpu, Emaze, Genially, Flippity, Wordwall, Kahoot, etc.).
Implementing these resources and tools creates favourable environment for developing
logical and creative thinking; looking for feasible ways to support children’s games even
when this task is not explicitly given; developing an information culture.

When developing the content of seminars and practical classes for students, we
incorporated materials developed as a result of the cooperation of theMinistry of Educa-
tion and Science of Ukraine with The LEGO Foundation (LEGO construction program
(2010) [15]; Curriculum for educating children of early and preschool age EDUCA-
TION & CARE (2021) [16]; Curriculum for child development from 2 to 6 years, and
methodological recommendations Infinite World of Play with LEGO (2016) [17]; Cur-
riculum «Intellectual Mosaic» (2022) [18]; Supplemental curriculum Creators of the
Future (2022) [19]). Students are asked to familiarize themselves with these programs,
compare them, highlight life hacks, etc.
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To develop information and digital, subject and methodological competencies of
the participants of the educational process, the Center for Innovative Educational Tech-
nologies (ICR class) [20] was created based on the Faculty of Pedagogical Education.
Students work there as a part of the study of the educational component Workshop on
Children’s Play Activities. The ICR class was created as part of the implementation of
the international scientific project Modernization of Higher Education Using Innovative
Teaching Tools (MoPED) funded by the Erasmus + program. Three working zones of
the ICR class (STEM-Lab, IT-Lab, and VR-zone) create opportunities for the use of
innovative teaching methods (IBL, PBL, and PrBL); integrated learning and compe-
tence approach in implementing elements of STEAM education in play activities for
preschool children; digital tools for accompanying play activities; 5E research learning
model; technologies of flipped classroom and blended learning; virtual and augmented
reality software, etc. For example, when studying the topic Play of Young Children
and its Pedagogical Support, we use VR-zone to teach pre-service teachers using vir-
tual and augmented reality. While working with virtual and augmented reality students
use textbooks and manuals with built-in mini lessons, explore the development of play
activities of young children, and game attributes for young children. IT-Lab is a zone
for working with information technologies, allowing you to create a team project Play
Space for Young Children, develop a project plan and presentation materials about the
project implementation. While studying the module Peculiarities of Organizing Various
Types of Games for Preschool Children in the STEM-Lab zone, students create content
of online games for preschool children in the digital space. Using the existingMakeblock
laboratory (robotics) STEMClassroom Kit mBot, students create engaging and exciting
games for direct interaction with preschoolers.

A majority of end-of-module assessments are in the form of practice-oriented ques-
tions (pedagogical scenarios) that require thorough knowledge of the methodology for
organizing support for play activities of children of early and preschool age. For exam-
ple: «A teacher saw in a neighbouring preschool institution how children were playing
fishing games in an interesting way. To introduce this game in her group, she made her
own fishing accessories and offered children the theme of the game. The game did not
work out well and the teacher always had to tell the children what to do next.Why do you
think the play didn’t work out. How can you make sure that all children actively partici-
pate in the game and can perform both main and secondary roles? Suggest an algorithm
of preparing the suggested game»; «Plan the preparatory stage of teacher’s interaction
(forms, methods, techniques) with children aiming to enrich the game experience by
organizing a role-play «Theatre» for children of the senior group of kindergarten. Make
sure to provide for educational interaction between the teacher and children on getting
acquainted with theatre jobs and plan artistic activities to create sets, costumes, and
posters» etc.

Ways of Implementing ICT in the Workshop on Children’s Play Activities course is
given in image. (Fig. 1).

Individual module assessments are in the form of tests. The test has 25 questions of
different levels of difficulty. The tests are developed on the Moodle platform. We also
use tools for implementing gamification elements, interactive activities (crosswords,
puzzles, test tasks etc.) using H5P. Module tests include various types of tasks: multiple
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Fig. 1. The level of formation of artistic competence

choice questions, true/false questions, matching activity, providing a short answer, drag
and drop, and labelling the image. Self-study work involves creating a Play-portfolio
hosted on the Blogger, Wix, or GoogleSites platform.

3.3 Research Results

During the intervention stage of the experiment, the same set of methods of research as
during the pre-test were used. They were tailored to research the peculiarities of using
various digital tools and resources in the educational process. The results of the analysis
of students’ responses to the first question of the survey showed that when studying the
course, all students (100% in contrast to 92% of students in the pre-test) who took part
in the study, use such digital tools as Google Meet, Google Chat, Google Hangouts,
Google Classroom,Webex (Enterprise), Zoom, and Padlet. Also, 100% of students indi-
cated that they started using the following digital tools and resources: Lucidspark, Agile;
Canva, Mentimeter, Kahoot, Piktochart, Easel.ly Piktochart, Prezi, Socratic, Microsoft
Teams, Migos, Whiteboard, Agile Workflows, Class Dojo, Mural, GoAnimate, GIFAni-
mate, Slasstools, Learningapps, Triventy, Yumpu, Emaze, Genially, Flippity, Wordwall,
Kahoot, etc. The number of students using AnswerGarden and Slides has increased to
9% (it was 5% in the pre-test). There were no students who did not wish to answer the
question. Observations of students’ activities during the study of this course confirmed
the results of the survey.

In the answers to the second question of the survey, 92% of students (against 86%
in the pre-test) indicated the following digital tools as the most effective services for
mastering this course: Learningapps, Genially, Flippity, Padlet, Kahoot; and 21% of



Development of the Professional Competence of Bachelors in Preschool Education 125

respondents (versus 15% in the pre-test) named GoAnimate, Genially, and Flippity. At
the same time, 96% of students ranked the following digital tools and resources as effec-
tive: Lucidspark, Agile; Canva, Mentimeter, Kahoot, Piktochart, Easel.ly Piktochart,
Prezi, Socratic, Microsoft Teams, Migos, Whiteboard, Agile Workflows, Class Dojo,
Mural, GoAnimate, GIFAnimate, Slasstools, Learningapps, Triventy, Yumpu, Emaze,
Genially, Flippity, Wordwall, Kahoot, etc.

In the answers to the third question of the survey, 100% of students (against 88%
in the pre-test) indicated that no irrelevant services were found in the e-learning course,
and 4% of students (against 15% in the pre-test) indicated the complexity of using
such services as Genially, Canva, Kahoot, and Flippity, still mentioning difficulties with
logging in, limited time to use (trial period), and numerous explanations in English,
etc. On the fourth question, 96% of students indicated that no changes to the e-learning
course are needed, and only 4% of students suggested adding such digital tools as: Class
Dojo, modifications of mBot, and VR-zone.

Analysis of the results of the survey and observation of students during the practical
training in preschool institutions allowed us to state that 96% of students (against 85%
in the pre-test) know the types of children’s games; 89% of students (against 78% in the
pre-test) are aware of the features of games of early and preschool age; 87% of students
(against 64% in the pre-test) know the methods and techniques of psychological and
pedagogical support of children’s games; 93% of students take into account the rec-
ommendations of educational programs when organizing games of children of different
ages (against 74% in the pre-test), etc. The number of students who suggested children’s
games that they themselves played in childhood increased to 75% (against 63% in the
pre-test). The unwillingness and reluctance of a number of students to perform certain
roles in the game decreased from 43% (in the pre-test) to 29% (in the post-test). Thus,
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Fig. 2. TheResults of Students’ Preparedness for the Formation of Play Competence of Preschool
and early-age children
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the results of the post-test confirmed the effectiveness of the intervention stage of the
experiment. Overall, the results on the ability of students to form play competence of
preschool and early childhood children at the post-test were the following: insufficient
level – 9% of students demonstrated insufficient level, 68% of respondents demonstrated
sufficient level and 23% of pre-service teachers have demonstrated a high level. The data
with the results of the pre-test and post-test is presented on Fig. 2.

4 Conclusion

The Teaching in the blended and distance form is necessary due to a number of reasons.
Notwithstanding the situation in the country, the graduate should develop a complex
of professional competencies. Therefore, universities should address the challenges of
preparing students of the first (Bachelor’s) level of specialty 012 Preschool Education in
online setting. An effective tool in distance education is the use of information and com-
munication technologies that help to raise the interest of students in studying theoretical
material, make the process of preparing students for seminars and practical classes eas-
ier. Using the offered services and resources allows organizing interactive, interesting
classes and promote active interactionwith students even in online setting. The prospects
for further research are researching the possibilities of using ICTs in the implementation
of the educational process for future teachers of preschool educational institutions in the
conditions of blended and distance learning.
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Abstract. The problem of designing didactic processes has not been
solved to this day, although some specific issues are considered. The arti-
cle presents a generalized approach model based on the reference ADDIE
model including the organisational level to the design and implementa-
tion of the didactic process. The model uses Bloom’s taxonomy and
Gardner’s Theory of Multiple Intelligences. The model has been modi-
fied towards a dynamic design oriented on quality, efficiency and adaptive
learning. A competency-based decomposition is used. The lowest level of
decomposition is the activities level where the information flows as well
as the learning and forgetting are taken into account. The competences-
objectives-activities-data linking is discussed. The level of activities is
represented in the form of an electrical-like network. The network repre-
sents differential equations describing dynamic learning and forgetting as
well as the structure and information flows of the didactic process. The
element models can be easily extended. The networks can be simulated
and optimized. The results can be used during the design process. The
simulation result as well as the structure of network equations enables
inference. The article presents the results of simulations of some aspects
of didactic processes including scheduling and sequencing, gap effect,
workload, predicting achievements and effectiveness.

Keywords: Didactical Process Modelling · Didactical Process Design
Model · Didactical Process Simulation · Learner-Centered Design ·
Personalized Learning

1 Introduction

Designing of the highly efficient didactic processes is still an unresolved prob-
lem. The design of didactic processes began with the development of systematic
training programs, later called Instructional Systems Design (ISD). This was
the result of post-war research by the U.S. Army to achieve a more effective
and manageable way to create training programs [22]. A series of ISD models
were developed and implemented in the late 1960s [17,27]. Almost all developed
models were based on the general ADDIE process [1, p.433] which consists of five
phases: analysis of training requirements and needs; definition of education and
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training requirements; development of objectives and tests ; planning, creating
and validating training ; conducting and evaluation of training. All processes and
products of individual phases are constantly assessed in the context of quality
(meeting the needs). The assessment ensures continuous improvement.

Today, a more comprehensive approach is required, considering the need to
develop different types of intelligence. The need to solve these problems depends
on the level of education. Especially in early school and preschool education,
developing multiple intelligences is required. It is different, for example, in voca-
tional education, where the acquisition of specific skills is needed.

The article aims to present the author’s model for designing and conduct-
ing the didactic process based on competency decomposition which incor-
porates the Theory of Multiple Intelligences [18–20], Bloom’s taxonomy [5]
as well as techniques of modelling and simulation.

The use of simulation enables the design of processes used at the stage of more
ergonomic didactic processes and the conduct of adaptive didactic processes.
In this work, we will focus on a general approach that takes into account the
development of different types of intelligence. The issues of profiling goals and
achievements will be discussed using Bloom’s taxonomy in the cognitive sphere.
The project approach will be based on a modified ADDIE model embedded in
an organizational context [45].

1.1 Practical Problems

The application of the presented techniques can be difficult in real situations due
to several problems that occur [46], among others: openness to innovations; low
level of digital literacy among teachers; lack of adequate support for teachers.
Design of high efficient didactic processes is difficult due to the:

– incorrect content design causing learning problems: cognitive overload (e.g.
incorrect representation of information in drawings), large amount of detail,
lack of knowledge structure, difficulties with interdisciplinary connections;

– incorrect schedule - too large time intervals between classes can cause forget-
fulness, because it is beyond the limit of forgetting;

– difficult detection of repetition of similar issues within different courses, where
synchronisation of didactic units and subjects based on teacher cooperation
and the modular approach can be used;

– difficulties or lack of use of efficiency improvement techniques - e.g. short
breaks during classes or several short practice sessions [9,25].

Designing didactic processes with the use of competency-based engineering tech-
niques may be a way to solve some of these problems. The most important is
modelling the process of information flow, collection (learning) and loss (forget-
ting) during the learning process. They give us insight into many phenomena
and enable their analysis. Belong to them:

– design and implementation of individual adaptive processes.
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– designing and managing intelligence and profile-oriented courses;
– estimation of workload and costs also in the long term.

Some discussed issues are also in other cited articles. Here are presented in
a shortened version. The original model is often incomprehensible, so further
considerations will concern the model taking into account the organizational
context.

2 The Theoretical Backgrounds

The main and constant goal of ADDIE is effective teaching. However, increas-
ingly complex requirements, new instructional technologies, emerging automated
instructional development tools, and other developments have extended the
capabilities of the process ADDIE [45]. The key issue is building quality in
instructional systems. The processes of the ADDIE model have evolved over the
last decades. ADDIE is more than just a tool for applying behaviour-oriented
learning principles. This progress has been achieved through step-by-step pro-
cedures designed to enable anyone to develop advanced instruction related to
complex technological and cognitive issues, which would normally require expe-
rienced instructional design experts [16,39].

One of the biggest challenges remains the low level of training knowledge
required of teachers/trainers. These professionals need to understand the model
and how to use it. Therefore, the original Air Force One ADDIE model has
been improved by presenting it in a simpler and more intuitive way so that
developers of instructional systems with different levels of knowledge can more
easily understand and use it [11,17,27] - Fig. 1 [1, p.438] showing organizational
functions, quality improvement, and author’s modifications (dashed lines).

Fig. 1. Improved ADDIE model [1, p.438] with author’s modifications (dashed lines).
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The nature and extent of the development, update or revision activity determines
entry or re-entry into a particular stage of the process and presents it in the
context of organizational functions (top-level functions for training activities -
management, support, administration, delivery and evaluation). The main parts
of the process are analysis, design, development, implementation and evaluation.
Evaluation is the central part of the whole model.

Organizational features built into the quality improvement process (QI) [1,
p.438] have also been added. The management function involves directing or
controlling the development and operation of the learning system. The support
function maintains all parts of the system. The administrative function includes
day-to-day processing and record keeping. The delivery feature provides instruc-
tions to students. Finally, the evaluation function collects feedback through for-
mative, summative, and operational evaluations to assess the system and student
performance.

2.1 Extended ADDIE Model

The design process proposed in the paper uses activity sequencing. The model
of designing and implementing the didactic process presented in Fig. 1 works on
activities (didactic events). Modifications are marked with dashed lines.

The model shows the base stages of a project (analysis, design, batching and
sequencing, activity planning, and class execution) and two additional and loops
added to the model (dashed lines):

A related to the design of objectives and activities,
B related to the prediction of effects and the adaptive distribution of activity

over time.

The proposed approach requires the decomposition of the didactic process up to
the level of activity.

2.2 Decomposition of the Didactic Process

Attention to competence has become a key focus of international debates on
learning, curricula, and assessment within general education [6]. Developing com-
petence has value not only for learners but also for the economy and society [10].
Competence is closely related to the notion of proficiency and mastery used in
fields such as mathematics and language [43].

We will start the decomposition of the didactic process by defining and
designing the required competences. The concept of competence can be defined
in various ways. According to [47], competence is the ability to integrate and apply
contextually-appropriate knowledge, skills and psychosocial factors (e.g., beliefs,
attitudes, values and motivations) to consistently perform successfully within a
specified domain.

Let’s apply the decomposition of competences and arrange them as a certain
sequence - Fig. 2.
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Fig. 2. Decomposition of the competency-oriented didactic process used in the imple-
mentation process.

In the didactic process, competences refer to, among others, knowledge and skills.
They have partly developed during the didactical process. Therefore, compe-
tence needs to decompose into lower levels. Courses, classes and activities are
both sequenced and planned. As part of the course, it is necessary to define
learning objectives and design related activities and evaluation rules. Here we
focus on competences in the cognitive sphere. At the lowest level, competences
are decomposed into activities and linked to objectives and appropriate instruc-
tional materials.

Activity analysis, including the use of instructional materials, is possible by
modeling the flow and collection of information in the process of learning and for-
getting. The didactic process can therefore be presented in the form of a network
(Subsect. 3.1) modeling the flow of information with a structure corresponding
to the structure of activity. The parameters of the model elements correspond to
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the speed of learning and forgetting. Based on the network simulation results,
an adaptive learning process can be designed and implemented, which will be
discussed later.

2.3 Bloom’s Taxonomy of Didactic Objectives

Bloom’s taxonomy [5] classifies cognitive goals according to the cognitive level
at which they are implemented. It is good to be aware of the cognitive level at
which the classes are conducted. The well-known Bloom’s taxonomy with minor
modifications [3] is still used worldwide. It consists of six levels [5].

– The knowledge level includes the development of objectives involving the
memorization, recognition and recall of basic definitions, rules, algorithms
and procedures in the categories of detailed, procedural and abstract knowl-
edge;

– The comprehension level includes learning objectives in the categories of
translation, interpretation, extrapolation;

– The application level involves developing the ability to apply knowledge in
practical situations as an application of terms, methods, algorithms and the-
ories.

– The analysis level contains learning objectives in the categories of element,
relationship and sequencing analysis;

– The synthesis level consists of the synthesis of ideas, procedures and struc-
tures.

– The evaluation level includes the categories of assessment of skills that relate
to the internal system of knowledge and beliefs and related to the application
of external criteria.

Virtually any level can be used as a means of enrichment depending on the cog-
nitive level of the student. As the level increases, the workload increases (higher
level of cognitive activity) due to the higher abstraction and high complexity.
The expenditure on the implementation of activities at the high level is asso-
ciated with a large amount of work, as it requires abstract thinking, which is
characteristic of advanced students [23].

Achievements (ABK
, . . . , ABE

) corresponding to individual levels of Bloom’s
taxonomy can be presented in bar form (Fig. 3), creating a certain profile of the
didactic process (the profile should be related to the type of Gardner’s intel-
ligence we describe further). The participation of individual activities in the
didactic process is visible. You can see what the emphasis is on. The individ-
ual levels refer to verbs [2] representing the intellectual activity at each level.
The verbs can help to formulate corresponding objectives. The reverse process
is also possible. Analyzing the verbs, it can be seen that the implementation of
learning objectives at the level of knowledge requires the least amount of work
spent, where it is required to master encyclopedic knowledge. Individual activi-
ties along with their cognitive level can be associated with the appropriate type
of intelligence [42].
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2.4 Design Based on Theory of Multiple Intelligences and Bloom’s
Taxonomy

Bloom’s taxonomy of cognitive levels discussed above [5] can be integrated with
types/kinds of intelligence (Theory of Multiple Intelligence) [18–20] to provide
a framework for an individualized instructional process [42] - Fig. 3.

Fig. 3. Multiple intelligences and achievements in terms of Bloom’s learning objectives.

Students can work on the intelligence where they feel strong and develop it, or
they can choose to work on that intelligence where they do not feel strong and
consciously work those areas of their intelligence.

The previously mentioned profiles of learning achievements (Fig. 3 - bars on
the right) affect designing activities and instructional materials and corresponds
to learning objectives. The bars show the levels of achievement (ABK

, . . . , ABE
)

corresponding to each level of Bloom’s taxonomy. The profile enables the assess-
ment of the didactic process over time. Determining the profile of achievements
at the design stage makes it possible to design goals and instructional materials
needed to achieve them at a specific point in time.

This observation leads to the assumption that didactic materials should be
designed and include activities enabling the achievement of the assumed educa-
tional objectives. Ideally, a single didactic material serves specific goals according
to a given profile for a specific type of Gardner’s intelligence - Fig. 2 - Content
DB. Instructional materials can be treated as data (content) - . This approach
enables practical implementation described below.

3 Practical Implementation of the System

The practical implementation of the system requires the integration of the issues
discussed above. The DIKW (Data, Information, Knowledge, Wisdom) model [1,

https://en.wikipedia.org/wiki/Bloom%27s_taxonomy
https://en.wikipedia.org/wiki/Theory_of_multiple_intelligences
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26]a The DIKW model enables the assignment of individual parts of the didactic
process and the implementation of the system - Fig. 4. The DIKW model can
also be presented as a flow diagram [26].

Fig. 4. DIKW model with related process elements and questions to help you under-
stand the connections.

The DIKW models actual processes. The source of data may be, for exam-
ple, scientific research, creative works, tasks to be performed, examples . . . . It
represents structure content. Information is processed data of a static nature,
presented in such a form that it is easy to conclude (e.g. in visual form). It
represent communication channel. Knowledge makes it possible to observe phe-
nomena from different perspectives, associated with the learner. It is constantly
changing due to experience, and is difficult (in fact impossible) to transfer. At
this level, learning and forgetting processes are modeled. Individual levels of
achievement are determined. Wisdom is accumulated knowledge associated with
a concrete person. Wisdom is based on experience and knowledge gained in the
past. It allows the transfer of ideas from one domain to another. It can also be
transferred between individuals. At this level, the designated achievement pro-
files for each type of intelligence are taken into account. This applies to both the
design stage and the implementation of the didactic process in order to achieve
a specific shape of the profile. Having associated learning objectives based on
Bloom’s taxonomy with activities and corresponding instructional materials, you
can model and simulate didactical process.

3.1 Modeling of Activities

The main reason for dealing with the subject is the apparent lack of use of
modern methods of description and simulation in the didactics [38]. However,
the mathematical models using direct mathematical formulas were previously
created [29]. The most important of them, from the point of view of the article,
are cited. Detailed issues discussed in the article can also be found in [31–33,35,
36].

The analysis of the learning and forgetting process is based on forgetting
curves represented by direct formulas [14,28,50]. The didactic process can be
described by the differential equations and represented in the intuitive form of
a network of connected elements - Fig. 2 - Network . . . . Such a network can be
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shown in the form of a schematic (here electrical-like) as shown in other articles
[31–33,35,36]. The use of the microsystems simulator [32] required defining both
the network variables (Table 1) and equations by using analogy [7].

Table 1. Generalized variables for the electrical and educational environment.

Generalized variables Electrical environment Educational environment [34]

e effort v voltage a achievements

f flow i current i information flow

p state q charge q information

E energy E energy E workload

W work W work W work

The equations are represented by elements linked with their mathematical mod-
els [37]. Network variables can be represented as vector (1).

x = [a, i, q]T (1)

where: a - variables related to achievements, i - information flows, q - variables
describing unit information.

Network Elements The representation of individual activities and their repe-
titions and a simplified model of the learning and forgetting process in the form
of a network is presented in Fig. 2 - Network . . . . Interpretation of the basic
elements is as follows [35]. The Ra (information resistance) models loss of infor-
mation between nodes ma and na. The Ca (information capacity) is an element
that gathers information. The aa = f(t) represents the knowledge source. The
ia = f(t) represents the information source. The La element represents the self-
learning ability. Descriptions of other elements can be found in i.e. [37]. More
complex models of learning and forgetting can be found in [35]. In the case of
the decomposition of the didactic process in terms of Bloom’s cognitive level [5]
and Gardner’s type of intelligence [18–20] each activity should be modelled sep-
arately. This causes a significant complexity of the description and a significant
increase in the number of variables. If the activities are to cover all Bloom’s cog-
nitive levels (b = 6) and basic types of intelligence (g = 8), then the number of all
learning goals c = b× g = 6× 8 = 48. The real number of variables will be even
greater due to the modelling of learning and forgetting processes. It depends on
the complexity of the learning and forgetting model. In the simplest model [35]
(Fig. 2 - Network . . . ), the number of additional variables per activity is 3. So
the total number of variables (equations to solve) equals 192 = 48 + 48 × 3.
This specialized software has implemented techniques for limiting the number of
mathematical operations and memory occupancy (the sparse matrix technique).
The Dero [32] simulator was used here to simulate the networks.
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4 Results and Discussion

Based on the previously discussed issues, we will simulate selected processes.
We will show how the simulation results can be used for decomposed didactic
processes in the design and implementation of adaptation processes:

– for sequencing the didactic process (class schedule) in terms of the achieved
effects,

– the impact of introducing short breaks on workload and learning outcomes,
– workload estimation,
– estimating learning outcomes based on activity.

4.1 Workload and Effects

The workload is closely related to the results but is not most important. The
number of repetitions and their distribution is important because repetitions
lead to the consolidation of memory [12,13].

The example uses the same real students’ activity data with IDs GM, JM,
and SA as presented in [34], where other aspects of didactic process are studied.
Students represent different levels of activity. Simulation of individual didactical
processes were performed. In the example, the estimated total student workload
should be 30 h. Figure 5 shows the results of simulations of achievement and
workload distribution.
The large number of activities and repetitions affect the course of the forgetting
curve. The greater the number of repetitions, the smaller the slope of the perfor-
mance curves. It also has a significant impact on the workload. The GM student
is more involved than others. The workload is twice that of other students. The
level of achievement is higher and the slope the achievement curve is smaller.
The changes seem small, but they have a big impact on long-term results.

4.2 Predicting the Next Didactic Unit or Activity

Individual activities are most often associated with didactic units. While the
sequencing of didactic units is not a problem, optimal scheduling is. The time
gaps between individual classes/activities can be incorporated into the design
process. The individual student can adapt and modify the schedule. If the inter-
val between didactic units or activities is too large, the entry-level at the begin-
ning of the next classes or course may be too low - Fig. 5. The beginning of the
next didactical unit may be beyond the limit of oblivion. The following classes
should start in a time window. The width of the time window differs between
students. It depends on individual characteristics based on initial knowledge and
the number of repetitions of the material - Fig. 5.
The minimal normalized level of achievements was set to 0.51. JM and SA
students didn’t even reach the required level. The workloads are relatively low.
However, JM student spent more time and was more active. The slope of the
achievement curve is slightly lower for the JM (zoomed area). GM student has
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Fig. 5. Simulation of achievements and workload.

exceeded the minimum achievement level at the very end of the course. The
workload exceeded 30 h. The students meet requirements over some time. The
Next Activity Window shows the amount of time since completing the course
where the level of achievement is higher than expected. The next course should
start within the time window. JM and SA students should not start the next
course because the expected achievement level at the start of the next course is
below the required level (0.51).

4.3 Time Gap and Workload

The introduction of small breaks is an effect known from the literature as a
way to increase efficiency. Research [9,25,40] shows that students learn bet-
ter when the learning process is divided into several shorter practice sessions,
rather than focusing them on one longer [4] session. The practice of splitting
and spacing results in better material retention than cramming [9,24,25,40].
The gap effect [44] increases if the student is engaged in a distributed practice
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that focuses on a specific goal [48,49]. Objective-oriented practice backed by
time-based feedback results in greater learning gains [2,15,41].

Forgetting that occurs during breaks is a general process that promotes cogni-
tive development by supporting the processes of assimilation and generalization
of knowledge [8,48,49]. When designing a course, you should prepare a schedule
of quizzes, tests and exams. Students benefit more from repetition when exams
are expected than when exams are unexpected [41]. Research shows how and
when evaluation improves knowledge retention as a major learning event that
can also contribute to faster forgetting![21].

The example shows the effect of introducing short breaks during classes and
the effect of reducing breaks between individual classes (class schedule compres-
sion). Figure 6 presents the results of the simulation of achievements and work-
load for various variants of the didactic process. This project can be a reference
on how to learn and can motivate students to manage their learning process.

Fig. 6. Simulation of achievements and workload in the didactic process with short
breaks during classes (gap) and compressed schedule of classes and short breaks during
classes (g&c).
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The simulation results show the most effective variants. Scheduling breaks dur-
ing classes (gap) automatically shortens the time of effective learning, i.e. slightly
reduces the workload. Although the workload is lower, the efficiency of the pro-
cess is even higher by about 15%. The largest amount of work is incurred for
the project without interruptions, which is characterized by the lowest efficiency.
Interrupting the learning process and then returning to it generates a repetition
effect. The repetition effect is limited if a disruptive factor occurs during the
break [30]. Shorter breaks are more effective. A similar but more subtle effect
occurs when compressing the schedule over time (g&c). Efficiency is marginally
higher, but the slope of the forgetting curves is lower. In the long run, this leads
to better retention of knowledge.

5 Conclusions and Prospects for Further Research

The article presents a modified approach to designing the didactic process based
on competences and their composition up to the level of activity. The extension
of the ADDIE model was shown, enabling a more effective design of the didactic
process and the implementation of the adaptation process. Designing for Gard-
ner’s types of intelligence and a specific cognitive level according to Bloom’s tax-
onomy was shown. In the process of design and implementation, the developed
techniques of simulation of the didactic process with the use of a microsystems
simulator were used. Simulation results of selected modified processes are shown.
The results of the simulation of the impact of breaks during classes on achieve-
ments and workload as a technique for increasing efficiency were shown. It also
shows the implementation of the adaptive process by simulating the results for
the required level of achievement. This enables the implementation of an individ-
ualized adaptation process by designing the order and starting the time of subse-
quent classes/activities. The paper presents only selected examples of the use of
the developed modelling and simulation techniques. Some topics can be found in
previous articles. Other interesting topics not discussed here include: analyzing
the relationship between parts of the teaching process by analyzing the network
structure and/or equation structure, automatically creating network diagrams,
detecting repetitions, and designing thematically related activities. The papers
demonstrate the usefulness of the developed simulation techniques. If we have
appropriate models of real processes, they give insight into the phenomena that
occur during didactic processes. Understanding these phenomena and using the
developed techniques can help in designing more ergonomic teaching processes.
It also enables the automatic design and implementation of adaptation processes.
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Abstract. The article highlights the theoretical foundations of measuring and
interpreting student attention levels, engagement, and feedback, an attempt is
made to characterize the possibilities of using automated software products for
this purpose. The article identifies the psychological characteristics of students
of the Zoomers generation, which affect the educational process and cause the
revision of educational technologies. A comparative analysis of traditional and
distance learning was carried out. Based on the characteristics and interpretation
of visual markers for measuring the attention and involvement of the acquirers, the
requirements for the software product for determining the degree of involvement
and the degree of information perception are described. The article discusses the
main AI-based tools that allow you to assess the level of audience attention in real
time during online conferences (EmotionCues, HEADROOM and MeetingPulse)
from the standpoint of the effectiveness of the analysis of the emotional component
and the possibility of integration with online conference services. The theoretical
analysis is the basis for further research on the measurement and interpretation of
students’ attention, engagement and feedback.
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1 Introduction

Thedisruptionof the digital infrastructures of different generations has led to the catalysis
of mass processes, particularly in the field of education. We started work on the creation
of this article during the global pandemic, quarantine measures and the introduction of
distance learning into all links of the educational system. We continued the research in
the conditions of martial law, when online education is the only option for obtaining
education in many regions of Ukraine.
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The gap in communication in the remote format causes a decrease in the quality
of education, but the gap from traditional learning is so great that a new look at the
interaction between a teacher and a student is needed. The role of a teacher today is
rapidly transforming into the role of an educational blogger, and the role of a student is
transforming into a subscriber interested in content. Free access to absolutely unlimited
information opens up opportunities for students to independently choose sources of
knowledge, therefore, the trend of educational blogging becomes a new reality after
the final loss of the monopoly on knowledge by teachers. Using the achievements of
the information age opens up unlimited opportunities for the young generation both
for independent learning of educational material and for improving their professional
qualities and skills. At the same time, the teacher remains a trainer, coordinator, expert
in his field, but his role changes to a blogger who creates and promotes educational
content, is an opinion leader and an authority among student subscribers.

Note that the problem of the gap between the generation that teaches and the genera-
tion that is taught is important today. This gap is caused, in particular, by the technology
of different generations, their level of digital skills and, in general, their interaction with
information technologies.

Themodern educational process, in the era of social networks and rapid development
of technologies, differs from what it was 5–10 years ago, and is characterized by the
active implementation of information and communication technologies, a combination
of traditional and innovative teaching methods, and the combined use of traditional and
remote forms of education. In the conditions of the informatization of the educational
environment, teachers face the main tasks:

• to form the student’s internal motivation to acquire knowledge and future professional
activity;

• improve the skills of information culture and increase the level of digital competence;
• develop students’ critical thinking;
• teach how to quickly navigate in a wide flow of information and determine its truth;
• select effective information and communication methods and teaching tools.

We consider it expedient to develop priority directions for solving these problems
through the prism of the theory of generations. This research approach gained its popu-
larity in the early 1990s, the authors of which are Neil Howe and William Strauss [19].
Researchers have argued that historical context determines human behavior: a group
born in one period of time has similar personality traits common to an entire genera-
tion. According to this theory, the following generational cycles are familiar to modern
society: “Baby Boomers”, “Generation X”, “Generation Y” (millennials), “Generation
Z” (digital natives) and “Generation Alpha”. Sociological studies claim that modern
educational institutions educate representatives of “Generation Z”.

The pedagogical community is actively researching and discussing how to teach
today’s youth, what forms and methods of organizing the educational environment to
use, how to build an educational environment, and what information and communication
means of learningwill be effective.After all, themodern challengeof the forced transition
to distance learning, caused by the rapid spread of the COVID-19 corona virus infection
throughout the world, vividly actualized the problem of training digital natives and
finding an effective educational model. We have identified contradictions, the solution
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of which will contribute to increasing the level of efficiency of the use of technologies
in the educational process (in particular, in distance and mixed learning formats):

• contradiction between those who teach and those who are taught;
• the contradiction between the pedagogical possibilities of information and commu-

nication technologies and the low level of effectiveness of their use in the educational
process;

• contradiction between the psychological features of information perception by stu-
dents who constantly interact with information technologies (generation z) and
traditional content and methods of learning;

• the problem of focusing attention during classes in a distance/mixed format and the
teacher’s inability to monitor the level and dynamics of the learner’s inclusion in the
educational process;

• lack of motivation and low level of self-organization of the student in the process
of distance learning and the impossibility of constant control by the teacher and the
need to conduct it.

Based on the above contradictions, we see the need to study the cognitive features
of modern students of higher education (zoomers generation), traditional and modern
learning models, classic and new views on the student’s learning process, analyze the
theoretical foundations of the development of tools to control the student’s level of
involvement and motivation.

2 Peculiarities of Studying Students of the Zoomers Generation

According to the provisions of the Theory of Generations, the majority of modern stu-
dents are the generation of people born from 1997 to 2012. The most common term used
in the world to refer to them is Generation Z. However, there are other less common
terms - Homelanders, Homeland Generation, Zoomers, New Silent Generation [9, p. 8].
Avoiding unpleasant associations with the letter Z, caused by the war of the Russian
Federation on the territory of Ukraine, in the article we will call representatives of this
generation Zoomers.

The generation of Zoomers replaced the millennials born in the 80s and early 90s. Its
representatives grew and matured along with the development of technology. Zoomers
cannot imagine their everyday life without gadgets and quickly master any new tech-
nology. They easily use the Internet for entertainment, communication and work. A
distinctive feature of Zoomers is the fact that technology is part of their everyday life. IT
has significantly influenced the way of thinking, habits and aspirations of young people.
The theory of generations calls this generation “digital children” [5]. Due to the abuse of
smartphones, mobile Internet and social media, the “digital children” experience many
problems such as technology addiction, offline phobia and problematic use of social
networks. From the point of view of socialization, it can be seen that higher education
students are more influenced by psychological factors related to technology, as they use
it extensively in their academic studies and access to information [10]. However, it is
advisable to use these features to improve their effectiveness in online learning.
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As a result of the analysis of the concepts regarding the peculiarities of the education
of Zoomers students, we obtain a set of the following psychological characteristics of
this generation:

• difficult to recognize authorities, especially do not recognize public opinion, do not
listen to the advice of adults;

• gain experience through their own victories and failures;
• freely express their opinion and dissatisfaction;
• they value their individuality and are afraid to express themselves in different forms;
• they are “looking for themselves” and their vocation for a long time, so they are in

no hurry to get a job and start a family;
• picky about the conditions of their own comfort;
• open to new impressions and emotions;
• they are energetic, restless and inquisitive;
• it is difficult for them to work for the interests of the team, they value their own

benefits more;
• they are multitasking, but at the same time a bit apathetic and passive;
• know how to quickly switch and grab information “on the fly”;
• they strive for career and personal growth, financial well-being.

We should also note that memorizing information is not a priority for Zoomers,
because they are used to everything ready on Internet pages. And the next generation
after zoomers does not know life without gadgets at all. They perceive the material
clip-wise, that is, by the example of changing pictures on the Internet.

2.1 A Theoretical Overview of the Traditional Learning Model and Theories
of Cognition

Today, information and communication technologies are increasingly penetrating vari-
ous spheres of education. This is facilitated by both external factors related to the general
computerization of society and the need for appropriate training of specialists, as well
as internal factors related to the spread of modern digital technologies and software in
schools, the adoption of governmental and intergovernmental programs for the comput-
erization of education, the emergence of relevant digital experience of a large number of
teachers. In most cases, the use of digital tools has a real positive impact on the activa-
tion of teachers’ work and on the effectiveness of student training [15]. Digital education
facing COVID - 19 pandemic). The level of technological comfort, innovativeness affect
the effectiveness of using digital products for online learning [12] (Table 1).

A comparative analysis of traditional and distance learning models, which coexist
in parallel in the educational process of modern higher education institutions, makes it
possible not only to substantiate the feasibility of using computers in the learning process,
but also to make an attempt to determine the criteria requirements for the creation of
educational software products in order tomeasure the levels of attention and involvement
of students to the educational process.

Thus, training according to the traditional model takes place under the coordination
of the teacher, who directs the educational process depending on the specific situation.
Within the implementation of the traditional model, learning depends on the teacher’s
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Table 1. Comparative analysis of traditional and distance learning

Traditional education Distance Learning

During the evaluation of the student’s work,
the level of knowledge, skills and abilities is
taken into account. But at the same time, there
is a significant part of subjectivism

The assessment of the applicant is determined
only by the level of knowledge, skills and
abilities. Other factors are not taken into
account

Visual perception is used much less often than
hearing information

The visual channel of information
transmission is involved, although a
significant share of audio information (audio
recordings, videos, etc.) is not excluded

The main information carriers are books,
abstracts. Information is presented in a form
familiar to humans, easy to read, but poorly
structured

The perception of ordinary text information
from the screen is much worse than that of
printed or handwritten information. Factors
compensating for these shortcomings are a
clear structure of information, a developed
system of references, a reasonable
combination of visual and substantive
information

During the learning process, the teacher
performs a variety of functions: checking the
attendance of the class, presenting the material,
controlling the quality of learning, establishing
interdisciplinary connections

The main workload of the teacher is
transferred from the stage of conducting
training sessions to the stage of preparing
material for filling educational software. The
teacher acts as a consultant

personality: the ability to arouse interest in the topic, the ability to conduct a casual con-
versation. The teacher must have extensive and in-depth knowledge of various fields,
skillfully use them during the teaching of the educational component. Usually, an experi-
enced teacher, conducting a classroom lesson, can easily determine the level of attention
and involvement of the learner in the material being studied, based on the physiognomy
of the listeners (characteristic features and facial expressions of a person). The external
manifestation of attention, of course, requires the mobilization of all the senses, but it
is most dramatically manifested in the expression of the eyes. It determines the level
of emotional adjustment and what is happening in the audience. Attention and concen-
tration are unmistakably defined in a subject whose gaze is fixed, facial muscles tense,
eyebrows moved to the bridge of the nose.

At the current stage, the use of the method of visual biological feedback is reflected
in traditional models of learning, which involves the transfer of knowledge face to face,
and the teacher can visually cover the audience during the lesson. However, during
training in the distance model, which involves the relationship of the subjects of the
online educational process, it is difficult, and often impossible, for a teacher, even an
experienced one, to assess the level of attention and involvement in the perception of
the material based on the physiognomy of the listener on the other side of the screen.
Therefore, the problem of measuring the attention and involvement of students in the
educational process through the use of automated software products is actualized.
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In our opinion, educational software products should meet the following require-
ments:

• have a developed system of help and tips for both the teacher and the student;
• provide maximum informativeness with minimal user fatigue;
• present the material in the form of separate visual modules;
• information must be clearly structured;
• to ensure that the visual presentation of information matches its content.

2.2 Theoretical Review of the Modern Model of Learning and Theories
of Cognition

Early attempts to operationalize the concept of “student engagement in learning” were
associated with measuring the amount of time a student spends on tasks and learning in
general. Emphasis on temporary indicators was largely due to the belief that learning
outcomes can be judged by the time spent [6, 11].

In the process of mastering the topic, the concept of the involvement of acquirers
began to be supplemented with other characteristics, as a result of which the initial
construct became more complicated. For example, scientists began to talk about the fact
that student involvement is expressed not only in the time spent, but also in the efforts
spent. It also began to be attributed to indicators that relate to learning in an indirect
way (for example, funding, pragmatics of learning, extracurricular university activity,
loyalty to the university, feeling like a part of the university, etc.) [3].

In some works, the involvement of the students is interpreted as the “energy” that
the student invests in his studies. The most famous definition in this sense was proposed
by A. Astin: “Student involvement is a combination of physical and mental energy
spent to acquire academic experience” [1]. According to the scientist, the concept of
“involvement” is related to Z. Freud’s concept of “cathexis”, which means investing
energy in objects that are outside the subject.

The topic ofmeasuring and analyzing student involvement in the educational process
has been actively developed since the 1980s - primarily in connection with research into
the possibility of reducing the number of students who drop out (surveys show that from
25 to 60% of students are constantly bored in classes and distracted from educational
process). The problem of monitoring student engagement is relevant today both for the
traditional classroom learning process and for mass open online courses, educational
games, simulators and simulators, intelligent learning systems, etc. [18].

The following methods of measuring student involvement are most common: self-
assessment of involvement by students themselves; external observation using control
cards and subsequent rating; automatic measurement of the level of engagement using
technical means. In particular, the research is dominated by the self-assessment method.
At the same time, information systems for automatic assessment of involvement have
been used for quite some time. A significant part of them is based on the analysis of the
speed and accuracy of students’ performance of control tasks. For example, indicators
of low engagement may be random answers to easy questions or very short task comple-
tion times. There are attempts to track student behavior in five states: active, transcrib-
ing, absent, distracted, and transitioning to another activity [4]. In the era of intelligent
machines that sense, control andmonitor human feelings, emotions and feelings, there is
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a need to develop automatic mechanisms for measuring student engagement [8]. There
is a class of popular techniques for automatic estimation of the level of involvement,
based on the processing of data from various electro- and neurophysiological sensors.
For example, capturing brain signals to extract features of brain wave signals using an
encephalogram while students are engaged [17], while viewing recorded lecture materi-
als [7] or in the process of synchronous online learning using special brain headphones
for encephalogram [13]. For the same purpose, a mechanism for monitoring attention
and anxiety based on brain wave signals has been developed [2]. However, it is clear
that large-scale application of such techniques is impossible.

3 Overview of Modern Tools for Determining the Levels of Student
Involvement in the Educational Process

The development of information technologies and today’s realities dictate to society new
conditions for the organization of not only the educational process, but also generally
make corrections in everyday work. It is not surprising that the use of such technologies
as Skype, Zoom, Google Meet, WebEx, Microsoft Teams in the organization of various
online conferences, hybrid, semi-hybrid events and in the educational process has now
become widely popular.

Each of the mentioned software products can definitely be effectively used as a tool
for organizing and conducting online events, but they do not provide an opportunity to
analyze the degree of involvement and perception of information by users.

Currently, AI technologies are gaining wide popularity in the organization of hybrid
and semi-hybrid online events. Since the use of this kind of algorithms makes it possi-
ble to analyze the emotional state, the level of perception of information in real time.
Currently, quite a few systems have in their arsenal the possibility of automated short-
hand, such a functional feature can be effectively applied at proto-level meetings, where,
according to internal rules, the event must be accompanied by a shorthand. Such systems
(systems with AI elements) include: • Sembly, • Fathom, • Notiv, • Hendrix.

The use of this kind of technology is also relevant in the organization of the educa-
tional process in the conditions of distance learning, since it does not allow to visually
capture the attention and involvement of students in the educational process. Therefore,
there is currently a need to develop unique software tools that will allow evaluating
the degree of involvement, perception of information by the audience in the process of
training or conducting any type of online event.

Next, we will consider several software tools that partially outline the problem of
audience attention analysis.

3.1 EmotionCues

In the article [8], the authors describe a software product that allows assessing the
emotional component of students. The approach described in the articlemakes it possible
to evaluate the involvement of not only one specific student or student, but also to analyze
the involvement of the entire audience as a whole.
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It should be noted that previous research by the authors showed that emotions can be
indicators of attention, involvement and behavior of students in general [2–6]. Based on
previous research, the software product EmotionCues was developed. It will be useful
not only to teachers who analyze the educational process, but also to parents who can
analyze the degree of interest of their children in the educational process. The authors
of this software product highlight the following system of requirements:

• obtaining the emotional status of all people in the video stream.
• obtaining the emotional status of an individual in a video stream. The possibility of

getting to know the emotional status of the chosen person in more detail.
• the ability to create emotional portraits of different people.
• the ability to obtain results with further aggregation for deeper analysis.

Figure 1 shows the main dashboard of the EmotionCues software product.

Fig. 1. EmotionCues control panel

At the first stage, a set of videos is processed and emotions are extracted using
computer vision algorithms. The next stage is the preparation of interactive visualization,
which can support visual analysis of the video at two different levels of detail:

• general analysis of the emotional component of the entire audience.
• analysis of the emotional component of a specifically chosen person.

Using this approach makes it possible to analyze the emotional component of not
only one selected participant, but the entire audience in sufficient detail and effectively.
With the help of the color system, the control panel of the EmotionCues software tool
displays various emotional states of the participants of the online event, namely:

• green is used to show surprise;
• yellow determines the level of happiness;
• gray for a neutral state;
• purple - a state of anger;
• blue represents sadness;
• purple state of disgust;
• blue defines fear.
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Thus, the EmotionCues system is a comprehensive solution for analyzing the level
of audience engagement using emotional components. Each video is about 10 min long
(1.26 GB) with a resolution of 1920 × 1080 and 30 frames per second (FPS). That is,
each video for analysis consists of almost 18,000 frames in high resolution.

It is worth noting that the EmotionCues software tool is one of the most powerful
tools that allows you to assess the level of audience interest. In addition, it is important
to note that this software product provides an opportunity to build an emotional picture
and level of interest both for the entire audience and separately for certain selected
participants. But EmotionCues does not allow for real-time analysis and cannot yet be
integrated with popular services: Webex, Microsoft Teams, Zoom, Vimeo.

3.2 Headroom

Headroom is another software product for remote as well as hybrid meetings. Function-
ality will help to balance online meetings thanks to the evaluation of the involvement
of the team of participants of the online event as a whole. The main task of this soft-
ware product is to improve communication at online events by replacing routine manual
actions with artificial intelligence algorithms.

This software product can be effectively used both at various online events and at
hybrid ones. The functionality of Headroom allows it to be used at online events of an
educational nature. In addition, Headroom’s internal algorithmswill allow you to receive
a transcript of your online event, participant notes. This kind of functionality is very
similar to various minutes of meetings, which according to the rules are accompanied
by a transcript.

It should also be noted that this kind of functionality will make it possible to resolve
some misunderstandings that may arise in the meeting mode, to raise reasons and prob-
lems. The Headroom functionality allows you to recognize emoticons and gestures in
real time. After the session is over, each participant of the online event can watch an
accelerated version of the online event, which will allow you to assess how the event
went, see the level of involvement of each event participant, and assess the balance of
the event. Automatic compilation makes it possible to generate a video with the most
vivid moments of the meeting.

Also, this system allows you to analyze: • facial expressions; • gestures; • audio
accompanying the online event; • text messages accompanying the online event.

As a result of the algorithm, you will receive the aggregated results of the meeting.
Also, the Headroom functionality allows you to highlight key information that was
presented at the online event. It should also be noted that the information from the
results of the analysis of the video stream, the video recording of the online seminar is
confidential and protected information. Thus, the Headroom functionality provides the
following advantages:

• audience engagement analysis, built-in algorithms for aggregating the obtained
results;

• high quality audio and video recordings of the online event;
• group chat;
• this software tool is safe, all information and analysis results are confidential

information;
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• meeting tools that help you conduct a workshop with elements of inclusion;
• built-in automatic transcription in real time;
• built-in automatic saving of notes for the team;
• built-in gesture recognition;
• searchable meeting knowledge base (video, notes, transcript, etc.)
• custom video summaries of each meeting
• generation of a transcript based on the results of the meeting.

It should be noted that Headroom is optimized for use with Google Chrome. The
team is currently working on adding full support for other popular browsers, as well as
providing support for the app on mobile devices.

Since the results of the meeting (videos, audio recordings, transcripts, survey results)
will be stored in the cloud, all information is confidential and only seminar participants
and invited people have access to this information.

The software tool Headroom is a powerful tool for more effective holding of online
meetings, seminars and conferences, the level of involvement can be assessed at the level
of passing a survey with further processing.

3.3 MeetingPulse

Another representative of this kind of software is MeetingPulse. This software tool is
used to hold a virtual or hybrid conference. MeetingPulse has many additional tools
that event organizers need for a successful conference—from synchronous polling to
sophisticated software to support online event management and delivery. This software
can be integrated with the following services: • Webex, • Microsoft Teams, • Zoom, •
Vimeo, • Youtube.

It should be noted that for the interaction of third-party services with MeetingPulse,
the developers have previously developed an API [9] with quite detailed documentation.
MeetingPulse software consists of 12 modules, each module has a certain functionality.
During the online seminar, you can create a survey that can be available both immediately
and at a certain time. In this way, the presenter/speaker can follow the results of the
survey in synchronous mode with the conference. Such tools make it possible to better
understand the state of the audience, the extent to which it perceives information.

In addition to the synchronous polling mode, there is also the option to create polls
before and after the conference. This kind of survey can be effectively used to assess the
residual level of information after the conference.

It should also be noted that the available voting mechanism in conference mode will
allow you to shape the agenda in advance, identifying the most popular topics. Poll and
voting results can be exported to a CSV file for further processing and representation
of the results. During the presentation, participants or listeners can react in real time to
what was said, in addition, the speaker can watch the “pulse” of the room, such auxiliary
synchronous mechanisms allow the speaker to analyze the state of the audience and its
ability to perceive information in real time.

At the beginning or during the online seminar, you can create questionnaires with
questions for audience segmentation. This approach will make it possible to more effec-
tively process the received information through clustering. In addition, you should note
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the possibility of conducting brainstorming sessions, creating and sending invitations to
your planned events.

Thus, it should be noted that MeetingPulse is a comprehensive solution for the
effective conduct of online seminarswith a fairly large number of tools, which allows you
to assess interest in real time using the results of the participants’ completion of various
survey plans. But it is quite difficult to fully assess the level of audience engagement
based on the emotional component using the MeetingPulse software tool.

4 A Software Tool for Analyzing the Degree of Involvement
and the Degree of Information Perception

4.1 Requirements for the Software Product

In the course of the literature analysis, we highlight the following register of priority
requirements. The main task of our software product is the ability to analyze the state of
attention, interest and subsequent perception of information by the audience. Thus, we
distinguish the following requirements:

• integration with the main systems for conducting virtual or hybrid conferences:
Webex, Microsoft Teams, Zoom, Vimeo;

• the possibility of building an emotional portrait and the level of interest of an indi-
vidual participant of a virtual conference from the corresponding video stream in real
time;

• building an emotional portrait and the level of interest of the virtual conference
audience from the corresponding video stream in real time;

• possibility of comparative analysis of received analytical information;
• possibility to cluster information by gender and age;
• creation of appropriate UI for aggregation and representation of relevant analytical

information;
• conference participant registration;
• the ability to create surveys:

– display polls before the start of the video conference,
– displaying polls synchronously with the conference,
– display of polls after the conference;

• access to the chat in parallel with the conference;
• export of results of polls and votes in CCV format;
• sending invitations to the relevant online event;
• creation of an interactive board for interaction of participants;
• creation of an appropriate API for further interaction of third-party services.

Each of the components of the register of requirements is an important component
of the analysis and provides the teacher with information about the state of preparation
and student engagement. For example, the possibility of creating a survey in parallel
with the conference is useful at various stages: at the beginning of the lesson, it allows
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you to update basic knowledge, identify gaps on a specific topic (which helps the teacher
understand the level of preparedness of the audience,make the right emphasis in teaching
the material, recommend material for repetition); in the middle of the lesson, the survey
helps tomaintain attention, to examine the level of perception; the survey at the end of the
conference gives an opportunity to assess the remaining level of information, to repeat the
main points. In general, the tool for creating surveys allows you to more qualitatively
assess how the audience perceives information. The possibility of exporting to CSV
format will enable better processing and analysis of the received information. Access
to the chat during the conference performs several useful functions: communication
(in the chat you can send text messages, various files with tasks, etc.), interaction with
the audience, interactivity of the lesson (using the chat for students’ answers to the
questions, using quick reactions or short answers), feedback function (a student can
write a comment or ask a question). The use of the chat allows you to partially check the
level of attention during the lesson, as it requires additional actions from the student in
accordance with the teacher’s task/question (for example, typing a message or putting a
mark in the chat).

Using an interactive whiteboard allows you to actively involve students in the les-
son and motivate them to study, make the lesson dynamic, interactive and multimedia.
The interactive whiteboard in online education is a useful tool for visualization and col-
laboration in creating and editing documents and images in real time, therefore it also
allows analyzing the state of students’ attention, their interest and involvement in the
educational process.

For now, we would like to emphasize that the requirements described above are the
most prioritized and those that significantly affect the ability to analyze the degree of
interest and the ability to perceive information. Next, we will consider the system of
external signs and visual markers that can be used in the analysis of the corresponding
video stream of the virtual conference.

4.2 Characterization and Interpretation of Visual Markers for Measuring
Student Attention and Engagement

So, attention is defined as a special form of mental activity, which manifests itself in the
orientation and concentration of consciousness on objects significant for the individual,
phenomena of the surrounding reality, on one’s own experiences [16, p. 71].

The content of mental activity turns out to be quite dynamic, that is, it constantly
changes with a relative delay on certain objects or actions. This fascination of a person
with something, orientation and concentration is called attention. One of the charac-
teristic features of attention is that a person subjectively feels himself where attention
is concentrated. Attention is a deeply personal phenomenon. Behind it are always the
subject’s needs, motives, goals, and attitudes. A person’s attitude towards the world
and other people is manifested in emotions, feelings, and desires. This attitude is also
reflected in attention. The surrounding reality, the phenomena in it, which correspond to
the needs and interests of the subject, determine his attention. A change in the attitude
of the subject to the object causes a change in attention. This is expressed in a change
in clarity (clarity, expressiveness) of the content on which the subject’s consciousness
is focused.



156 A. Spivakovsky et al.

From the numerous signals of the environment, a person selects what is necessary
for purposeful activity at the moment, depending on this, assigning a certain meaning
to each object. In the interaction with the environment, a selective display of objects
and phenomena by consciousness is formed, which is provided by attention. Selectivity,
which regulates cognitive and productive activity, is determined by the capabilities of the
individual, his orientation, the purpose of his activity. Processes of voluntary regulation
of activity (will) serve as mechanisms of selective attention.

Attention is not an independent reflection, not an independent mental process, atten-
tion does not have its object of knowledge. Attention to monitoring the dynamics of
mental processes is a condition for reflective activity at different levels of consciousness
[15, p. 247].

Like any mental phenomenon, attention cannot be studied directly, because men-
tal phenomena are subject to direct observation only by the person who experiences
them. Mediated markers are used to assess attention, such as non-verbal means of men-
tal activity, namely non-verbal sign systems. Among such systems, the following are
distinguished: optical-kinetic, para- and extralinguistic, proxemics, visual contact. Non-
verbal systems are a situational reflection of a person’s personal characteristics, namely
his mood, emotional background, and attitude. Nonverbal manifestations are involun-
tary and spontaneous (nonverbal markers carry 60–80% of information, respectively,
20–40% is verbal communication).

In terms of research, the optical-kinetic system and visual contact are important. The
optical-kinetic system of signs includes gestures, facial expressions, pantomime, which
are presented as a property of perceived general motility. Variousmanifestations of facial
expressions, gestures and pantomime signal the subject’s emotional state. Visual contact
is related to visual perception (eye movement). Visual contact helps to demonstrate
attention and interest. Means of non-verbal interaction are natural and unconscious,
which can be an argument for the objectivity of the non-verbal mechanism.

The face is the main source of information about a person’s condition. The act of
looking is a signal of interest, therefore, the most accurate information is conveyed by
a person’s gaze, since the expansion or contraction of the pupils is not controlled by a
person. When a person is interested, his pupils are dilated (by 4 times), when negative
emotions predominate, the pupils narrow (we are talking about expressed emotional
states).

Based on the analysis of the literature on the researched problem, it was determined
that external signs of attention include:

• a fixed, interested look (every 10 s);
• steady gaze in the direction of the speaker;
• looking into the speaker’s eyes (a sign of respect, readiness for contact);
• facial muscle tension (optional);
• slightly shifted eyebrows to the bridge of the nose; • slightly squinted eyes;
• eyes are dilated, seem larger than usual;
• vertical wrinkles on the forehead (concentration); • head tilted to the side;
• nodding the head (an act of approval); • slightly squinted eyes;
• touching the chin; • the hand touches the cheek;
• the index finger is vertical to the temple, the thumb supports the chin (critical

evaluation attitude);
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• rubbing the bridge of the nose, manipulating glasses (concentration);
• slightly raised eyebrows, wide-open eyes (surprise); • the body is bent forward;

We draw your attention to the fact that all visual signs are arranged in order from the
most significant to additional, auxiliary ones.

The opposite concept of attention, which negatively affects the student’s involvement
in the educational process and the quality of material perception, is inattention, which
is manifested by the following visual indicators:

• rubbing the cheek with the hand (it became boring);
• wandering gaze; • looking to the side; • head rubbing;
• touching the ear (not interesting to listen to);
• supporting the chin with the palm of the hand (uninteresting, fighting the desire to

fall asleep);
• lowers eyelids or takes off glasses (gets fed up when it’s over);
• tapping with a finger or pen (uninteresting);
• plays with objects with fingers (careless); • supporting the cheek with the hand;
• covering the mouth with the palm of the hand;
• hands crossed on the chest (indifference);
• the body is thrown back (not interesting); • looking at the clock;

Taking into account the priority and place in the hierarchy of visual indicators, as
well as the degree of complexity of their implementation in software, at this stage of the
research we selected the following main visual markers of attention and involvement
of students in the educational process as a basis for the development of the software
product: a fixed, interested look (every 10 s), steady gaze in the direction of the speaker;
eyebrows slightly shifted to the bridge of the nose; facial muscle tension (optional); head
tilted to the side; nodding the head (an act of approval).

Among the visual signs of inattention, the following indicators were chosen within
the scope of the study: wandering gaze; look away; covering the mouth with the palm
of the hand.

4.3 Use of Machine Learning Technology

The main driving force behind video stream analysis is the use of machine learning
methods and algorithms. We distinguish two main parts:

• algorithms that identify formalized visual markers from a video stream.
• algorithms that determine the level of interest of the audience and the degree of

perception of information.

It can be represented schematically as follows (Fig. 2).
The use of machine learning methods will make it possible to automatically analyze

and identify the visual and behavioral markers described above from the video stream.
The specified visual markers must be formalized in a certain way, convenient for use and
further processing by ML algorithms. With the help of built-in algorithms, the machine
learning system can distinguish certain visual factors that, in our opinion, can help
analyze the level of interest, as well as the degree of perception of information.
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Fig. 2. Scheme of the use ofML technology in the video stream analysis system of the conference

The next step is the need to aggregate and calculate the degree of attention. This task
can also be solved usingmachine learningmethods. After extracting visual markers from
the video stream, we evaluate them as indicators of the degree of interest for each specific
participant. Based on the collected information, we have the opportunity to aggregate,
cluster the received information and build an emotional portrait of the entire audience.

Thus, thanks to machine learning methods, we solve two main problems:

– automated selection of visual factors from the video stream.
– analysis of the influence of the received factors on the attention of the conference

participants
– aggregation and further interpretation of further results.

More specifics and details of the use of machine learning methods will be described
in our next scientific studies.

5 Conclusions

We reviewed the main AI-based tools that allow you to assess the audience’s attention
level in real time during online conferences. Among them, EmotionCues, HEADROOM
and MeetingPulse. These tools allow you to analyze the emotional component of the
audience in sufficient detail and effectively, but not all of them can be integrated with
popular online conference services, such as Microsoft Teams or Zoom, and they also
do not allow you to analyze the video stream in real time. That is why there is a need
to develop a specialized software product that will allow to fully assess the level of
audience engagement based on the emotional component, and can also be integrated
with services for conducting online meetings.

We identified the main requirements for the software product, described the visual
markers for measuring students’ attention and engagement. Also, we came to the con-
clusion that the main technology for the development of this product is the methods and
algorithms of machine learning.
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Abstract. Self-directed learning is seen as a key competence for survival in the
twenty-first century. Self-directed learning is not about learning; instead, it is a
meta-theory about learning how to learn. During the pandemic process, many
theoretical and applied courses were conducted via distance education. One of
these courses is the general chemistry laboratory. While the laboratory course
was conducted with distance education, simulation applications were used. For
the general chemistry laboratory experiments, first of all, theoretical lectures were
made over zoom. Afterwards, the students performed experiments using simula-
tion. The aim of this research is to determine the effect of the general chemistry
laboratory conducted with distance education and simulations on the chemistry
laboratory self-efficacy. The researchwas designed in a quasi-experimental design
model. The sample group of the research consists of 25 pre-service chemistry
teachers studying at a state university. Data were collected with the chemistry
laboratory self-efficacy scale. The data obtained from the chemistry laboratory
self-efficacy scale were analyzed. As a result of the research, it was determined
that the simulation-supported laboratory application had a significant effect on the
psychomotor self-efficacy and cognitive self-efficacy of the pre-service teachers.
According to the results of the research, pre-service teachers areworried and afraid
that they will not be able to do the experiment in the laboratory, so simulations are
effective in increasing psychomotor and cognitive self-efficacy as they are very
useful for preparation for the experiment.

Keywords: General chemistry laboratory · chemistry laboratory self-efficacy ·
pre-service chemistry teachers · Covid-19 Pandemic

1 Introduction

Students see chemistry as quite boring, difficult and challenging. Some subjects of chem-
istry, such as the structure of the atom and visualizing how chemical bonds occur, are
thought to be difficult to understand due to their nature [1]. It is stated that chemistry
is a difficult science and it is difficult to make a career in science [2]. Students gener-
ally do not want to study science courses except compulsory courses. In high school
and university, while students prefer biology-related courses, they prefer chemistry and
physics-related courses less [3]. Students aremore interested in science during secondary
school and can even acquire science knowledge. It is very important to ensure that this
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is also gained by students at other levels [4]. Many of the events in our daily life are
related to chemistry [5, 6]. Students are quite aware that chemistry is related to various
areas of our lives. In fact, these students are aware that problems will arise when they
think that their chemistry knowledge is insufficient to explain the relationship in these
areas [1].

Chemistry is an experimental science. In order to be an expert in this field, designing
an experiment is the most important requirement. For this reason, it is unacceptable
that traditional laboratory programs have content that provides little training for the
development of this skill [7]. Students do not forget very little of what they have learned
and they have difficulty in applying this information they have not forgotten [8]. In
order to make chemistry moremeaningful and interesting, more laboratory activities and
practical work should be done, and it is emphasized that it may be useful to associate
chemistry with daily life [9]. Practical activities related to chemistry will enable students
to understand that chemistry will be understandable and applicable [2]. Laboratory work
in chemistry should be an important component of the assessment of what is learned in
the chemistry course. Otherwise, failure will occur [10].

Educational institutions aim at the optimum use of technology in order to equip their
students with theoretical and practical knowledge so that they can use them in their
business life. It is estimated that the impact of the development of technology on higher
educationwill increase in the coming years [11, 12]. It is the responsibility of higher edu-
cation institutions to train the teachers of the future. In this context, education programs
should take necessary initiatives for future teachers to be aware of and learn how to use
educational technologies effectively in their teaching practices [13]. It is expected that
pre-service teachers have important technology skills and move from being computer
literate to technology competence [14]. According to the studies, it has been noticed
that pre-service teachers are willing to use technology in their future course applications
[15]. TheCovid-19 pandemic process necessitated the integration of technology andweb
tools into education. In this process, all theoretical and practical courses were carried
out with distance education. The biggest savior of practical lessons, namely laboratory
lessons, has been simulations. Simulations are explained as educational software that
allows learners to observe representations of processes that they cannot actually expe-
rience, and to create interaction within the program. Natural events at various scales
are modeled by scientists, simulations are developed and applied in order to understand
natural events [16].

With the development of technology, many experiments aimed at reaching large
audiences, especially expensive, dangerous and hard-to-reach experiments, are offered
to people in virtual laboratories with interactive simulations. In this way, students can
see the work done in the laboratory in the form of video in the computer environment for
educational purposes and experience it in the virtual environment [17, 18]. During the
pandemic process, many theoretical and applied courses were conducted via distance
education. One of these courses is the general chemistry laboratory.While the laboratory
course was conducted with distance education, simulation applications were used. It is
the best example of the application of the self-directed learning method with simulation.
In self-directed learning, the student experiences how to learn a subject better. Self-
directed learning provides each individual with the opportunity to learn at their own pace.
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The aim of this research is to determine the effect of the general chemistry laboratory
conducted with distance education and simulations on the chemistry laboratory self-
efficacy perception of pre-service teachers.

2 Method

Quasi experimental design was used in the research. The single-group pretest-posttest
quasi-experimental design is a type of research design often used by behavioral
researchers to determine the effect of a treatment or intervention on a given sample.
This research design is characterized by two features. The first feature is the use of a
single group of participants (i.e., single group design). This property indicates that all
participants are part of a single condition; that is, all participants are given the same
application and assessments. The second feature is a linear sequence (i.e., a pretest-
posttest design) that requires evaluation of a dependent variable before and after an
implementation. In the pretest-posttest research designs, the effect of the application is
determined by calculating the difference between the first evaluation and the final [19].
Before starting the research, a pre-test is administered to the participants. The teaching
method whose effectiveness will be examined is carried out by the teacher, followed by
a post-test. Then, the change in pre-test and post-test scores is examined [20].

2.1 Sample

While determining the sample of the research, the purposeful sampling method, which
is one of the non-random sampling methods, was used. Purposeful sampling is the
selection of a sample using the personal judgments of researchers to select a sample based
on previous knowledge of a group and the specific purpose of the research [21]. This
sampling method offers researchers opportunities to overcome time-related problems
and to be quickly and easily accessible to participants [22].

The sample group of the study consists of 25 volunteer pre-service chemistry teachers
who take the analytical chemistry laboratory course at Hacettepe University Faculty
of Education. The research was carried out in the spring semester of 2021–2022 in
the general chemistry laboratory course. The frequency and percentage values of the
demographic characteristics of the sample group are given in Table 1.

2.2 Data Collection Tools

Data were collected with the chemistry laboratory self-efficacy perception scale. The
chemistry laboratory self-efficacy perception scale was developed by Alkan (2016) [23].
Consisting of 14 items, the scale has a 2-factor structure. Cronbach Alpha internal
consistency coefficient for the whole scale 0.885. Cronbach Alpha coefficient for sub-
dimensions was psychomotor self-efficacy (PSE) 0.847, cognitive self-efficacy (CSE)
0.818.
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Table 1. Demographic details and characteristics of sampling.

Categories f %

Gender Female 21 84

Male 4 16

Age 18 19 76

19 4 16

20 2 8

Grade 1 21 84

2 3 12

3 1 4

Total 25 100

2.3 Application Process

While the general chemistry laboratory course was conducted with distance education,
simulation applications were used. For the general chemistry laboratory experiments,
first of all, theoretical lectures weremade over zoom.Afterwards, the students performed
experiments using simulation. The simulation steps developed by the Royal Society of
Chemistry used in the application are given below (Figs. 1, 2, 3, 4 and 5).

Fig. 1. Simulation steps.
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Fig. 2. Simulation steps theoretical knowledge.

Fig. 3. Simulation steps tools and equipment knowledge.

2.4 Data Analyze

SPSS23 was used in the analysis of the quantitative data obtained from the study. After
the distance education and chemistry laboratory simulation applications, the difference
between the pre-test and post-test scores was examined with the Wilcoxon Signed Rank
test. Before starting the analysis, the assumption of normality was examined. According
to the literature, non-parametric tests are recommended if the sample size is <30 and
the distribution is not normal [24]. Another literature states that the number of samples
reaching 30 ensures that the distribution of the averages approaches normal [21]. In this
study, the assumption of normality was tested statistically through the significance level
of the Shapiro-Wilks test. According to the results of the analysis, since Shapiro-Wilks
p < .05 normality assumption was not provided, non-parametric tests were used [25,
26].
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Fig. 4. Simulation steps virtually experiment.

Fig. 5. Simulation steps calculation.

3 Results

Results on the normality assumption
The normality of the data obtained in a study can be determined by using descriptive,
graphical and statistical methods [27]. Whether the data show a normal distribution in
studies can be determined by using descriptive, graphical and statistical methods [28]. In
this study, the normality assumption of the chemistry laboratory self-efficacy scale data
was analyzed using descriptive methods and statistical analysis. In descriptive methods,
some statistics such as arithmetic mean, standard deviation, mode, median, kurtosis and
skewness coefficients were analyzed [29]. The results are given in Table 2.

When Table 2 is examined, it is seen that the mode and median values of the pretest
and posttest data of the scale are different from each other. It is noteworthy that the
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Table 2. Pretest-posttest scores normality assumption according to descriptive methods.

Observed variables Mean SD Mode Median Min Max Skew. Kurt.

PSE Pre-test 3.18 .49 3.00 3.29 1.86 4.14 −.57 1.31

Post-test 4.33 .39 4.14 4.29 3.57 5.00 −.01 −.63

CSE Pre-test 3.36 .51 3.14 3.43 2.29 4.57 −.31 1.27

Post-test 4.39 .38 4.00 4.43 3.86 5.00 .16 −1.47

Note: Skew. = Skewness; Kurt. = Kurtosis.

kurtosis and skewness values are not between +1.5 and −1.5. According to descriptive
methods, it can be said that the distribution is not normal according to kurtosis, skewness,
mode and median values.

The normality assumption of the chemistry laboratory self-efficacy scale data was
examined by statistical analysis. In statistical methods, examinations are usually made
with the Shapiro-Wilks Test or the Kolmogorov-Smirnov Test [27]. In order for the data
set to show a normal distribution, non-significant values should be obtained from these
tests. Shapiro-Wilks Test results are taken into account when the number of people in
the examined group is less than 50, and Kolmogorov-Smirnov Test results when it is
more than 50 [30]. For this research, Shapiro-Wilks Test was evaluated and the data set
does not show a normal distribution because the results were significant (Table 3).

Table 3. Pretest-posttest scores normality assumption according to statistical methods.

Observed variables Shapiro-Wilk

Statistic df Sig.

Psychomotor self-efficacy (PSE) Pre-test .940 23 .247*

Post-test .907 23 .496*

Cognitive self-efficacy (CSE) Pre-test .916 23 .051

Post-test .799 23 .024
* p > 0.05.

The sample of the study was less than 50, Shapiro-Wilks Test results were evaluated
while analyzing statistical methods. Although this value is not significant in most of
the sub-dimensions of the scale, it is seen in the dimensions that are significant. It was
observed that the data deviated from the normal distribution and it was determined that
it did not provide the statistically normality assumption.

Chemistry laboratory self-efficacy perception pre-test post-test results
Chemistry laboratory self-efficacy perception pre-post test scores should be examined
from descriptive data. In the psychomotor self-efficacy (PSE) dimension, the pretest
X:3.18, the posttest X:4.33, is. It is noticed that the pretest X:3.36, posttest X:4.39, in
the cognitive self-efficacy (CSE) dimension.
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As a result of the examinations, the data obtained from the research do not meet the
normality assumption descriptively. The effect of general chemistry laboratory practices
supported by simulations on pre-service teachers’ chemistry laboratory self-efficacy
perception was investigated. For this purpose, Wilcoxon Signed Rank test was used to
examine whether there was a significant difference between pre-test findings and post-
test findings in the chemistry laboratory self-efficacy perceptions of pre-service teachers.
The results are shown in Table 4.

Table 4. Wilcoxon signed-rank test results chemistry laboratory self-efficacy perception scale
pretest-posttest scores.

Observed variables Mean rank Sum of ranks Z p

Psychomotor self-efficacy
(PSE)

Negative ranks 4.00 4.00 −4.269 .000

Positive ranks 13.38 321.00

Cognitive self-efficacy
(CSE)

Negative ranks 5.00 5.00 −4.249 .000

Positive ranks 13.33 320.00
* p < 0.05
a. Based on negative ranks.

When the table is examined, it is seen that there is a statistically significant difference
between the psychomotor self-efficacy (PSE) sub-dimension of the chemistry laboratory
self-efficacy scale and the pre-test scores of the cognitive self-efficacy (CSE) dimension
(Z = −3.802, −3.034; p < 0.05). It is noteworthy that the pre-application average (X:
3.18) of the pre-service teacher in the psychomotor self-efficacy dimension was after
the application (X: 4.33). While it is average (X: 3.36) according to the cognitive self-
efficacy dimension, it is seen that after the application (X: 4.39). Based on these results,
it can be said that distance education and experiment simulation applications in the
general chemistry laboratory have a significant effect on the development of pre-service
teachers’ chemistry laboratory self-efficacy perception.

4 Discussion and Conclusion

This research was carried out to determine the effect of distance education supported
by simulation applications in the general chemistry laboratory on the perception of
chemistry laboratory self-efficacy of pre-service chemistry teachers. As a result of the
research, it was determined that distance education had a significant effect on developing
the chemistry laboratory self-efficacy perception of pre-service chemistry teachers. The
effect of distance education on chemistry laboratory self-efficacy perception is also sup-
ported by other research results. When the sub-dimensions of the chemistry laboratory
self-efficacy perception scale were examined in the study, it was determined that there
was a difference between the pretest/posttest scores in the psychomotor self-efficacy and
cognitive self-efficacy dimensions of the scale.
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The positive effect of simulation-supported applications obtained as a result of
the research on affective properties is supported by the literature. Technology-assisted
instruction is effective in facilitating behavioral, cognitive and emotional participation
of students [31]. Simulations appear as technology-supported applications. The simula-
tions used in the general chemistry laboratory enabled the students to better understand
the steps followed in the experiment process. For example, they comprehended the
pre-preparations and process steps of applications such as weighing, mixing solutions,
stoichiometry, titration, the execution of the experiment and the use of the data obtained
as a result of the experiment in the calculations, with the steps followed in the simulation.

As a result of the research, it was determined that the psychomotor self-efficacy and
cognitive self-efficacy of the simulation-supported laboratory application pre-service
teachers increased significantly. In simulation, before the student starts an experiment,
prior knowledge about that experiment is checked. Concepts, units, andmaterials related
to the experiment are subjected to a test that tests the knowledge of the material to be
used in the experiment. The student who cannot get the valid score from this test cannot
proceed to the next stage. At this stage, pre-service teachers developed cognitive self-
efficacy. Technology-supported applications increase class participation and motivation.
This is emphasized by teachers as the strength of technology [32]. There is a great deal
of evidence proving that technology-assisted learning applications provide affective and
cognitive benefits and create an interactive and social learning environment [33–35].

It is reported that the computer-assisted simulation program in the chemistry course
contributes positively to the understanding of the concepts and principles [36]. The
effect of simulations on academic success related to chemistry course was also exam-
ined. As a result of the research, it was determined that the simulation activity used
in the chemistry lesson significantly increased the success of the lesson [37–39]. It
was also investigated whether it caused differentiation in self-regulation skills in sci-
ence lessons taught using the simulation program. As a result of the research, it was
stated that the simulation activity was effective in the acquisition of intuitive knowledge,
could define and interpret the simulation outputs, and as a result, self-regulation skills
developed [40]. In the research on the effect of simulations on science achievement, the
course was taught with the PhET simulation application. According to the results of the
research, it has been reported that there is a significant difference between the lessons
taught with the traditional method and the lessons taught using the simulation method in
terms of science achievement [41]. Simulation laboratory activity offers students oppor-
tunities such as communicating learning objectives, giving detailed information about
activities, data visualization and working with chemical solutions [42]. As a result of
the research, cognitive self-efficacy of pre-service teachers is supported by the positive
effect of technology-supported applications on achievement and attitude.

As a result of the research, it is another research finding that pre-service chemistry
teachers developed psychomotor self-efficacy. It is surprising to achieve such a result
without going into the laboratory and touching the materials one by one. This can be
explained by the fact that the technology-assisted learning system increases students’
learning satisfaction and motivation [43]. Educational technologies, virtual applications
and mobile technologies provide access to these technologies outside the classroom.
These technologies have the potential to enrich the teaching and learning experience in
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different subject areas [44, 45]. Technology-supported activities have many advantages
in chemistry as they allow students to mix, run and react chemical solutions with a few
mouse clicks [46].

Science learning includes many complex and abstract concepts that are difficult to
understand [47]. Abstract concepts have a very negative effect on students’ learning
of chemistry. It is clear that there is disconnect between theoretical knowledge and
skill practice [48]. Simulations can be used as the only tools to overcome all these
negativities simulations. It is a system ofmultiple, complex and advanced non-stationary
models.With the virtual reality created by simulations, it helps to better understandmany
situations that may pose a danger. In the educational environment, teachers provide
students with the opportunity to create experiments without a risk environment and to
observe the result [49]. Chemistry laboratory is the only places for self-directed learning.
Here, the student tries to learn the subject he wants to learn by making experiments with
different aspects [50]. Pre-service teachers can access simulations and repeat experiments
whenever they wish. Simulations are very good resources for applying the self-directed
learningmethod.With the simulation, the student progresses and learns by repeating each
step as much as they want or by going fast. Therefore, they feel themselves developed
psychomotorly.

In this study, the effect of simulation-supported general chemistry laboratory prac-
tices on pre-service teachers’ perception of laboratory self-efficacy was investigated.
Simulations test whether the pre-service teachers know the tools and equipment to be
used in the experiment and the necessary chemicals, and check the theoretical knowl-
edge about the subject. If the candidate’s knowledge is at a sufficient level, he moves
on to the next stage of the simulation. If it’s not enough, it tries until it’s enough. In the
next step, the experiment is performed virtually. Here, the candidate has the opportunity
to try the experiment as many times as he/she wants. In these trials, the experiment can
reach the state it should be under the best conditions or it tests what results it should have
when it should not be at all. Students are curious in the laboratory. Teachers often say,
“What would happen if we exposed it to more heat?” confronted with such questions.
Simulation allows the student to test all the questions he/she is curious about and see
the result. Finally, the simulation shows how to use the data from the experiment to cal-
culate the experiment result. Simulations allow each individual to progress at their own
learning pace. Virtual applications cannot provide the competencies that will be gained
by experimenting in the laboratory. For this reason, it is recommended for teachers to
use simulations to prepare students for the experiment in the post-pandemic period, or
to offer them as helpers to remember things they forgot after the experiment.
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18. İnce, E.Y., Kutlu, A.: Web based laboratories [Web Tabanlı Laboratuvarlar] (2016). http://ab.
org.tr/ab14/bildiri/34.pdf. Accessed 24 Apr 2020

19. Cranmer, G.: One-group pretest–posttest design. In: Allen, M. (ed.) The Sage Encyclopedia
of Communication Research Methods, pp. 1125–1126. SAGE Publications, Inc. (2017)

20. Mertler, C.A.: Chapter 7 quantitative research methods. In: Introduction to Educational
Research, 3rd edn. SAGE Publications, Los Angeles (2022)

21. Fraenkel, J.R.,Wallen, N.E., Hyun, H.H.: How toDesign and Evaluate Research in Education,
8th edn. Mc Graw HIll, New York (2012)
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Abstract. The article examines the peculiarities of the use of digital tools (DT) in
the education of students of the specialty 012 Preschool Education in the discipline
«Art needlework». The authors identified the aspects of the study of the problem
of using digital tools in the professional training of future teachers, carried out by
modern scientists. The relevance of the application of DT for mastering practical
disciplines by bachelors in the process of distance learning is determined. It was
established: the lack of development of future bachelors in the field of preschool
education competence regarding the application of DT for the organization of
artistic and productive activities of preschool children. A model of the use of
these digital tools in the process of teaching the discipline «Art needlework» has
been developed. The experience of using various digital tools of visualization,
collective interaction, game services, augmented reality in mastering disciplines
is described, such as: Genially, Jamboard, Conceptboard, Kahoot, H5P, Craiyon,
Deepdreamgenerator,Dreamstudio,Canva, Fotor, LightShot, FannyPho.to,Blipp-
builder. The effectiveness of the use of digital tools for mastering practical disci-
plines in the distance format of the training of bachelors of preschool education
has been proven.

Keywords: digital tools · ICT competence · higher education · educational
process · artistic construction

1 Introduction

1.1 Problem Statement

The global challenges of recent years have strengthened the modern trends in the devel-
opment and implementation of distance education. Distance learning has become a
forced reality for the Ukrainian education system. Due to the full-scale invasion of the
Russian occupation forces in Ukraine and the potential danger for students, education
is carried out in a mixed format with a significant predominance of distance education.
New approaches, means, methods and tools for organizing the educational process have
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become extremely relevant. Digital tools have become the object of close attention from
educators at all levels. The experience of their effective use has shown potential oppor-
tunities for solving the problems of youth education, training of qualified specialists,
however, a large part of the issues needs further consideration.

Before the start of the coronavirus pandemic (2020), electronic training courses
(ETC) were created at the Borys Grinchenko Kyiv University, and considerable
experience of educational interaction using ICT in a distance format was accumulated.

ETC were developed on the Moodle platform and were filled in accordance with
the educational program of the specialty 012 Preschool Education. The development of
electronic training courses for the specialty 012 Preschool education was carried out
taking into account the specifics of the specialty, the main difficulty of which is the
social-communicative direction of the disciplines, which involves the formation of a set
of student competencies related to interaction with people.

Comparing educational disciplines, it isworth noting that theyhave a different ratio of
the amount of theoretical knowledge andpractical skills that a studentmustmaster. This is
important for filling electronic courses of academic disciplines and selecting digital tools
for their provision. Themost difficult is the development and implementation of practical
direction disciplines, such as «Art needlework» (for students of the 1st year study, the
first (bachelor) level of higher education of the educational and professional program 012
Preschool education), since they contain more than 80% of practical material and require
the development of their ownmanual skills the ability of students, which is accompanied
by the accumulation of methodical knowledge and skills in the use of various techniques
and methods of creative activity in the educational process of a preschool education
institution. The task of effective organization of practical classes in online and remote
format is a real challenge for teaching practical disciplines. This is explained by the fact
that practical activities in such a discipline are based on the interaction of the participants
of the educational process and require, along with the acquisition of special professional
competences, students tomaster a number of technical manual skills ofmaking products.

1.2 Literature Review

Research related to distance learning of practical disciplines by means of ICT technolo-
gies allows us to note that the search for effective means of distance learning is particu-
larly relevant. Many scientists and practitioners pay attention to the issue of integration
of various forms of educational information, as well as combining methods of commu-
nication and interaction in university education: V. Bykov, O. Buynytska, S. Vasylenko,
L. Varchenko-Trotsenko, N. Morse, O. Spirin, O. Pinchuk [4, 5, 15, 16].

In Ukrainian pedagogy, the problem of using digital tools in the process of profes-
sional training of future teachers is presented in the works of Bielienka G., Kovalenko
O., Kozak, L., Nezhyva L., Miyer T., Palamar S., Ponomarenko T. [3, 10–12, 18, 22].

The publications of Ukrainian scientists consider a variety of digital tools for orga-
nizing various forms of educational interaction, in particular the use of cloud technolo-
gies (Korobeinikova T. [13], Proshkin, V. [21]), word cloud services for the students
development of thinking functions (Nezhyva, L., Palamar, S., Marienko, M. [18]), AR
technologies - 2D and 3D modeling in the educational process (Kozak L, Kozlitin D.
[11]), creation of open resources for practice (Velychko V., Fedorenko E., Soloviev V.
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Dolinska L. [6]). The question of the necessity of forming ICT competence among edu-
cators, since media literacy of preschool children is an integral component of the content
of modern preschool education, was analyzed byYankovych, O., Chaika, V., Ivanova, T.,
Binytska, K., Kuzma, I., Pysarchuk, O. Falfushynska, H. Arguing the need to modernize
the training of young specialists Yaroshenko O. Samborska O., Kiv A. suggest using a
comprehensive approach to the digital training of future teachers [13]. The experience of
teaching the disciplines of the specialty 012 Preschool education in the online format is
revealed in the study of Bielienka, A., Polovina, O., Kondratets, I., Shynkar, T., Brovko,
K [3].

Modern foreign authors investigate various aspects of the problem of the digital tools
introduction in the educational process of higher education institutions, in particular the
integration of digital technologies into teaching and learning of students (Wan Ng [19]),
which prove the effectiveness of using digital tools for learning in higher education,
attention is focused on the importance searches for effective means of distance and
online education, because, according to scientists, this is what awaits us in the future
(Kim J. [9]; Pérez-Jorge D. [20]).

On the other hand, the study of the students preferences from different countries
of the world testifies to the importance of educational communication in the process
of studying creative disciplines (Akinci M. [2]), because students feel a strong need
for live communication in order to master creative and socially oriented professional
subjects (Jalongo M. [8]). The problem of conducting creative workshops in which
direct physical contact with materials in higher education is important is highlighted in
the work of Davidaviciene V., Zvirble V., Daveiko J. [7]. This problem is relevant for
us as well. Therefore, when developing the content of the discipline, we focus on online
interaction with students; this form has a number of advantages for practical educational
subjects [14].

According to the professional standard of «Educator of a preschool education insti-
tution», (https://mon.gov.ua/ua/npa/pro-zatverdzhennya-profesijnogo-standartu-vihova
tel-zakladu-doshkilnoyi-osviti) (the main document that regulates professional (job)
duties) information and communication competence is included in the list of profes-
sional skills of an educator. It includes the ability to use ICT and electronic educational
resources to organize the educational process in a preschool education institution. In
accordance with these requirements, educational programs for students of the specialty
012 Preschool education are being built. Therefore, educational disciplines, along with
professional tasks, include mastering ICT and creating educational content for children
of early (1–2 years) and preschool (3–6 years) age.

1.3 The Aim of the Research

In view of the above, the purpose of the article is to substantiate the expediency of
using DT in disciplines of a practical direction and highlight the experience of forming
the professional competences of future teachers of preschool education using digital
tools in the process of teaching the educational course «Art needlework» on the Moodle
platform.

To achieve this goal, it is necessary to solve the following tasks: to analyze scientific
sources on the problem of DT application in pedagogical education; to develop criteria,

https://mon.gov.ua/ua/npa/pro-zatverdzhennya-profesijnogo-standartu-vihovatel-zakladu-doshkilnoyi-osviti
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indicators and levels of formation of ICT competence in the process of learning the
educational discipline «Art needlework»; to investigate the state of formation of ICT
competence while studying the discipline «Art needlework»; to consider the possibilities
of using DT in interaction with students in the process of studying the discipline «Art
needlework».

The following theoretical and empirical methods were used in the research process:
analysis of electronic resources and educational programs, methodological manuals;
observation method, student questionnaires, diagnostic tasks with the aim of identifying
the level of ICTcompetence of future specialists in the specialty 012Preschool education.

2 Results of the Research

In order to verify the results obtained during the theoretical study, an empirical studywas
conducted. A group of students of the first and second year of the bachelor’s degree in
specialty 012 «Preschool education» (132 full-time and part-time students) of the Faculty
of Pedagogical Education of the Borys Grinchenko Kyiv University participated in the
research.

At the first stage of the research,we determined the level of students’ ICT competence
based on the «Description of Digital Competence of a Pedagogical Worker» (2019)
proposed by N. Morse, O. Bazelyuk, I. Vorotnikova [17], adapted in accordance with
the professional standard «Preschool Teacher» (2021) [1].

According to the «Description of Digital Competence of a Pedagogical Worker»
(2019) adapted in accordance with the professional standard «Educator of a Preschool
Education Institution» (2021), criteria and indicators for evaluating the level of ICT com-
petence formation in the process of mastering the practical discipline «Art needlework»
among students of specialty 012 Preschool education were determined (Table 1).

The levels of formation of ICT competence of education seekers were also deter-
mined. We set ourselves the goal of forming ICT competence at the «Beginner» and
«Integrator» levels, since the discipline «Art needlework» is studied by students in the
1st year study and in the first semester of the 2nd year study. Further improvement of
skills to the «Expert» level takes place in senior courses in the process of studying the
disciplines of the specialty 012 Preschool Education.

To conduct the research, we added the level «Elementary» to indicate students who
have a low level of digital literacy formation.

Elementary – has general ideas about the use of modern gadgets, Internet resources,
knows about different ways of obtaining information, orients himself in the use of digital
services, uses services of an entertainment nature, does not have experience in using and
creating various services and resources for education.

Beginner - observes safety techniques in handling digital means, knows about safe
behavior in the digital space, adheres to the principles of academic integrity. Consciously
uses digital services for collaboration in the process of educational activity. Uses Internet
resources to acquire knowledge and skills. Uses digital educational resources offered by
the teacher in class. Creates text and digital presentations for educational purposes. Stores
and organizes digital educational resources for personal use. Uses digital services in the
organization of artistic and productive activities with preschool children (visualization,
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Table 1. Criteria and indicators for assessing the level of formation of students’ ICT competence
in the process of mastering the practical discipline «Art needlework»

Criteria Indicators

Digital literacy understanding the importance of safe behavior
in the digital space; understanding the role of
digital tools and resources in educational
activities; avoiding risks to health (physical and
psychological) in the digital space; assessment
of data reliability and reliability of digital
sources and resources; distribution and joint use
of digital educational resources using links or
attachments, letters, joint documents; creation
of electronic documents (text and multimedia)
for training; creation and collective use of
digital educational resources

The use of digital tools and applications for
educational activities

use, editing, modification, combination of
digital resources and services in accordance
with the educational goal and task; independent
monitoring and analysis of effective digital
technologies that can be used for training; use
of digital educational environments; creation of
text and multimedia educational products

The use of digital tools for organizing
interaction with children

selection of digital resources necessary for
educational interaction with parents and
children, taking into account the purpose,
conditions, age and needs of pupils; evaluation
of their effectiveness in interaction with
preschool and early-age children; creation of
digital educational resources (clips of cartoons,
presentations, games, tasks), use of cartoons
together with children; selection of educational
content for children in accordance with the
didactic requirements of video content, digital
environment, augmented reality for the
development of children’s artistic and creative
competence; using digital services to create
interest and present interesting material to
engage children in artistic and productive
activities

selection and use of ready-made educational resources). Uses digital services to create
simple educational products (presentation, video).
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Integrator – uses digital services to jointly create new digital educational resources.
Demonstrates independence in finding learning sources for the development of ICT com-
petence. Confidently uses digital services for own educational activities. Exchanges edu-
cational materials with classmates. Methodically competently uses digital technologies
in interaction with pupils and parents. Creates educational products using various digital
tools and services. Effectively uses self-created digital educational resources. Combines
and adapts digital services for use in joint activities with children of preschool age. The
study of students’ readiness to use digital tools in educational and professional activities
shows that 78.78% of respondents feel the need to improve their own digital competence
level, 84.84% of respondents noted that learning requires mastering (acquiring skills)
of various digital services. 91% of students want to acquire the ability to use digital
services to organize the artistic and productive activities of preschool children.

At this stage of the experiment, we offered students to perform practical tasks on
creating educational content (cartoons, games, video tasks) using DT. Students were
unable to complete the proposed tasks (100%), which indicates a lack of knowledge and
skills in using DT.

The analysis of the results of the answers to the questions made it possible to deter-
mine the level of formation of the ICT competence of the education seekers at the
ascertainment stage of the research. 86 respondents (65.15% of those interviewed) were
assigned to the elementary level, 34.84% of the students were elementary level.

The study of students’ opinions regarding the forms of studying the discipline in
distance and online formats shows that 84.84% of respondents consider online learning
the most effective (lectures and practical classes are carried out in real time with the
presence of a teacher), 20 respondents, i.e. 15.16%, consider it the most convenient
distance format is considered for studying the discipline. This distribution of opinions
in favor of online learning was argued by the respondents as follows: the information
provided by the lecturer is easier to understand, there is an opportunity to clarify unclear
things, in the discussion process it is possible to express one’s own opinion and hear
the opinion of fellow students, there is an opportunity to present one’s practical work,
to ask for advice on its implementation in if necessary. Also, among the advantages of
synchronous online learning, students mention significantly less tiredness, the ability to
collectively interact, communicate, and receive emotional contact, which increases the
level of productivity and interest in the process of joint activities, and thus contributes to
the memorization of information. Respondents were not asked the question of the desire
to master the discipline in an offline format, due to the security situation in Ukraine and
the impossibility of providing 100% security guarantees for students.

The analysis of the results of the tasks and the survey allowed us to come to the
conclusion that distance tasks require concentration of attention, rational distribution of
time and significant self-discipline from students, therefore this format is much more
difficult. According to the respondents, the use of various digital services in the organi-
zation of educational interaction facilitates the perception of information in the distance
format of obtaining education.
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2.1 Results of the Formative Stage

The formation of professional competences in the organization of artistic and produc-
tive activities with children of early and preschool age in the process of studying the
discipline «Art needlework» was combined with the acquisition by ICT students of com-
petences related to future professional activities andwas carried out in several directions:
formation of digital literacy; development of skills in the use of digital tools and applica-
tions for educational activities; using digital tools to organize interaction with preschool
children.

At the formative stage of the study, the success of tasks was systematicallymonitored
and students surveyed about the effectiveness of using various digital services in the pro-
cess of studying the discipline,with the aimof preventing difficulties and optimizing edu-
cational activities (https://elibrary.kubg.edu.ua/id/eprint/27905/1/digital%20comp%20t
eacher%20Morze.pdf).

Based on the results of the analysis of scientific sources on the problem of the
application of DT in the educational field and the results of a diagnostic study, we have
developed a model of the use of digital services in educational interaction with students
in the discipline «Art needlework» (Fig. 1).

Fig. 1. The use of digital services in educational interaction with students in the discipline «Art
needlework»

In our opinion, online training organized with the help of various video communi-
cation services is more rational, efficient and effective. In the course of work, the most
convenient to use were Google Meet and Webex Meeting. These services were used not
only for conducting lectures, but also for practical classes. The execution of products,
the use of techniques was demonstrated with the help of a vertical camera attached to
a tripod. This method is very convenient, because it happens in real time, there is an
opportunity to work with the audience, answer questions and demonstrate work with the
product.

https://elibrary.kubg.edu.ua/id/eprint/27905/1/digital%20comp%20teacher%20Morze.pdf
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At the first stage of mastering the discipline in the online format, considerable atten-
tion is paid to the formation of skills in using the resources of the electronic training
course. Formation of skills to work synchronously in online services, completing edu-
cational tasks, to stick to the specified time, to rationally distribute responsibilities,
to navigate in information resources, to communicate in a group and with a teacher, to
draw up the results of completing tasks properly. For full-time students, this stage passes
quickly enough, already during the second use of the service, the interaction is more
harmonious and productive. Part-time students experience difficulties much longer. The
results of the survey indicate that 80% of students experienced significant difficulties in
using the Moodle platform and digital services. They need a detailed explanation and
spend much more time during the couple on using services and working with electronic
resources.

For coordinated and effective work, students are recommended to use a personal
computer and a smartphone, as well as, taking into account the specifics of the discipline,
a holder for a camera or phone. The use of these gadgets allows you to communicate
and interact in class at the same time. Elements of gamification, augmented reality,
and interactive interaction services are used in classes for the formation of relevant
professional competences in the students of education, in the process of remotemastering
of practical disciplines.

Interactive presentations, quizzes, quests, educational gameswere used in the process
of studying theoretical material at online lectures. For example, at the lecture «Using
natural and residual material in construction and modeling activities with preschool
children», all the questions of the educational session were presented in the form of
a quiz developed in the Kahoot service. When answering the questions, all students
had the opportunity to express their own opinion, see the answers on the infographic,
evaluate the correctness or falsity of the answer, discuss and get explanations from the
lecturer on the issues under consideration. In this way, students: analyze the question,
give an answer to it based on their own knowledge and experience, see the distribution
of opinions on the question on the graph, hear the arguments of others, defend their
own opinion, get closer to understanding the essence of the problem and its importance,
understand the gaps in their own knowledge and have the opportunity to expand their
knowledge. This way of presenting the material, namely, interest in the question, before
its consideration and explanation, helps to deepen the interest and attention of students
to the topic of the lecture. Kahoot, H5P, Poll-maker, Ranked List services were used to
organize the quizzes.

Creating interactive elements of lectures with the help of Interacty and Genially
services allows you to keep the attention of the audience by including them in vari-
ous activities related to the subject of the lesson, reduces fatigue, maintains interest,
and enriches the experience of students in using digital learning tools. The process of
presenting theoretical material allows you to visualize what has been said, supplement-
ing it with examples using various tools. For example, tools in the service Interacty
Then&Now allows you to demonstrate children’s products made for the first time and
after 3–4 times of practice.

The Memory game offers to combine two identical pictures, helps memorization.
The pictures contain images that illustrate the main positions of the practical lesson,
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for example, «Safety techniques in the art work lesson for preschool children». Among
the problems that students have in the process of preparing for the online class in the
discipline «Art needlework» is the lack of a complete list of materials and tools for the
class. In the face-to-face format of the meeting, students quickly solve such problems
by sharing among themselves. However, improper preparation for practical classes in
synchronous online mode does not allow the student to focus on practical activities,
which leads to lagging behind the pace of work in the group, inattention and difficulties
in completing the educational task. Such situations arise due to the inattentiveness of
the applicants in the process of preparing for the lesson, therefore, at the end of the
presentation, the students are offered a list of the necessary materials, as well as a
Memory game, which contains the materials needed for the next pair in the images.
They have the opportunity to play it while preparing for the next match. The survey
shows that all students like this game, although students don’t always play it, sometimes
they use a normal list of materials.

«Bank of ideas» are created during the discussion in practical classes, and Jamboard,
Padlet, Linoit, andConceptboard are used to activate learning activities. At the beginning
of the pair, while discussing the main theoretical questions of the lesson, students are
invited to look at thematic pictures on the Internet for a fewminutes and choose the most
interesting ideas, place them on the board for further analysis. For example, during a
practical lesson, students are asked to search for productsmadeof naturalmaterial, review
the options offered by the Internet and choose the one that will correspond to the older,
middle and younger age groups of the kindergarten in terms of material requirements,
aesthetics, and level of manufacturing complexity. Students mix the selected images on
Jamboard pages, creating an «Bank of ideas». The selected pictures are discussed in the
group, the proposed ideas are analyzed according to the criteria, and then the products
are made according to the task, taking into account the discussed features of the product
(Fig. 2).

An interesting tool for creating a discussion and checking the level of students’
preparation for practical classes is the use of neural networks.Duringpractical classes,we
used services that quickly generate images Craiyon, Deepdreamgenerator, Dreamstudio.
Each student is invited to generate his own image based on a reference word, for example
«origami» and with the addition of concepts related to the topic. The students evaluate
and discuss the generated images from the point of view of the features of the product in
the specified technique, share interesting images, and give suggestions for improvement.

The acquisition by future teachers of the necessary practical skills and skills of man-
ufacturing and artistic design of products, technological methods of processing various
materials, working in various techniques requires practical training. Therefore, while
making products, students record each stage of work by creating a technological map,
video clip or slide show with the help of various services.

Students publish finished technological maps on online boards, with the aim of shar-
ing experiences, successes and shortcomings, as well as evaluate each other’s work,
commenting and giving advice. The exchange of experience in the process of collective
interaction, the analysis of successes and failures is an important component of edu-
cational activity, it allows you to easily remember the main theoretical propositions,
supporting them with a direct example (Fig. 3).
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Fig. 2. «Bank of ideas» was created during a practical session by students using the Jamboard
service

Fig. 3. Technological map of the product

To form students’ ability to use educational resources, technically prepare works
in various services, and collectively interact online, we used the most simple, easy-
to-use and easy-to-use digital services. This is due to the fact that in one practical
lesson, educational goals combine the formation of several professional competencies,
and therefore the time allocated for each activity is clearly planned and executed.

Having formed the basic skills of digital literacy in students, we deepen their ability
to effectively use various digital services to create new educational resources necessary
for future professional activities. The creation of a digital pedagogical portfolio is an
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important element of students’ acquisition of professional competencies as a result of
studying the discipline «Art needlework». It contains all the student’s work, develop-
ments, notes, technological maps, schemes, descriptions, accumulated during the study
of the discipline and are ready for use by students in pedagogical practice.

A technological map is an instruction with illustrations that demonstrates all stages
of the product’s execution (Fig. 4.). Methodical tips are added to it, commenting on
the peculiarities of the product’s manufacture at each stage. Services help to quickly
and efficiently create technological maps of products, collages, photo instructions are
Canva, BeFunky, Fotor, LightShot Fanny Photo Collageraitor, Photocollage. Among
their various functionalities, such services help to attach a photo and create a text with
an inscription or a small instruction. Ready-made templates significantly speed up the
production of the technological map of the product, they can be made in just a few
minutes.

Fig. 4. The technological map of the product was made in the Canva service

Tocheck the accuracy and correctness of the instructions given in the technologymap,
students exchange them and make the proposed product. If deficiencies are found, the
technological map is corrected. Students make simple technological maps, schemes and
instructions for preschool children, since among the tasks of artistic construction there
is a task - forming in preschool children the ability to understand graphic instructions
and make products accordingly.

When studying the discipline, we give preference to visualization services, because
it is impossible to replace the practical component with digital tools. With their help,
practically completed tasks are recorded, as well as notes and blanks for the portfolio.
For example, the topic «Construction from decorative wire with preschool children»
includes the following tasks: get acquainted with the techniques of construction from
wire, make 2 products for each age group, make a blank for manufacturing the product:
according to the topic of choice (for example, «Crocodile»), choose a literary work, a



184 L. Harashchenko et al.

Fig. 5. Development of the manufacture of a product on the theme «Crocodile»

cartoon, a melody and place it in the form of a QR code, make a technological map
of the product with instructions (service - at the student’s choice), place the specified
information on 1 page of A4 (Fig. 5).

The practical lesson «Design and decoration of a kindergarten group for festive
events» (4 h) in the distance format consists in the execution of a subgroup project. From
Internet resources, students select and model a sketch of a group room of a preschool
education institution with holiday decoration elements (for example, «Spring Festival»).
The sketch should contain products made by children, teachers together with children,
and elements of decor, educational environment, made by teachers. In addition, students
should think of forms of interaction with the parents of the pupils, with the aim of
involving them in the production of interior items together with their own child. With
the help of banks of images and clip-arts, students select decorative elements that should
be used in the decoration of kindergarten groups, and students choose the service for
making a sketch at their owndiscretion. The sketch is accompanied by instructions for the
manufacture of each product proposed in the sketch with methodical recommendations.

Another task of forming ICT competence among future educators is the formation of
the ability to create electronic content for children, as well as the use of digital services
in the process of educational interaction together with preschool children. This task
was implemented at the III stage of the study, as it requires the ability to freely use
digital services in one’s own educational activities. Having accumulated considerable
experience in the use of digital tools, students are offered tasks aimed at forming their
skills of educational interaction with preschool children.

Using image banks, students develop various projects, planning educational activities
using digital tools. For example, creating and using interactive collages, photo layouts,
schemes.
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However, the use of images of one’s own products is also interesting. Having pro-
cessed photos of spring birds made using the origami technique and using augmented
reality (AR) tools, for example, using the Blippbuilder application, the teacher can place
them in a panoramic way and use them to maintain interest in the process of educational
interaction with preschool children.

Module control works in the discipline «Art needlework» are creative projects that
students perform independently or in a subgroup. For example, «Creating a cartoon
for preschool children». There are various options for completing such a task, students
independently choose the way to create a cartoon. It can be an individually completed
task, a video recording of a fairy tale playing out with the help of self-made characters, a
video clip from photos with sound overlay. It is interesting to implement such a project
by a subgroup in the process of synchronous online work. In such a cartoon, digital
images are combined, photos of manufactured products, for example, molded from clay
and trimmed in Photoshop along the contour, recorded sound is superimposed. In future
professional activities, students can create such a cartoon together with children and
voice it.

At the stage of intermediate control to evaluate the effectiveness of the work per-
formed, an evaluation and analysis of the effectiveness of the formative stage of the
research was carried out. The evaluation included two blocks: 1) reflective analysis of
impressions and achievements based on students’ answers to questionnaire questions; 2)
credit evaluation based on the performance of diagnostic tasks. The generalized results
of the intermediate control of the study showed an increase in the level of formation
of ICT competence among education seekers, 75% of respondents reached the level of
integrator, 25% of respondents reached the level of beginner (Fig. 6).

Fig. 6. Diagram of the levels of formation of ICT competence at the ascertainment stage and the
stage of intermediate control of the research
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3 Problems and Prospects

It is promising to further study the possibilities of using digital tools in the process of
teaching students of the specialty 012 Preschool Education. Since the professional com-
petence and ability of the teacher to organize effective educational interaction with the
help of modern DT expands and diversifies the development opportunities of preschool
children, since artistic activity is important for obtaining sensory experience and develop-
ing intellectual abilities of a person at the stage of preschool childhood. In the process of
artistic work, children learn the properties of materials, accumulate constructive abilities
and skills, develop thinking processes: analysis, generalization, isolation, combination,
the ability to construct, understand and use schemes, solve various creative and logical
tasks, develop creativity, the ability to construct and model products that contribute to
the formation of the foundations of systemic, creative and constructive (engineering)
thinking as opposed to superficial (clip) thinking. Another interesting aspect for further
research is the study of the possibilities of using digital tools for the development of
preschool children.

4 Conclusions

The issue of using digital tools for mastering practical disciplines in the remote format
of training bachelors of preschool education is relevant and insufficiently studied. The
conducted analysis of the study of the state of formation of students’ ICT competence at
the beginning of the course «Art needlework» revealed the problem of unformed digital
competence of 1st year students (75% - elementary, 25% - beginners).

The organization of educational activities using DT in the process of studying the
discipline «Art needlework» contributed to the formation of ICT competence among
students. They mastered the system of knowledge, skills and abilities to:

• create, use, edit electronic documents (text and multimedia) for own educational
activities;

• develop digital educational content in accordance with the educational program for
preschool children and create digital products (cartoons, games, educational videos,
collages, map schemes, interior decoration elements);

• analyze the potential possibilities of digital services, tools, Internet resources for
creative use in interaction with preschool children and predict its effectiveness.

The use of digital tools for studying the course «Art needlework» ensures the stu-
dent’s transition from general digital competences to the acquisition of skills in the use
of digital tools in educational and professional activities.

The results of the conducted research allow us to note that in the distance learn-
ing format for mastering practical disciplines of a creative nature, synchronous online
learning has significant advantages. This is explained by the fact that students have the
opportunity, with the help of various DT, to interact with the teacher and with each
other, which improves the quality of the educational process. Digital services diversify
the forms of providing material to students, allow them to demonstrate and jointly prac-
tice the technique of making products, support dialogue between all participants. New
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opportunities for creating, systematizing and storing educational content in the form of
technological maps, designs, projects, videos, sketches are important, which allows you
to create a pedagogical portfolio with case studies for future professional activities. For
applicants who enter a higher educational institution, the formation of ICT competence
remains relevant not only in the use of DT for the organization of educational artistic
and productive interaction with preschool children, but also in general digital culture and
the ability to use DT for one’s own learning. The use of DT by a teacher, encouraging
students to use services to perform educational tasks, allows to form the professional
competence of the teacher, and also improves the ICT competence of future teachers.
This is relevant because the educational program of specialty 012 Preschool education
lacks separate disciplines aimed at the formation of ICT competence.
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Abstract. This paper discussed using a bot-based self-report diagnostic tool to
identify post-traumatic stress disorder. The authors present information technol-
ogy for assessing the psychological state of individuals who have experienced
traumatic events in a stressful environment. The technology uses the International
Trauma Questionnaire (ITQ) and additional questions describing the current psy-
chological environment. The study employed data analysis techniques to identify
significant dependencies between respondents’ answers to additional questions
about the current environment and their ITQ scores. The bot interface provides
a user-friendly platform for respondents to complete the questionnaire. The ana-
lytical system, which includes data collection, storage, and processing, allows for
flexibility in modifying the questionnaire based on ongoing research.

Keywords: Post-Traumatic Stress Disorder · International Trauma
Questionnaire · Bot · Data Analysis · Database Structure

1 Introduction

The full-scale invasion has caused irreparable damage to the people and economy of
Ukraine.Observable damage includes dead andmaimedpeople, destroyed infrastructure,
mined areas, etc. But equally threatening is the unobservable damage, particularly the
impact on people’s mental health.

According to current estimates, 30% of Ukraine’s population suffers from post-
traumatic stress disorder (PTSD). This figure will increase over time. Stress affects
health, and there is already talk of an explosive increase in heart attacks, strokes, and
cancer.

PTSD is a mental disorder that can develop after exposure to exceptionally threat-
ening or terrifying events. PTSD can occur after a single traumatic event or because of
prolonged exposure to trauma. Individuals cannot recover from exposure to trauma [1].

In [2], it was explained how PTSD was first recognized and defined in DSM-III
after pressure to acknowledge the psychological effects of war on Vietnam veterans and
concentration camp survivors. Diagnostic categories are commonly used to study and
treat mental illness, helping researchers identify thosewith the disorder based on specific
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symptoms. PTSD includes four clusters of symptoms: intrusive memories, avoidance of
trauma-related triggers, adverse changes in mood and thoughts, and changes in reactiv-
ity. The DSM-5 added new criteria for changes in mood and cognition seen in PTSD.
Assessing trauma and correctly attributing symptoms to a specific event is essential, but
multiple factors can influence response and recovery.Military personnel may experience
trauma from combat duties or be in dangerous conditions, while civilians can be trau-
matized by witnessing others’ suffering. However, no clear rules exist for determining
when an event causes injury [3].

Unfortunately, people hide psychological problems and do not seek medical help.
This is why we need a point-of-care diagnostic tool that is always at hand and against
which there is no prejudice. The solution could be to use a bot.

As the ground for the bot, we propose to use the International Trauma Questionnaire
(ITQ), which is a self-report diagnostic measure of PTSD and complex PTSD (CPTSD)
[4]. However, the ITQ research was conducted under “stable” conditions. The current
conditions of Ukrainians cannot be classified as stable. On the contrary, a challenging,
stressful situation can lead to a disorder without a single traumatic event. Therefore,
there is a need to investigate the properties of the ITQ for people on the home front
living under stressful conditions but not sharply traumatized.

We formulated a working hypothesis: the ITQ retains the properties of PTSD recog-
nition in the stressful environment of the home front of military conflict. The hypothesis
can be tested using data analysis techniques.

The work aimed to propose an information technology approach for investigating
the sensitivity of the ITQ in diagnosing PTSD and to conclude whether the question-
naire should be used to momentarily diagnose a person’s mental condition in a stressful
environment on the home front.

The paper is structured as follows. Section 2 provides an overview of the critical
research on which our work is based. In Sect. 3, we described the information tech-
nology of ITQ properties studying. Section 4 describes the application of the proposed
information technology. Finally, the general conclusions of the work are collected in
Sect. 5.

2 Related Works

An inevitable outcome of information technology development became the development
of medical software applications. The software for diseases diagnosing or predicting
changes in patient’s conditions has particular importance. Such software’s results can
directly impact a person’s life.

The diagnostics are based on the study of the person’s condition indicators. The
primary task is to define a set of diagnosis indicators and decide whether to analyze the
indicators statistically or dynamically.

In [5] overviewed such a category of software for diagnosis and prognosis of the
patient as the various systems for EWS (Early Warning Scores), e.g., the Royal College
of Physicians National Early Warning Scale (NEWS), Modified Early Warning Sys-
tem (MEWS), supplemented by other assessments, Pediatric Early Warning System.
(PEWS).
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Let us take the NEWS system, developed by researchers at the University of
Portsmouth, as an example of software for predicting changes in a patient’s condi-
tion—the development aimed to recognize a patient’s deteriorating condition early to
respond to it. The early warning assessment initiates a formal evaluation by the respon-
sible clinician. NEWS is based on a fixed number of parameters and gives a cumulative
score within certain limits. Patients are categorized into risk groups depending on the
value of the cumulative score [5].

The system has evolved over a long period. The system processes’ scheme and
development are shown in Fig. 1, where TS describes the set of indicator values PV for
patient pt at time t, and pd is the measurement period. The number and composition of
the indicators remain unchanged. In the initial version [6], the integrated assessment was
calculated without considering the disturbances in the values of the individual extreme
indicators. In [7], the methodology was corrected to reduce additional work for the
bedside nurse and treating physician, which was disproportionate to the benefit of more
frequent detection of adverse outcomes.

Fig. 1. Schema of NEWS system

Agroup of authors investigated the extent towhich the results of commonlymeasured
laboratory tests collected shortly after admission can be used to distinguish between
in-hospital mortality [8].

The researchers also conducted a study applying this approach to surgical versus
therapeutic patients. They showed that the developed EWS differentiated deterioration
in surgical patients at least as much as in medicinal patients [9].

In [10], the application of the developed system was investigated in COVID-19
patients. It showed that adding new covariates or changing the weight of existing
parameters is unnecessary when assessing patients with COVID-19.

The features of the considered systems are listed below:

• patients were hospitalized;
• measurements of parameters were made using appropriate tools and are objective;
• the frequency of measurements was guaranteed.

The issue may be caused by the short measurement period, which does not allow
prediction before the patient’s critical condition occurs.
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Each mental illness has its characteristics. Diagnosis can be made using symptoms
that are defined in different guidelines. In [11], the DSM-5 and ICD-11 (International
Classification of Diseases) were compared. There was shown that different approaches
to symptommanagement are used, “theDSM-5 encompassing a broad definition, and the
ICD-11 instead proposing a narrow PTSD construct and introducing the new diagnosis
complex PTSD (CPTSD), comprising PTSD in conjunction with ancillary symptoms.”
The DSM-5 diagnosis of PTSD consists of twenty symptoms, grouped into four groups:
re-experiencing, avoidance, negative changes in cognition and mood, and changes in
arousal and reactivity. The ICD-11 describes PTSD with six symptoms grouped into
three groups: re-experiencing, avoidance, and heightened feelings of threat. Tools for
assessing PTSD are highlighted in [12]: the PCL-5 post-traumatic stress checklist and
the International Trauma Interview (ITI).

The PCL-5 is a 20-item self-assessment that assesses 20 symptoms of PTSD accord-
ing to the DSM-5. The goals of the PCL-5 are to monitor symptom change during and
after treatment, to screen people for PTSD, and tomake a preliminary diagnosis of PTSD
[13, 14].

In [2], there was estimated that 636,120 combinations of symptoms are possible
for the DSM-5. As a result, it could be that DSM diagnoses do not include people for
whom the “right” combination of symptoms is missing or those for whom the diagnosis
does not fit. The conclusion is that “the desire for a diagnosis to encompass the broad
spectrum of posttraumatic presentations led to a diagnosis in DSM-5 that was complex,
even compared with other DSM disorders”.

The International Trauma Interview (ITI) with Physician Assessment and the Inter-
national Trauma Questionnaire (ITQ) were designed according to general ICD-11 prin-
ciples; that is, a limited number of core characteristics (12 symptom indicators plus
indicators of functional impairment) are used to identify the disorder [12, 15]. The ITQ
is a self-report measure of diagnostic PTSD and complex PTSD (CPTSD) [4].

In [16], the need to simultaneously consider the type of trauma and severity of PTSD
symptoms when studying emotion regulation in trauma survivors was investigated. The
relationship between PTSD and difficulties in emotion regulation was confirmed.

Studies show that the language of implementation of surveys initially written in
English and translated into 25 languages does not affect diagnostic results (e.g., [12] for
Swedish, [17] for Chinese, [18] for Dari).

In [19], the application of machine learning (ML) and the evaluation of induction
modeling approaches are reviewed. Hypotheses are considered as to whether ML can
be used to see a statistical correlation between observed symptoms and PTSD exacerba-
tion, whether the relevance of early symptoms used by medical professionals to predict
PTSD, whether the period needed to predict PTSD exacerbation can be determined, and
whether ML-induced models can be used to predict PTSD exacerbation. All this when
considering the situation one month after injury: the authors showed that using ML
methods unambiguously brings results for all hypotheses. Also, an essential finding of
the study is that surveys using smartphones to self-report symptoms can be simplified.
However, the features of the study are that a rigid period of one month after an injury is
set and that people with an already confirmed diagnosis participated in the study.



A Bot-Based Self-report Diagnostic Tool 193

The outcome of the published work analysis was the hypothesis that the ITQ trans-
lated into Ukrainian could be used to diagnose PTSD in the current context. However,
it makes sense to examine the influence of external factors on the components of the
integral assessment under ITQ.

3 Information Technology of Significant Dependencies
Identification

The proposed information technology is based on the use of an ITQ. We must consider
that the ITQ properties were investigated in a stable environment. How the stressful envi-
ronment affects the findings of the questionnaire as a whole and the values of individ-
ual indicators, have not been studied before. Information technology, therefore, should
analyze the properties of ITQ under continuous stress conditions.

3.1 Identification of Significant Dependencies

The ITQ is a brief, simply worded measure of the core features of PTSD, which is con-
sistent with maximizing clinical utility and international applicability through a focus
on a limited but central set of symptoms [4]. In our research, we used an 18-item version
of ITQ. Two-factor Second-Order Model of ITQ, which is used in the study, includes
two second-order latent symptoms of PTSD, explaining the covariation between re-
experiencing (RE), avoidance (AV), and perceived threat (TH), and DSO (Disturbances
in Self-Organization), explaining covariation between affective dysregulation (AD),
negative self-concept (NSC) and relationship disturbances (DR).

The analysis of the Second-Order Model supports two types of results. The first one
is binary and is based on the Boolean logic. For this purpose, each responseQi is labeled
as True or False based on the condition Qi ≥ 2. Disjunctions of respective question
labels provide the labels for symptoms, and conjunctions of respective symptom labels
provide the labels for PTSD and DSO diagnosis. The second one is numerical and is
based on dimensional scoring. Scores are calculated for each symptom and summed in
clusters to produce PTSD and DSO scores.

Published studies of the ITQ properties had been conducted on the condition that the
inclusion criteria for the sample selection contained screened positive for at least one
lifetime traumatic event. Usually, the list of traumatic events is provided by Life Events
Checklist, which has only one item, “Combat or exposure to a war zone (in the military
or as a civilian)”, connected with war conditions.

In the current situation, describing the environment in detail is advisable. Practicing
psychologists have been brought in to identify questions that might reflect a military
conflict environment. This question set was added after the primary ITQ questions. The
basic assumption for identifying significant dependencies was that a significant factor
splits the responses set into classes with considerable differences.

The input data for the study are the answers to the questions in the questionnaire. The
first block of responses corresponded to the items in the ITQ questionnaire; the second
block of responses corresponded to questions about the factors whose influence is being
studied. Figure 2 shows the scheme of the multi-block questionnaire using.

Let us describe the proposed technology for identifying significant dependencies.
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Fig. 2. Scheme of using the multi-block questionnaire

1. Move from answers to questionsQ1,1–Q1,N to integral estimates of indicators PTSD,
RE, AV, TH, DSO, AD, NSC, and DR. In other words, object descriptions are moved
from 18 features space to eight features space.

2. For each question from the set Q2,1–Q2,M
2.1. Classify the objects represented by integral features by the variants of answers

to the related question.
2.2. Calculate the percentage distribution of the responses corresponding to high and

low anxiety.
3. Analysis of the consistency of percentage distributions with ITQ results (integral

estimations of PTSD and DSO).

Suppose the results of the analysis at step 3 agree with the results of the ITQ process-
ing. In that case, it can be assumed that the ITQ is applicable for analyzing the condition
of people in a stressful home front environment.

Figure 3 shows the activity diagram for the work process for information technology.
The work process begins with the experts, who supplement the ITQ questions with

questions about the current environment to form the questionnaire. The questionnaire is
then handed over to the data analysts, who prepare the software tool and data structures
to efficiently handle the raw survey results. A link to the bot is sent out to potential
respondents. After the respondent finishes answering the questionnaire, the bot displays
an instant diagnostic result obtained with a standard algorithm for the ITQ. The data
analysts prepare the collected data and aggregate the results for the questions in block
3. The results of the calculations are transmitted to the experts for review and semantic
interpretation.

3.2 Bot Description

A survey bot is an automated tool that engages in interactive conversations with survey
respondents to collect data and feedback.
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Fig. 3. Activity diagram for work process

To provide a user-friendly interface, the bot should have a clean and intuitive interface
that guides respondents through the survey process. The bot follows a logical conversa-
tion flow, presenting questions to respondents with respect to the questionnaire’s order.
As the base of the questionnaire, we used theUkrainian translation of the 18-item version
of ITQ. Figure 4 shows the screenshots of the questionnaire.

Fig. 4. Screenshots of the bot interface

The bot supports only the multiple-choice question type. Responses to the questions
on the ITQ can be unambiguously translated into the Likert scale. The bot’s algorithm
was constructed so the participant could interrupt the interview at any time. This feature
protects against the risk of discomfort for participants when asking about potentially
traumatic events and psychological symptoms [11].

We focus attention on the sensitivity of gathered responses. So, the bot complies
with relevant data protection regulations, ensures secure data transmission and storage,
and provides clear information on how the collected data will be used and protected at
the first run.

The developed bot is encapsulated in the analytical system.
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3.3 Analytical System for Dependencies Identification

The development process of the analytical system can be represented as the set of
activities shown in Fig. 5.

Fig. 5. Block diagram of the analytical system

The external activities chain includes survey planning, communication with experts,
process automation, and risk management.

Survey planning consists of the following sub-activities:

• Defining the purpose of the survey: studying the psychological state of a person
during the war, which is accompanied by intense stress and traumatic events for the
population.

• Defining the target audience: people participating in the survey can be divided into
separate categories (e.g., war veterans, those who were not directly affected by the
military conflict but still experienced its impact, etc.). The civilians’ category can be
subdivided into subcategories: women, children, older adults, peoplewith disabilities,
etc.

• Setting up survey parameters: determining the time parameters, possible modes and
deadlines for completing the survey, the number of questions, etc.

Communication with experts should include such sub-activities as:

• Finding professional psychologists who have a high level of knowledge, experience,
and qualifications in the field of PTSD and can provide authoritative advice and
recommendations on issues related to this field.

• Involvement of experts in the development of the questionnaire content.
• Involvement experts (if necessary) in consulting and decision-making based on the

survey results.
• Ensuring effective communication implies clarity, mutual understanding, two-way

interaction, trust, transparency, regular contacts, and reports to determine progress in
resolving issues.



A Bot-Based Self-report Diagnostic Tool 197

Automation of processes in PTSD diagnosis involves the use of various technologies
and tools for automatic data collection and analysis, including the Telegram API, which
reduces the time and cost of diagnosis, improves the accuracy and reliability of results,
and increases the efficiency of resource use.

Risk management includes the identification, assessment, control, and minimiza-
tion of possible risks associated with inadequate qualifications of experts, errors in
the diagnostic methodology, errors in the structure of the questionnaire, algorithms for
calculating diagnostic indicators, insufficient number of questions, and errors in the
software.

Questionnaire development activity is closely connected with the development of
database structure. Because we planned the questionnaire modification based on the
result of the research, we should have provided flexibility in the data storage structure.
We used the database structure, which made it possible to reconfigure the questionnaire
“on the fly” and continue collecting data. For example, the fourth additional question in
the first version of the questionnaire was phrased as “Do you hide during an air raid?”
Then it was decided to change the question’s wording and offer five possible answers.

The implemented analytical system was used to study the ITQ properties.

4 Case Study

The study was conducted on a non-clinical sample of 286 people between the ages of
16 and 60 who were in Ukraine at the start of the war. It was realized as an anonymous
Internet survey using a Telegram bot. The link was distributed in a friend-to-friend way.
We sent the link to the groups of students and refugees and colleagues and acquaintances.
As well we asked our contacts to spread the link further. At the time of the survey,
respondents were living both in the territory of Ukraine and abroad.

After removing the records with missing values, a final dataset consisted of n = 212
records. In the final set, 137 entries corresponded to respondents who manifested PTSD
and disturbances in self-organization (DSO).

Initially, the number of questions in block 1 was N = 18, and in block 2 was M =
9. The data analysis showed that the personal feelings or circumstances revealed by the
questions in block 2 correlated with the results determined by the standard algorithm for
the ITQ, probably reinforcing the manifestations of PTSD.

We studied the relationship between the PTSD status identified using the standard
algorithm for ITQ and the answers to questions in block 2. We can distinguish all
responses in block 2 into two categories:K1 is the category of responses for high anxiety,
K2 is the category of responses for low anxiety.Wemodeled the relevancy of the category
responses as.

Kj = {Q2.1 <“Answer1”, “Answer2”,…>,…,Q2.9 <“Answer1”, “Answer2”,…>},
where Q2.i, i = 1…9 are the question numbers in block 2.
Figure 6 shows the percentage contributions of the two response categories.
Aswe can see, the answers to categoryK1 are expressively dominant in all questions.

As the survey results demonstrate the consistency of blocks 1 and 2, we can conclude
that the ITQ is relevant when used in a stressful home front environment.
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Fig. 6. Distribution of answers to questions in block 2 in the presence of PTSD

The list of questions in block two or options for answering individual questions could
change as theUkrainewar situation changes. The proposedmechanism for obtaining raw
data and subsequent calculationsmakes it possible to adjust the formof the questionnaire.
The data obtained are helpful for psychologists to identify entry points for working with
people who are potentially at risk of PTSD.

5 Discussion

Developing a bot as part of the proposed information technology for diagnosing PTSD
holds significant potential. The bot provides a user-friendly interface that engages in
interactive conversations with survey respondents, facilitating data collection and feed-
back. This section of the discussion focuses on the role and benefits of the bot in the
diagnostic process.

One of the main advantages of using a bot is its accessibility and habituality. A bot
is accessed through Telegram messenger, allowing respondents to conveniently engage
with the diagnostic tool in a well-known environment. This is particularly important in
diagnosing PTSD, as individuals may be hesitant or unable to seek traditional in-person
medical help. The bot provides a non-judgmental and convenient avenue for individuals
to assess their mental health and seek support.

Furthermore, the bot creates a comfortable space for respondents to share their expe-
riences and symptoms.Many individualsmay feelmore at ease disclosing sensitive infor-
mation to a bot than a healthcare professional in a face-to-face setting. The anonymity
provided by the bot encourages respondents to be honest in their responses, leading to
more accurate diagnostic results.

Additionally, the bot provides instant diagnostic results to respondents. This real-
time feedback can be valuable for individuals seeking immediate insights into their
mental health status. The instant results can also catalyze individuals to take proactive
steps toward seeking appropriate treatment or support.

However, it is essential to note some limitations and considerations associated with
using a bot for diagnosing PTSD. While the bot can provide valuable insights and
initial diagnostic results, it should not replace a comprehensive assessment conducted
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by a qualified healthcare professional. The bot can serve as a screening tool to identify
potential cases of PTSD, but a formal diagnosis and treatment plan should always be
confirmed and provided by a trained professional.

6 Conclusion

The use of the bot in the messenger environment, familiar to many residents of Ukraine,
is promising, as it allows to cover a large audience with surveys and supplement the
standard questionnaire with questions that will enable considering the changes over
time circumstances, tracking the dynamics of change in the mental mood of the person
over time.

The ITQ is relevant in a stressful environment. It can be used to identify the psycho-
logical state of individuals who have been exposed to traumatic events. The proposed
information technology makes it possible to adjust the questionnaire’s list of questions
and answers to reflect the current environment and obtain relevant data for diagnostics.
The proposed method for assessing the psychological state of individuals can be seen as
an effective way to help people suffering from PTSD and other mental disorders.

In the future, we can expand the botwith feedback to accept respondents’ suggestions
for changes to various additional questions. Also, over time, the data collected will allow
us to predict the mental state of regular respondents.
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Abstract. In this study, we apply the multifractal detrended fluctua-
tion analysis concepts to financial time series that helps to determine the
onset of a crash in the Dow Jones Industrial Average index. For the stud-
ied index we emphasize 4 the most influential stock market crashes: Wall
Street Crash of 1929, Black Monday of 1987, Financial crisis of 2007–
2008, and 2020 stock market crash. We present that economic crashes
on a mapping with multifractality phenomena demonstrate a dynamic
phase transition. Some of the presented multifractal measures appear
to be analogues of free energy and specific heat, and can be used as
indicators or indicators-precursors of the stock market crashes.

Keywords: stock crashes · phase transition · multifractal analysis ·
indicator-precursor · complex system

1 Introduction

The physics community has conducted extensive research on financial markets
in general, and the underlying causes of market crashes in particular, in recent
years. The motivation for studying market behavior arises from various factors,
including the financial interests of investors and shareholders, as well as the
severe societal and economic consequences of financial turbulence. The sudden
and drastic collapse of complex systems is also of great interest to scientists,
given its similarity to the collective rearrangement of physical systems at critical
points. Consequently, econophysics has emerged as a new field of study [12,36,
39]. This interdisciplinary field employs a range of mathematical and physical
tools, such as random matrix theory [31,40], clustering analysis [21], extreme
and rare events [44], agent-based models [23], and network theory [35], among
others, to address the complexities inherent in financial and economic systems.
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Phase transitions refer to abrupt rearrangements in a system, triggered by
a critical value of an external parameter such as temperature. At the critical
point, the system exhibits scale invariance, resulting in a power-law behavior of
the observables with critical exponents that can be analyzed using (multi-)fractal
theory. To date, only two genuine sources of multifractality have been discov-
ered [24]: (i) a wide (long or heavy-tailed) distribution in the system, and/or (ii)
the existence of long-range dependence (such as nonlinear long-range correla-
tions), resulting in a hierarchical arrangement of many scales. Additionally, it is
widely believed that some stochastic or deterministic nonlinear combination of
monofractals can generate multifractals [2,34], with all of them capable of pro-
ducing cascades that are at the heart of multifractality [15]. Multifractality is
said to occur when fluctuations and/or dependencies emerge across a multitude
of spatial and/or temporal scales according to various scaling laws, character-
ized by different scaling exponents, leading to a multiscaling phenomenon [27].
Additionally, those fluctuations in stock prices, returns, and foreign exchange
rates, reveal substantial non-Gaussian deviations [42] associated with extreme
occurrences and heavy-tailed statistical distributions.

The dynamics of financial markets remains a challenging area of investigation
for both physicists and economists. Despite this ongoing research, the fundamen-
tal principles underlying stock market crashes and their worldwide dynamics are
not yet fully comprehended by either discipline [43]. The renormalization group
theory [16,20,22,43] has suggested that such cooperative phenomena may stem
from a critical phase transition. This proposition has motivated the exploration
of constraints required to provide a fresh analytical perspective for understand-
ing and describing such phase transitions.

Therefore, this article will be structured as follows: In the next section we
will present a brief overview of the use of the theory of multifractals to identify
phase transitions in both physical and economic systems. In Sect. 3, we will
present a description of the procedure for the multifractal detrended fluctuation
analysis and possible measures on its basis to identify crash phenomena as phase
transitions. In Sect. 4, we will present the database and obtain empirical results
based on the described methods. The conclusions will be presented in Sect. 5.

2 Literature Review

The identification of phase transitions using the multifractality paradigm is a
rather relevant direction that has been taking place for more than a dozen years.
One of the pioneering works belongs to Lee and Stanley [32]. According to their
study, the multifractal spectrum of diffusion-limited aggregation exhibits evi-
dence of a phase transition which was found with the “exact enumeration” app-
roach. The results suggest the existence of a critical point, βc, above which an
infinite hierarchy of phases is observed, while below βc, a single phase is found.
The energy and specific heat exhibit singular behavior and fluctuations of all
energy scales are observed at βc. The maximum energy scales with system size
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L as Emax(L) ∝ L2/ ln L. It was also found that for β < βc, the partition func-
tion does not scale with L, which indicates the breakdown of the conventional
moment expansion.

Then, according to the study conducted by Canessa [13], multifractal physics
approach was applied to financial time series to identify the onset of crashes in
the S&P500 stock index. The researcher found evidence of a dynamic phase
transition in a simple economic model system based on a mapping with mul-
tifractality phenomena in random multiplicative processes. By applying former
results obtained with a continuous probability theory for describing scaling mea-
sures, scientists was able to generate multifractal physics measures from a price
equation derived from a nonlinear equilibrium model. The results indicated that
the S&P500 price data displayed a shoulder to the right of the main peak as a
function of time lags, resembling a classical phase transition at a critical point.
The researcher explained this dynamic phase transition by a mapping with mul-
tifractality phenomena in random multiplicative processes. An analytical expres-
sion for the “analogous” specific heat C(q) of the economic model system was
derived.

Here [25], the authors thoroughly studied the statistical and thermodynamic
properties of the anomalous multifractal structure of random interevent (or inter-
transaction) times, using the extended continuous-time random walk formalism.
They applied this formalism to a financial market where heterogeneous agent
activities can occur within a wide spectrum of time scales. They found the scal-
ing or power-dependent form of the partition function, Z(q′), and its general
exponent τ(q′), which is the nonanalytic power of q′ and is one of the pillars of
higher-order phase transitions. Their most important finding is the third- and
higher-order phase transitions, which can be interpreted as transitions between
the phase where high frequency trading is most visible and the phase defined
by low frequency trading. They used the pausing-time distribution as the cen-
tral one, which takes the form of convolution and its integral kernel is given by
the stretched exponential distribution. The specific order of the phase transition
depends upon the shape exponent α defining the stretched exponential integral
kernel. The authors also provide a practical hint for investors based on their
findings.

In this study [27], the authors employed a modified multifractal detrended
fluctuation analysis to investigate empirical time series of interevent or waiting
times. They focused on the nonmonotonic behavior of the generalized Hurst
exponent h(q) and the consequent nonmonotonic behavior of the coarse Hölder
exponent α(q) leading to multibranchedness of the spectrum of dimensions. They
used the Legendre-Fenchel transform to reveal the thermodynamic consequences
of the multibranched multifractality, which are expressed in the language of
phase transitions between thermally stable, metastable, and unstable phases.
These phase transitions are classified as of the first and second orders according
to Mandelbrot’s modified Ehrenfest classification. The authors considered the
discovery of multibranchedness as a significant extension of multifractal analysis.
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Xiao et al. [49] introduced a node-based fractal dimension and node-based
multifractal analysis framework to uncover the generating rules and measure
the scale-dependent topology and multifractal characteristics of dynamic com-
plex networks. The proposed framework includes indicators for assessing the
complexity, heterogeneity, and asymmetry of network structures, as well as the
structural distance between networks. Through this approach, the authors gained
new perspectives on the energy and phase transitions in networked systems and
identified multiple generating mechanisms that govern network evolution.

Multifractal analysis has been used to investigate the presence of ramp-cliff
patterns and their effect on the intermittency of scalar temperature fluctuations
compared to longitudinal velocity fluctuations [18]. In a study of air tempera-
ture time series collected at a pine forest canopy top for different atmospheric
stability regimes, the wavelet transform modulus maxima method was applied
to show that the multifractal spectra exhibit a phase transition corresponding to
the presence of strong singularities associated with sharp temperature drops or
jumps. These singularities are found to be hierarchically distributed on a Cantor-
like set under unstable or stable atmospheric conditions, and are suspected to
enhance the internal intermittency of temperature fluctuations. However, no
such phase transition is observed in the temperature multifractal spectra under
near-neutral conditions, indicating that the statistical contribution of these sin-
gularities is not significant enough to account for the stronger intermittency of
temperature fluctuations compared to longitudinal velocity fluctuations.

3 Multifractal Detrended Fluctuation Analysis

To investigate the scaling exponents of magnetization time series with different
scaling behaviors, we utilize multifractal detrended fluctuation analysis (MF-
DFA) [24], which is an extension of detrended fluctuation analysis (DFA) [38].
MF-DFA has been extensively employed in various fields including finance [45,
46], physiology [19], biology [17], traffic engineering [14], geophysics [47], and
neuroscience [50] for characterizing the properties of non-stationary time series.

The MF-DFA method operates in the following way:

I Given a time series {x(i)}, 1, ..., N , we begin by integrating it to produce a
profile y(k) =

∑k
i=1 [x(i) − 〈x〉], where 〈x〉 is the average value of {x(i)}.

II Next, we divide the integrated series y(k) into ls = int(l/s) non-overlapping
segments of length s. For each of these ls segments, we estimate the local
trend by fitting a least-squares line and subtract it from y(k) to remove the
trend from the integrated series. Finally, we calculate the variance of each
detrended segment, v:

F 2(v, s) = s−1
s∑

i=1

{y(v − 1 + i) − ŷ(v, i)}2 (1)

in which ŷ represents the fitted trend within segment v = 1, ..., ls. Here, we
utilize a first-order polynomial to fit the local trend.
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III Proceeding from both the beginning and end of the time series, step (II)
results in a total of 2ls segments. We calculate the qth order fluctuation
function by averaging over all segments:

Fq(s) =

{

(2ls)
−1

2ls∑

v−1

[
F 2(v, s)

]q/2
}1/q

. (2)

For a real number q, where q is positive, the fluctuation function Fq(s)
quantifies large fluctuations, whereas for negative q, it quantifies small fluc-
tuations.

IV To obtain the fluctuation function Fq(s) for different box sizes s, we perform
the aforementioned calculation repeatedly. If Fq(s) increases according to a
power-law Fq(s) ∼ sh(q), then the scaling exponents h(q) (also known as
generalized Hurst exponents) can be estimated by determining the slope of
the linear regression of log Fq(s) versus log (s). The fluctuation parameters
h(q) depict the correlation structures of the time series at various magni-
tudes. The value of h(0) cannot be determined using (2) due to the diverging
exponent. The logarithmic averaging method should be utilized instead:

F0(s) = exp

{

(4ls)
−1

2ls∑

v=1

ln
[
F 2(v, s)

]
}

∼ sh(0). (3)

The multifractality of a time series can be measured by the generalized Hurst
exponents h(q) as a function of q. If the values of h(q) are uniform for all q, the
time series is monofractal. Conversely, if there is variation among h(q) values,
the time series is multifractal. The classical multifractal scaling exponents τ ,
defined using the standard partition function-based multifractal formalism, are
directly linked to the generalized Hurst exponents h(q) [1]:

τ(q) = qh(q) − 1. (4)

Utilizing the concepts of MF-DFA, we can gain fresh insight into viewing a
time signal as a thermodynamic system. Within MF-DFA, the mass exponent
τ(q), the Lipschitz-Hölder exponent α, the multifractal spectrum f(α), and the
distortion exponent q can be seen as analogous to the free energy, energy, entropy,
and temperature of a thermodynamic system, respectively. More specifically, the
specific heat C(q) can be defined as:

C(q) ≡ −∂2τ(q)
∂q2

≈ τ(q + 1) − 2τ(q) + τ(q − 1). (5)

The specific heat, as a measure of the rate of energy variation, serves as an
indicator of phase transition phenomena. In a thermodynamic system, a phase
is characterized by uniform physical properties, and a phase transition refers
to the discontinuous change of certain properties under a critical external con-
dition. The study of phase transitions in the multifractal spectrum has been
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limited to simple systems, such as the Cantor set and logistic map. However,
our analysis reveals the presence of phase transitions in complex networks and
in the multifractal spectrum of financial systems. Specifically, the “energy” α
exhibits significant fluctuations near qc, which are reflected by the peak of the
specific heat C(qc).

The overall degree of multifractality, total multifractal specific heat (Carea)
can be expressed via the Eq. (5):

Carea =
∫

C(q)dq. (6)

4 Empirical Results

In the presented paper, we consider the Dow Jones Industrial Average (DJIA)
index. For the sake of presenting the validity of the described approaches for
identifying edge events, for demonstration we identify 4 main crashes of the
United States stock market, according to the list of stock market crashes and
bear markets [48]: Wall Street Crash of 1929, Black Monday crash of 1987,
Financial crisis of 2008, and COVID-19 crash of 2020.

We proceed to conduct multifractal analysis on financial crashes in the stock
market, primarily employing the sliding window technique. The method involves
selecting a sub-window of a pre-determined length w and performing MF-DFA
analysis to obtain the relevant metrics, which are then appended to an array.
Subsequently, the window is shifted by a fixed time step h, and the entire pro-
cedure is repeated until the entire time series has been analyzed. For our study,
we use a window length of w = 500 and a time step of h = 1. Our findings and
observations will be presented based on these parameters.

Based on previous research, it has been established that logarithmic values
of returns that have been standardized exhibit multifractal properties. Conse-
quently, we intend to compute additional measures pertaining to the standard-
ized returns which are defined as follows:

G(t) = [x(t + Δt) − x(t)] /x(t) and g(t) ≡ [G(t) − 〈G〉] /σ, (7)

where x(t) is a price value at time t; Δt is a time shift (Δt = 1); 〈G〉 represents
the average of returns G; σ is the standard deviation of G.

The mentioned multifractal measures were calculated for the following
parameters:

1. sliding window w = 500 days for capturing more significant statistics for
multifractal procedure;

2. h = 1 to take into account all the values of the studied signals;
3. in Eq. (1) we use first-order polynomial trend;
4. time scale s is defined in range from 20 to 500;
5. statistical q moments are defined in range from −10 to 10 with Δq = 0.25.

These particular values of q provide a more comprehensive representation of
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scales with varying degrees of fluctuation density, and offer a more refined
assessment of phase transitions occurring at specific q moments. However, it
is worth noting that investigations with wider or narrower ranges of q are also
feasible.

The evolution pattern of the studied characteristics can serve as a prominent
early-warning indicator of the critical transitions.

In Fig. 1 and Fig. 2 we present sliding window dynamics of Carea and C(q),
which we calculated for all the mentioned crashes.

Fig. 1. Comparative dynamics of the total multifractal specific heat (Carea) and crashes
of 1929 (a), 1987 (b), 2008 (c), and 2020 (d).

Figure 1 illustrates that during a crash event, the total multifractal specific
heat begins to increase, which indicates an increase in the complexity of the
system during this particular period, an increase in the nonlinearity and width
of the multifractal spectrum. As already indicated, during crashes, the spec-
trum not only expands, but also acquires a left-sided asymmetry. It can also be
observed that at the pre-crisis moment this indicator begins to fall, which indi-
cates the streamlining and simplification of the system in the pre-crisis period.
Thus, it can be used as an indicator-precursor.
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Fig. 2. Multifractal specific heat as a function of q and time calculated with the sliding
window procedure for crashes of 1929 (a), 1987 (b), 2008 (c), and 2020 (d).

Figure 2 shows that the multifractal specific heat increases at the moment
of the collapse event, which characterizes each of the crises as a quasi-phase
transition. With respect to various statistical moments q, it can be seen that
the specific heat looks symmetrical, but it is important to note that during the
collapse it goes towards positive q values, which indicates the predomination of
large fluctuations in the multifractal nature of each collapse.

5 Conclusions

In conclusion, we investigated the multifractality of the stock market using the
example of the DJIA index and its 4 main crash events: the crash of 1929, the
crash of 1987, the crash of 2008 and the coronavirus pandemic crisis. On the
example of the mentioned crises, and taking into account the works considered
in the review, we used the multifractal specific heat indicator as a harbinger
indicator of crisis phenomena. It has been shown that this indicator, by analogy
with its physical counterpart, makes it possible to identify “economic” quasi-
phase transitions and identify changes in complexity in the dynamics of the
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system. Based on various statistical moments of q, this indicator allowed us to
more clearly consider the influence of large and small fluctuations on the over-
all nonlinearity of the system and its resulting complexity. The indicator Carea

obtained by us, which is an integral measure of the multifractal heat capacity,
allows, by analogy with the width of the multifractal spectrum, to observe the
variability of the weakly invariant characteristics of the system. The obtained
indicators make it possible to more accurately identify events that are character-
ized by heavy tails and long-term dependencies, which makes them an excellent
basis for building economic risk management models.

Since only the classical MF-DFA approach was used in this work, in the
future we plan to use more advanced approaches of complex systems theory
that consider approaches of network science, entropy methods, fuzzy techniques,
irreversibility, chaos theory, etc. [3–11,26,28–30,33,37,41,49].

Acknowledgements. This work is part of the applied research “Monitoring, Fore-
casting, and Prevention of Crisis Phenomena in Complex Socio-Economic Systems”,
which is funded by the Ministry of Education and Science of Ukraine (projects No.
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Abstract. This paper presents a comprehensive bibliometric analysis
of the adaptive learning literature from 2011 to 2019 in the social sci-
ences domain. The study utilizes the Scopus database to identify relevant
sources and employs cluster analysis based on keyword co-occurrence to
categorize the primary concepts. The research focuses on understand-
ing the key areas and trends within adaptive learning, shedding light
on its development and impact over the specified period. The relevance
of this analysis lies in the increasing importance of adaptive learning in
modern education systems, especially in the context of integrating inno-
vative technologies and addressing the challenges posed by the digital
society. As the demand for quality education and skilled teaching staff
grows, there is a need to explore and implement more student-centered
approaches, such as adaptive learning, to enhance the learning experience
and improve educational outcomes. The outputs of this research pro-
vide valuable insights into the main themes and areas of interest within
the adaptive learning field during the selected timeframe. By identify-
ing primary concepts and keyword clusters, the study offers a compre-
hensive overview of the key topics, theories, and technologies that have
shaped the development of adaptive learning. This analysis can serve as
a valuable resource for researchers, educators, and policymakers seeking
to understand the current landscape of adaptive learning and explore
potential avenues for future research and innovation.

Keywords: Adaptive Learning · Bibliometric Review · Adaptive
Systems · Artificial Intelligence · VOSviewer

1 Introduction

Since Ukraine’s policy is aimed at integration into the European Union (EU),
we should also take into account the strategic directions for the digitalization of
higher education in the EU represented in the Digital Education Action Plan for
2021–2027. It offers a strategy for European education, which includes improved
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quality and quantity of teaching concerning digital technologies, support for the
digitalisation of teaching methods and pedagogies. The Action Plan emphasys
to [2]:

– digitally competent and confident teachers and education and training staff
[6];

– high-quality learning content, user-friendly tools and secure platforms which
respect e-privacy rules and ethical standards [3];

– digital literacy, including tackling disinformation [7];
– good knowledge and understanding of data-intensive technologies, such as

artificial intelligence (AI) [8].

Since 2020 (wide spread of the novel coronavirus), and especially since 2022
(Russia’s invasion in Ukraine), the Ukrainian teaching staff challenges in per-
forming and managing emergency distance education [5]. This rise a lot of issues
both technical and organizing which made a drastic changes in the Ukrainian
educators’ digital competence. For the first time, the educational community has
been self-organized to prevent a disruption of education on the all levels, from
pre-school to tertiary. There is a growing interest in more flexible, innovative
and sustained models of professional development, in particular where educators
learn from their peers.

In addition, the emergence of new technologies such as AI, virtual or aug-
mented reality and social robotics, challenge educators and requires them to take
a more active role in the design and implementation of these tools to ensure their
use is effective, desirable and inclusive [1].

Overall, there is a need to develop and test new pedagogies and techniques,
also by investigating how emerging technologies can be smoothly integrated in
existing teaching and learning practices. One of the prominent application of AI
in education is a technology supported adaptive learning.

2 Method

To systematize available scientific knowledge, a bibliometric analysis was con-
ducted using the VOSviewer [4]. In order to carry out the analysis, a selection
of sources from the scientometric database Scopus was made upon request:

TITLE("adaptive learning") AND (LIMIT-TO(SUBJAREA, "SOCI"))

According to the request, the term “adaptive learning” appeared in the titles
of articles, chapters, or books belonging to the subject area “social sciences”.

3 Results and Discussion

As a result, 344 documents were received, and the distribution of works by year
is presented in Fig. 1.
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Fig. 1. Distribution by articles by years.

Fig. 2. Network visualization.
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Table 1. Distribution of keywords by clusters.
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adaptive learning 1 29 425 158 2016.0443 10.6076 0.966
learning systems 1 27 445 118 2014.6356 10.6949 0.8159
e-learning 1 27 280 70 2015.4571 6.6857 0.7592
adaptive systems 1 25 126 28 2013.6429 28.3929 1.1589
learning objects 1 22 46 12 2012 24.8333 1.6496
learning style 1 21 72 17 2013.4706 32.4118 1.5342
learning algorithms 1 20 53 13 2015.4615 34 1.6297
learning experiences 1 19 56 11 2015.4545 9.2727 1.1661
artificial intelligence 1 18 41 14 2016.6429 7.8571 0.8118
item response theory 1 18 33 10 2017.3 17.1 1.8503
curricula 1 17 78 21 2014.7143 7.9048 0.8894
personalization 1 14 27 10 2013.9 70.8 3.1478

students 2 26 338 75 2015.68 11.72 1.0332
computer aided instruction 2 25 209 40 2014.975 13.975 1.0588
adaptive learning environment 2 23 82 19 2014.4211 14.5263 1.4182
learning contents 2 20 49 11 2013.6364 11.6364 0.9208
learning performance 2 19 48 11 2014.1818 11.3636 0.8037
intelligent tutoring system 2 17 49 11 2014.5455 22.0909 1.4888
intelligent tutoring systems 2 15 34 12 2017.9167 15.6667 1.9702

adaptive learning systems 3 27 269 66 2015.1667 7.9697 0.8392
education computing 3 25 135 25 2015.96 4 0.5437
engineering education 3 23 121 29 2013.7931 6.8966 0.7189
learning process 3 20 48 12 2016.5833 4 0.5026
adaptive learning system 3 19 58 15 2016.4667 9.8667 0.8269

education 4 25 144 35 2011.8286 11.8286 0.7189
teaching 4 25 133 29 2015.7931 8.1379 0.6896
learning 4 12 38 17 2015.0588 5.9412 0.5421
human 4 5 29 11 2013 12.0909 0.8125
humans 4 5 27 10 2015.5 10.3 0.8126

personalized learning 5 20 79 21 2017.7619 14.5714 1.3967
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Fig. 3. A cluster of general concepts of adaptive learning in e-learning systems.

Cluster analysis by keyword co-occurrence was conducted: from 1836, key-
words were selected, that appeared at least 10 times (Table 1).

The results of the cluster analysis are presented in Fig. 2.
According to Table 1 and Fig. 2, keywords were divided into five clusters.

Let’s analyze them in more detail.
The first cluster includes 12 keywords (Fig. 3), 5 of which are primarily related

to the theory of adaptive learning: adaptive learning, adaptive systems, curricula,
learning style, learning experiences, learning algorithms, personalization. Other
concepts are related to adaptive testing (item response theory), which is imple-
mented in e-learning systems – a type of learning system that operate with
learning objects and can be automated by means of artificial intelligence.

The second cluster contains 7 keywords (Fig. 4) related to the practice of
computer aided instruction of students (in particular, assessment of learning per-
formance, and evaluation of learning contents) at adaptive learning environment
(in particular, intelligent tutoring systems).

The third cluster contains 5 keywords (Fig. 5) that describe the implemen-
tation of learning process within engineering education by means of education
computing, e.g. adaptive learning systems.
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Fig. 4. A cluster of educational technology.

Fig. 5. A cluster of adaptive learning systems and education computing.
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Fig. 6. A cluster of learning and education research.

Fig. 7. Item density visualization.

The fourth cluster also includes 5 keywords (Fig. 6) that describe the didactic
fundamentals: human(s), education, teaching, and learning.

The smallest cluster consists of only 1 keyword (Fig. 5) – personalized learn-
ing.

Another important criterion for source analysis is density. First, was
analyzing the item’s density (Fig. 7). From this visualization, the key-
words “adaptive learning” (WeigthTotal link strength = 425), “learning system”
(WeigthTotal link strength = 445), “students” (WeigthTotal link strength = 338), and
“e-learning” (WeigthTotal link strength = 280) have the highest density. These items
are the most interconnected (maximum value of total link strength).
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In order to determine primary concepts (earliest keywords by time scale),
let’s show overlay data visualization by years. As is shown in Fig. 9, there are
no fundamentally new concepts, their emergence, and spread have occurred at
least since 2020. There are also no concepts that were widespread before 2000.
This visualization gives us grounds for limiting the analysis years.

So, let’s analyze these concepts from 2000 to 2020 (Fig. 10). Within these
limits, we can see that such concepts as “human(s)”, “education”, and “learning
objects” begin to stand out as those that were formed earlier. At the same time,
such concepts as “personalized learning” and “intelligent tutoring systems” are
distinguished as those highlighted later. And since most of the concepts were
disseminated after 2000, to see their distribution more accurately, we will raise
the lower limit from 2000 to 2010 (Fig. 11) (Fig. 8).

Fig. 8. Cluster density visualization.

When comparing Fig. 11 with Fig. 10, we observe that most of the concepts
have changed color, but it is still unclear which concepts were discussed by
researchers in the different years.

So, let’s try to change both the upper and lower limits for 1 year, i.e. from
2011 to 2019 (Fig. 12). Now we can observe a more transparent distribution of
concepts by time scale. From this figure, we can see that adaptive learning and
artificial intelligence became disseminated later than those related to the use of
ICT in education.

4 Limitations

The use of only the Scopus database and the social sciences section of this
database instead of the entire range are the key restrictions on the research.
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Fig. 9. Extension of terms from 1974 to 2022.

Fig. 10. Extension of terms from 2000 to 2020.

Additionally, sources like tech reports and Ph.D. theses that are not indexed
by Scopus can be useful for this research. There are some restrictions with the
VOSViewer tool: a clustering algorithm was applied with the default settings,
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Fig. 11. Extension of terms from 2010 to 2020.

Fig. 12. Extension of terms from 2011 to 2019.

and the low limit for keyword occurrence was set at 10. The number of clusters
can be decreased or increased depending on the clustering settings. Additionally,
the third cluster can be combined with the fifth one because the fifth cluster only
has one keyword (personalized learning).
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5 Conclusions

Several important conclusions resulted from the bibliometric review. To begin,
the research focused on publications from 2011 to 2019, a period that showed a
large increase in interest in adaptive learning. Using cluster analysis, the study
successfully identified the research problem domain.

Adaptive learning, learning systems, e-learning, adaptive systems, learning
objects, learning style, learning algorithms, students, computer-aided instruc-
tion, adaptive learning environment, learning contents, adaptive learning sys-
tems, education computing, engineering education, learning process, education,
teaching, and personalized learning were also established as key concepts central
to the subject.

6 Future Work

The results of the bibliometric analysis have provided valuable insights into the
current state and emerging trends in adaptive learning literature. Building on
this analysis, several areas of future research can be explored to advance our
understanding of adaptive learning and its applications in education:

1. Systematic Review : Conduct a comprehensive systematic review of the iden-
tified clusters to delve deeper into the current state of research in adaptive
learning. This review can focus on specific themes such as the theory of adap-
tive learning, learner’s models, the effectiveness of adaptive learning systems,
and the integration of AI in adaptive learning platforms.

2. AI-driven Adaptive Learning : Investigate the role of artificial intelligence in
the development and improvement of adaptive learning systems. Explore the
use of advanced AI algorithms and approaches to enhance the adaptivity and
personalization of learning experiences.

3. Evaluation and Effectiveness: Examine the implementation and effectiveness
of adaptive learning systems in educational settings. Conduct empirical stud-
ies to assess the impact of adaptive learning on student performance, engage-
ment, and satisfaction.

4. Adaptive Learning Environments: Explore the design and development of
adaptive learning environments that cater to individual learners’ needs and
preferences. Investigate how adaptive systems can be integrated into existing
educational platforms to create personalized learning experiences.

5. Gamification and Adaptive Learning : Investigate the potential of gamification
techniques in adaptive learning systems. Explore how gamified elements can
enhance student motivation, engagement, and learning outcomes.

6. Learning Styles and Personalization: Study the role of learning styles in adap-
tive e-learning hypermedia systems. Investigate how learning styles can be
effectively integrated into adaptive learning platforms to cater to diverse
learner preferences.
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7. Adaptive Learning in Mathematics Education: Focus on the application of
adaptive learning and intelligent tutoring systems in mathematics education.
Explore how adaptive approaches can enhance student learning and problem-
solving skills in this domain.

8. Analytics and Adaptive Learning : Explore the use of learning analytics in
adaptive learning systems. Investigate how data-driven insights can be uti-
lized to personalize learning pathways and support educators in making
informed decisions.

9. Application in Different Educational Settings: Investigate the implementation
of adaptive learning and analytics in various educational settings, including
K-12 schools, higher education institutions, corporate training, and online
learning platforms.

10. Ethical and Privacy Considerations: Examine the ethical and privacy impli-
cations of using adaptive learning systems, especially when leveraging AI and
data-driven approaches. Address concerns related to data security, bias, and
transparency.
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Abstract. Increased access to the stock market leads to a growing interest in
investing and an increase in the number of new investors. However, investing
in the stock market involves risks and requires good preparation and analysis. To
protect and grow their investments, investors should carefully analyze the company
they plan to invest in. Our paper aims to develop a model for predicting financial
indicators from companies’ business reports based on data analysis and machine
learning using Python programming language.

Tasks of our research contain the collection of historical data from business
reports or financial databases, data cleaning, and feature selection of relevant
explanatory variables (such as net income, price-to-earnings ratio, total equity,
operating margin, and gross margin) to predict the dependent variable (mar-
ket price per share). Random Forest outperformed Multiple Linear Regression
in predicting stock prices, displaying lower RMSE (9.53), Deviation Percentage
(34.61%), and higher R-squared (97.22%).

The Deviation Percentage of 34.61% may seem relatively high, suggesting
that there is still room for improvement in the model’s precision in predicting
stock prices accurately. It is essential to consider other factors that might affect
stock prices beyond the selected financial indicators.

The conclusion emphasizes the importance of considering additional market
factors, such as competition, economic conditions, and industry changes when
making investment decisions. Although the random forest model is an effective
tool for analyzing the dependence of stock prices on various variables, it does
not account for all factors affecting stock prices. Therefore, investors should use
market analysis to make the correct investment decisions.

Keywords: Financial indicators · Data analysis · Python · Business reports

1 Introduction

In today’s world, the stock market is becoming increasingly popular. This is due to
several factors, including the increased accessibility of the market for ordinary users.
Nowadays, anyone in the world can easily purchase shares of any company. It is only
necessary to open an account with a brokerage firm. Currently, some of the most popular
brokerage firms for regular users are Interactive Brokers [1] and Robinhood [1]. Both
applications provide broad access to the stock market and other financial instruments,
including ETFs, bonds, and more. Based on statistics on Robinhood usage [2], we can
see that over 15 million people use trading platform.
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Increased access to the stock market leads to a growing interest in investing and
an increase in the number of new investors. However, investing in the stock market
is not without risks and requires good preparation and analysis. To protect and grow
their investments, investors must carefully analyze the company they plan to invest in.
Speaking of the US market, currently one of the largest markets in the global econ-
omy, all public companies in this market are regulated by the Securities and Exchange
Commission (SEC), which requires companies to submit quarterly reports on their busi-
ness; these reports are called Form 10-K [3]. These reports are public and available for
investors and analysis, and based on the data provided in these reports, one can assess
the state of affairs in the company, how well their business is going, and make decisions
accordingly.

In this paper, we will discuss the possible use of Python and its tools for automating
the extraction of key data from companies’ quarterly reports (10K) and methods of
predicting them based on historical indicators. We will also find relationships between
stock prices and critical indicators. Thus, the goal of this paper is to find the relationship
between stock prices and critical indicators based on business reports to predict stock
prices for investment decisions.

The paper has the following structure: Sect. 2 considers literature reviews; Section 3
describes general financial ratios used for the analysis model; Section 4 demonstrates a
data analysis methods and their implementation; the conclusion is the last section.

2 Related Works

In the field of financial data analysis and financial indicator forecasting using machine
learning and data analysis methods, numerous studies have been conducted. We will
consider some of them in this section.

Zanc et al. [4] investigated the application of deep neural networks for financial
market forecasting, they used the stock index with exchange rate data and demonstrated
that deep neural networks allow for high accuracy in forecasting. Wasserbacher et al.
[5] explored the application of machine learning methods for analyzing and predicting
financial data. Their research used company stock data and showed thatmachine learning
methods could be effectively used for financial indicator forecasting. Doryab et al. [6]
examined the application of regression analysis for predicting investment returns. In
their research, they used company stock return data and demonstrated that regression
analysis could be effectively used for investment return forecasting. Snihovyi et al. [7]
predicted cryptocurrency prices using different ML algorithms. All these studies show
that machine learning and data analysis methods can be effectively used for financial
indicator forecasting. In contrast of previous researches, in this paper, we will apply
these methods for analyzing financial data and predicting financial indicators based on
business reports.

Mushtaq et al. [8] employ Natural Language Processing (NLP), a subdomain of AI,
to predict the sentiments while analyzing 3729 annual 10-k financial reports of S&P
500 companies over the 2002–2019 years. They disclosed that there is no significant
association between the firm’s financial performance indicators and 10-ks positivity [8].
We believe that the more reports, the less correlation between 10-k reports and financial
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indicators, because stock markets react more strongly to negative results of reports than
positive ones as described by Huang et al. [9].

A firm’s annual reports help investors decide about the company’s stocks. As a rule,
investors analyze financial data to predict stock prices and future returns, volatility, and
risks. At the same time, financial performance indicators may affect the massive text of
the company’s 10-k report.

10-k reports are a signal that can disclose the positive performance of the company,
using complex and obfuscation narratives [10]. At the same time, financial indicators
can reveal actual state of the company without manipulation from the sides of agents
(executives) who try to save the company’s positive image and their own positions in
the company. Cohen et al. [11] revealed that 10-k reports are relevant for the firm’s
financial indicators, such as future earnings, profitability, and news announcements, and
can predict firm-level bankruptcies.

A regressionmodelwith explanatoryfinancial and control variables canmeasure their
impact on dependent variables (e.g., positive or negative news as a qualitative variable,
price of the stock as a quantitative variable, etc.) [8]. Among financial indicators, existing
research contains return on assets (ROA), return on equity (ROE), Tobin’s Q (TQ), and
return on invested capital (ROIC). Control variables of the company consist of firm
size, firm’s assets tangibility, liquidity, financing needs or deficit, and financial leverage.
Investors have different risk profiles that defines their propensity to different FI [12].
Clusters can combine investors with identical preferences who are interested in same
business reports [13]. Neural networks are used to predict stock prices based on big data
[14].

Our model includes quantitative variables, both dependent and explanatory ones.
Our study, in contrast to existing ones, reveals only a statistically significant explanatory
variable for the stock’s price change 10-k report to reveal the direction of changes using
10-k reports and data analysis with API. After data analysis, stock price forecasts can be
made based on only non-multicollinearity explanatory variables from the 10-k report,
not all financial metrics of the report.

3 Financial Ratios of 10K Report

A 10-K Report is a report that companies registered in the United States and traded on
American stock exchanges should submit to the United States Securities and Exchange
Commission (SEC). The 10-K report contains detailed information about the company’s
financial condition, operations, management, risks, and strategy.

The 10-K report includes the following information:

1. Financial Statements: Financial indicators such as balance sheet, income statement,
cash flow statement, and statement of changes in equity.Business overview:Adescrip-
tion of the main aspects of the business, including products, services, industry,
geographic markets, and major competitors.Risk factors: An analysis of potential
risks that could negatively affect the company’s performance, including competition,
regulatory risks, and technological changes.

2. Management’s Discussion and Analysis (MD&A): The company’s analysis of its
financial results, strategy, plans, and factors that could impact future results.
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3. Corporate governance: Information on the company’s board of directors and executive
officers, as well as information on their compensation, stock holdings, and stock
options.

4. Security ownership and additional expenses: A description of the shareholder capital
structure, including various classes of shares and shareholder rights.

5. Legal proceedings: Information on any significant legal proceedings in which the
company is involved.

6. Tax matters: A description of the company’s tax obligations and any potential tax
issues that may arise.

7. Significant agreements and contracts: A description of significant contracts and
agreements that may be material to the company’s business.

In the 10-K Report, vital financial indicators provide information about the com-
pany’s financial condition and performance. These indicators are divided into sev-
eral financial statements, such as the balance sheet, income statement, and cash flow
statement.

The Income Statement, also known as the earnings report or the statement of per-
formance, is a summary of a company’s revenues and expenses for a specific period of
time, usually a year or a quarter. It shows how the company converts revenue from the
sale of goods and services into net profit, considering all expenses.

Here are the main sections and items of the Income Statement:

1. Revenue: Income from the sale of goods or services. Revenue can also be referred to
as sales or turnover.

2. Cost of Goods Sold (COGS): The costs of producing or purchasing the goods or
services that the company sells. COGS includes materials, labor, and overhead costs
for production.

3. Gross Profit: The difference between revenue and cost of goods sold. Gross profit
shows how much a company earns after paying its direct costs for producing goods
or services.

4. Operating Expenses: Costs of managing the company that is not related to producing
goods or services. Operating expenses include employee salaries, rent, advertising,
depreciation, research and development, and other non-production costs.

5. Operating Income: The difference between gross profit and operating expenses. Oper-
ating income shows how much a company earns from its core business, excluding
interest and taxes.

6. Interest and Other Financial Expenses: Costs of interest on debts and other financial
expenses, such as fees for servicing debts.

7. Income Tax: The amount of taxes the company must pay on its income.
8. Net Income: Reflects the final profit after accounting for all revenues, expenses,

interest, and taxes for a specific period of time, usually a year or a quarter. Net
income is used to determine the success of a company and its ability to generate
profits for shareholders.

The balance sheet is a snapshot of a company’s financial position at a specific date.
It includes assets (what the company owns), liabilities (what the company owes), and
equity (the difference between assets and liabilities). The balance sheet consists of the
following sections:
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1. Assets: These are divided into current assets (e.g., cash, accounts receivable,
inventories) and long-term assets (e.g., equipment, real estate, intellectual property).

2. Liabilities: These include current liabilities (e.g., accounts payable, short-term debt)
and long-term liabilities (e.g., borrowed funds, pension obligations).

3. Equity: This is the sum of funds invested by shareholders and the company’s
accumulated earnings.

Cash Flow Statement: This report shows how a company generates and uses cash over
a specific period of time, typically a year. It details changes in cash and cash equivalents,
divided into three main categories:

1. Operating Cash Flow: reflects the net cash flow generated from the company’s core
activities, such as selling goods and services, paying suppliers, employee salaries,
and taxes. Positive operating cash flow indicates that the company is successfully
converting its profits into cash.

2. Investing Cash Flow: reflects cash flows related to investments in long-term assets,
such as the purchase or sale of equipment, real estate, intellectual property, shares
of other companies, and debt instruments. Negative investing cash flow may be
associated with investments in the company’s growth and development.

3. FinancingCashFlow: reflects cashflows related to the company’s financing, including
the issuance and repayment of shares and debts, payment of dividends to shareholders,
and other financing-related operations. Negative financing cash flowmay indicate the
repayment of debts or dividends.

4. Based on data from this report, we can calculate the next important financial ratios
(Table 1):

Table 1. Financial metrics of companies’ 10-K reports

Financial metric and signals Definition Formula

Gross Margin
Positive signal for stock price:
the higher demand for the
company’s stock the more
metric and share price

Presents how many
percentage points of
revenue remain after
deducting costs related to
the production or sale of
goods and services

GrossMargin = (Revenue −
CostofGoodsSold)/Revenue

Operating Margin
Positive signal: the more profit
per dollar of sales revenue the
higher metric

Shows how many
percentage points of profit
a company receives from
its operating activities,
after deducting costs
related to production,
sales, administrative
expenses, and taxes

OperatingMargin =
OperatingIncome/Revenue

(continued)



232 O. Ivanov and V. Kobets

Table 1. (continued)

Financial metric and signals Definition Formula

Net Profit Margin shows how much profit a
company earns in net
terms after deducting all
expenses, including taxes
and interest on debt, as a
percentage of its revenue

NetProfitMargin =
(NetProfit/Revenue) ∗ 100%

Current Ratio
Small positive or negative
signal: the higher metric the
more confidence of investors
or more cash which is not used
effectively

assesses a company’s
ability to meet its current
liabilities based on its
current assets

CurrentRatio =
CurrentAssets/CurrentLiabilities

Debt-to-Equity Ratio
Positive signal: the lower level
of debt the lower metric

compares a company’s
total debt to its total equity

DebttoEquityRatio =
TotalDebt/TotalEquity

Return on Assets (ROA)
Positive signal: the higher
profit the more metric

measures how efficiently a
company uses its assets to
generate profit

ROA = NetIncome/TotalAssets

Return on Equity (ROE) measures the amount of
net income a company
generates as a percentage
of the total amount of
equity invested by
shareholders

ROE = Net Income /
Shareholders’ Equity

Earnings per Share (EPS)
Positive signal: the more
metric the more earnings

measures the amount of
profit a company
generates on a per-share
basis

EPS = Net Income/Outstanding
Shares

Price-to-Earnings Ratio (P/E)
Positive or negative signal: if
metric increases then share
price rises or stock will
overvalued

compares a company’s
stock price to its earnings
per share

P/E Ratio = Market Price per
Share/Earnings per Share

Price-to-Book Ratio (P/B) compares a company’s
market price per share to
its book value per share

P/B Ratio = Market Price per
Share/Book Value per Share
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4 Data Analysis

We obtained historical data for the past 20 years (1997–2022) for Amazon Inc. [15]
using a third-party service called Financial Modeling [16], which stores and provides
annual and quarterly reports of companies through an API (Fig. 1). From this data,
we extracted essential metrics such as Revenue, Cost of Revenue, Operating Income,
Net Income, Current Assets, Current Liabilities, Total Debt, Total Equity, Shareholders
Equity, Outstanding Shares,Market Price per Share, Earnings per Share, and BookValue
per Share.

Using Python, we manipulated this data and created a quarterly dataset (Table 2).
We analyze this dataset and identify relationships between stock price and financial
indicators extracted from the quarter report using random forest and multiple linear
regression algorithms.

We selected two algorithms to compare their performance, predicting stock prices
based on financial indicators extracted from business reports. Random Forest uses mul-
tiple decision trees to make accurate predictions, preventing overfitting by averaging
the results. Multiple linear regression analyzes the impact of various variables on stock
prices. Comparing these algorithms will help us assess each variable’s contribution to
explaining stock price changes (Fig. 2).

Fig. 1. Dynamics of market price per share for Amazon, Inc., 1997–2022

Therefore, before usingmultiple linear regression to analyze the relationship between
stock prices andvarious variables, it is necessary to check formulticollinearity and ensure
this phenomenon is absent in the data. If multicollinearity is detected, measures such
as removing one of the explanatory variables or using Farrar–Glober algorithm may
be taken to eliminate it. To remove correlated variables, we calculated the correlation
coefficients between the independent variables, as shown in Fig. 3. Then, we set a
correlation threshold of 0.8 and removed variables that were highly correlated.
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Table 2. Summary statistics

Variable Min Q1 Median Mean Q3 Max

market_price_per_share,$ 0.0771 1.98537 6.0945 30.5576 36.2091 172.01

Capitalization, bln $ 0.2341 16.36 54.35 299.3 343.1 1737

revenue, bln $ 0.016 1324 6917 26.09 33.46 149.2

cost_of_revenue, bln $ 0.0118 0.9969 5.428 20.99 25.98 129.6

operating_income, bln $ –0.544 0.011337 0.173 0.99599 0.72225 8.865

net_income, bln $ –3.844 –0.00951 0.0975 0.7847 0.3109 14.32

current_assets, bln $ 0.009 1.497 8.041 28.72 35.83 161.6

current_liabilities, bln $ 0.009 0.9201 5.222 26.61 33.6 155.4

total_debt, bln $ 0 1.258 2.145 17.84 8.252 140.1

total_equity, bln $ –1.478 0.03518 5.438 20.17 16.85 146.0

shareholders_equity,bln $ –1.478 0.03518 5.438 20.17 16.85 146.0

outstanding_shares bln $ 0.9324 8.269 9.080 8.478 9.67 10.33

earning_per_share –0.60 –0.00452 0.0101 0.0704 0.034942 1.4105

book_value_per_share –0.199 0.0118 0.5988 2.0054 1.7423 14.333

Fig. 2. Histogram of market price per share for Amazon, Inc., 1997–2022

After analyzing for correlation, we removed the correlated explanatory vari-
ables: earning_per_share, total_debt, total_assets, net_profit_margin, return_on_assets,
price_to_book_ratio. We also removed three additional variables: debt_to_equity_ratio,
current_ratio, and return_on_equity. We observed that after removing these variables,
the deviation percentage for our model improved significantly. The improved deviation
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percentage indicated that the model’s predictions were closer to the actual stock prices.
And now we only have 5 independent variables: net_income, price_to_earning_ratio,
total_equity, operating_margin, and gross_margin. To build multiple regression and ran-
dom forest models, we used the sklearn library and pandas to create a dataset based on
the previously processed data.

Fig. 3. Correlation analysis for explanatory variables

We split the original dataset into training and testing subsets to train the model and
evaluate its performance. We followed a commonly used approach where the data was
split in an 80:20 ratio, where 80% of the data was used for training the model, and
the remaining 20% was used for evaluating its performance. It helped us estimate the
accuracy and robustness of the model on new data and prevent overfitting. The dataset
splitting into training and testing subsets was performed using the “train_test_split”
function in the sci-kit-learn library. The code is shown in Fig. 4.

WeusedRMSE,DeviationPercentage, andR-squared to compare ourmodels.RMSE
measures accuracy, Deviation Percentage measures relative error, and R-squared mea-
sures how well the model fits the data. Together, these metrics provide a comprehensive
assessment of the model’s performance, because they are interpretable, evaluated thor-
oughly, and capture different aspects of prediction accuracy and model fit. Overall, they
allow us to evaluate and communicate the effectiveness of our models in predicting stock
prices. The results of our models are shown in Table 3.
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Fig. 4. Estimation of selected algorithms

Table 3. Coefficient comparison

Model RMSE Deviation Percentage R-squared

Linear Regression 27.87 394.24% 76.22%

Random Forest 9.53 34.61% 97.22%
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Based on the evaluation results, the Random Forest model predicts stock prices using
financial indicators better than the Linear Regression model. The Random Forest model
has a lower RMSE of 9.54 (compared to 27.87 for Linear Regression) and a Deviation
Percentage of 34.61% (compared to 394.24% for Linear Regression), which means it
has better predictive accuracy and fewer prediction errors. Additionally, the Random
Forest model has a higher R-squared value of 97.22% (compared to 76.22% for Linear
Regression), indicating that it has better overall explanatory power in capturing the
variability in stock prices. However, caution should be exercised in overestimating the
model, as additional factors may also affect the result. We can distinguish direct (Fig. 5)
and polynomial (Figs. 6–7) dependences among market price per share and significant
explanatory variables.

Fig. 5. Market price per share and total equity (graph)

Fig. 6. Market price per share and gross margin (polynomial dependence)
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Fig. 7. Market price per share and net income (direct and polynomial dependences)

5 Conclusions

Based on the study, we can conclude that several factors, including total equity, gross
margin, operating margin, price-to-earnings ratio, and net income, influence the market
price per share. Taking into account the comparison of the two models, Random Forest
exhibited superior performance in predicting stock prices compared to Multiple Linear
Regression. It achieved significantly lower values for both RMSE (9.53) and Deviation
Percentage (34.61%), indicating improved accuracy and reduced prediction errors.

Furthermore, the Random Forest model demonstrated a higher R-squared value of
97.22%, highlighting its exceptional explanatory power. This means that the financial
indicators utilized in the model, making it a more reliable, can explain around 97.22%
of the variability in stock prices and effective approach for understanding the underly-
ing patterns influencing stock prices. The Deviation Percentage of 34.61% may seem
relatively high, suggesting that there is still room for improvement in the model’s preci-
sion in predicting stock prices accurately. While Random Forest outperformed Multiple
Linear Regression, it is essential to consider other factors that might affect stock prices
beyond the selected financial indicators.

Overall, the study results showed thatRandomForest is an effective tool for analyzing
the dependence of stock prices on various variables. However, it is essential to note that
our model does not account for all factors affecting stock prices, so investors should use
market analysis to make the correct investment decisions.
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Abstract. Because food crisis is so wide-reaching, there is a strong a need in
the transformation of world agriculture and food production sector. The innova-
tive digital technologies, namely AI, are widely acknowledged as a solution for
enhancing food crises management and agricultural productivity. The purpose of
this paper is to research the linkage between food security and artificial intel-
ligence against the backdrop of global digitalization processes by using cluster
analysis (SOM algorithm). The level of impact of AI on food security is deployed
in ascending order for clusters Absence, Starter, Adopter, Frontrunner. Countries
with more developed digital infrastructure are better able to respond to current
food security threats and build resilience for the future. Due to development of
digital economy andAI solutions, the level of food security for clusters of Adopter,
Frontrunner is largely higher than for countries with low level of digitalization and
AI diffusion (clusters of Absence, Starter). Furthermore, the level of agriculture
value added correlates with AI application and country’s economic development.
The more country’s economy depends on agriculture, the lower is country’s food
security level and the slower is country’s digitalization.

Keywords: Artificial intelligence · AI solutions · AgriTech · Agriculture 4.0 ·
Big data · Digital agriculture · Digitalization · Food security · Robotics · SOM
algorithm

1 Introduction

The growing number of world population poses a series of challenges on the current
agricultural model, namely the need to increase productivity, reduce costs, and preserve
natural resources. The problem is exacerbated by climate change, extreme events are
expected to jeopardize agricultural production. At the same time, the frequency and
severity of shocks to food systems has increased due to increased number of socio-
political (armed conflicts), climatic (extreme weather) and economic events. [1] Even
before Russia’s war against Ukraine disrupted crucial food supply chains, according
to Food and Agriculture Organization (FAO) the level of global hunger had reached
new records in 2021, with nearly 193 million people in acute food insecurity across 53
territories and in 2022 nearly 258 million people faced food insecurity in 58 countries
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[2]. The only alternative way to overcome all these challenges is to adopt emerging
technologies in agriculture with a particular role of digital component and AI solutions.

According to FAO ‘digitalization’ of agriculture and the food value chain is ongoing
[3] and is already improving access to information, inputs and markets, increasing pro-
duction and productivity, streamlining supply chains and reducing operational costs. In
other words, the world is witnessing the birth of next agricultural technology (agri-tech)
revolution that promises to use resources efficiently and achieve food security at local
level. According to 2023 WEF Markets of Tomorrow report, 29.7% percent of survey
respondents from 126 countries confirmed that agriculture technologies rank first as the
top technology of strategic importance globally [4].

The purpose of this paper is to research the linkage between food security and
artificial intelligence against the backdrop of global digitalization processes.

We organise the remainder of our paper as follows: in Sect. 2 we consider related
works and summarize the socio-economic impact of AI on food security. Section 3 is
devoted to classifying the countries using self-organizing maps and machine-learning
techniques into clusters in terms of their food security parameters, digitalization level
and economic development. Finally, Section 4 concludes on the results achieved in the
research paper.

2 Related Works

2.1 Agriculture 4.0 and AI Solutions Linkage

The technologies, acting in a synergistic and complementary way in agriculture, have
the power of transformation that can be referred to as digital agriculture [5], also known
as agriculture 4.0 [6], or the fourth agricultural revolution [7]. FAO explains digital
agriculture as a process involving digital technologies that covers access, content and
capabilities, which, if appropriately combined for the local context and needs within the
existing food and agricultural practices, could deliver high agrifood value, and improve
socioeconomic, and potentially environmental, impact [8]. Table 1 presents a conceptual
comparison between current conventional farming and Agriculture 4.0, based on [5, 9,
10].

Table 1. Comparison between conventional agriculture and Agriculture 4.0

Conventional agriculture (Small-scale farm) Agriculture 4.0 (Smart farm)

Analogical or mechanical Technology Internet of Things (IoT)

No data or records Big data

Manual labour Robotics

Hand or animal power Automated equipment

Farmer experience Sensing technologies, satellite image and
positioning
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According to Silveira, F. D. (Fig. 1), there are 3 main levels under the “roof” of
Agriculture 4.0 system. First, fundamental elements include basic pillars that guide the
development of agriculture 4.0 (precision agriculture, smart farming, and digital farming)
andwithoutwhich it could not exist. Second, structuring elements cover key technologies
that can revolutionize and impact the way commodities are produced, processed, traded,
and consumed. Third, complementary elements encompass wider possibilities of action
of agriculture 4.0 that address specific agricultural issues that require a certain degree
of maturity with the structuring elements of agriculture 4.0.

• Machine learning, Deep learning, 
virtual reality, 3D food, wireless 
sensor network

complementary 
elements

• AI, big data, IoT, 
blockchain, UAVs, 
robotics, cybersecurity, 
cloud computing

structuring elements

• precision 
agriculture, 
smart farming, 
and digital 
farming 

fundamental elements

Fig. 1. The “House of Agriculture 4.0” [6]

In terms of digitalization of agriculture, IFADexperts define 6 categories of solutions:
1) advisory and information services; 2) market linkages; 3) supply chain management;
4) financial services; 5) macro-agricultural intelligence; and 6) encompassing integrated
solutions [11]. In general, it is expected that technical improvements in new agricultural
technologies should: optimize production efficiency (efficient control of machines, cost
reduction); optimize quality (timely detection of diseases in crops); minimize environ-
mental impact (efficient use of inputs and pesticides); minimize production-associated
risks (more excellent knowledge of cultivated areas, blockchain technology adoption in
value chains); build up resilience (ability of food systems to withstand shocks).

AI solutions (purely software or hardware-embedded) have become a mainstream
in the global economy for the recent years. In general, AI allows computers and other
machines (e.g. robots) to perform tasks previously thought to rely on human experience,
creativity and ingenuity. It involves the ability of machines to function autonomously,
and “learn” from large volumes of input data, without being explicitly programmed
for the required task [5]. The market size of AI application in the global agriculture is
expected to grow from USD 1.7 billion in 2023 to USD 4.7 billion in 2028 at CAGR of
23.1% during 2023–2028 period [12].

Moreover, there is an observable increase in investments in AI start-ups across all
industries and in agrifood sector, in particular. According toAgTech report, global invest-
ment in foodtech and agtech (agrifoodtech) startups totaled $29.6 bn in 2022, a 44%
decline on record-breaking 2021 levels ($51.7 billion) [13]. The reasons for such market
crush are related toRussia’swar againstUkraine, inflation, and continued (sinceCOVID-
19) supply chain disruptions. But the investment trend remains growing primarily due
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to the strong returns received by investors from AI capital and strong confidence in AI
as a game changer in addressing food security challenges.

2.2 AI Role in Addressing Food Security Challenges

We consulted a number of studies investigating AI role in addressing food security
challenges (Table 2).

Table 2. Research on AI solutions in addressing food security

Authors Research focus

Bhagat P. and al proved potential for the application of AI to attain sustainability,
especially in predicting the yield, crop protection, climate control,
crop genetic control, and produce supply-chain. [14]

Bobicev I., Koeleman E importance of AI for dairy farming in developing countries to prove
that farmers in Kenya who use local AI platform can increase milk
production and significantly improve basic knowledge on
insemination time and heat detection [5, p. 37]

von Braun J broadly based policy agenda to include the poor and marginalized in
opportunities of AI/R and to protect them from adverse effects. [15]

How M.L. and al unified analysis of data from GFSI to illustrate how computational
simulations can be used to produce forecasts of good and bad
conditions in food security using multi-variant optimizations
providing AI user-friendly approach. [16]

Deléglise H. and al models that aim to predict two key indicators of food security: the
food consumption score and the household dietary diversity score
[17]

Hussain A. et al policy recommendations for AI application in agri-food sector,
including the need for exploitation and coordinated effort, proper
regulation, multi-partner system of estimating AI effects and
employment and schooling. [18]

Therefore, we decided to focus our research on investigating whether digitalization,
as a whole, and AI solutions, in particular, give countries certain competitive advantages
at the macro-level; and how the level of GDP dependence on agriculture correlates with
AI application and country’s economic development status.

2.3 The Socio-economic Impact of AI on Food Security

At the times of digital transformation era, the debate over socio-economic impact of
applying AI in agriculture and food production (agri-food) sector is ongoing. The main
discussion points are briefly summarized at Fig. 2.

Overall, AI solutions are aimed at increasing farming productivity and crop yield,
in particular through predictive analytics-based techniques. Moreover, AI solutions are
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Advantages 
• New jobs
• Agricultural automation and 
productivity increase

• Food crisis prevention and 
better management

• Sustainability 
• Profits/ income increase

Disadvantages 
• Labour replacement

• Digital divide 
• Relience on power and ICT 

infrastructure 
• High cost of introduction

• Data privacy

Fig. 2. Advantages and disadvantages of AI application in agri-food sector

helpful in soil monitoring, detection of pests and diseases, weather and temperature
broadcasting which benefits the entire agri-food supply chain. Thus, these solutions
are highly adopted for first, enhancing harvest quality in the agriculture industry, sec-
ond, providing support services previously deemed too resource-intensive, expensive,
or unavailable (e.g. due to lack of skills and expertise); third, driving down current
operational costs by saving time and labour performed by agriculture workers. The most
widely used AI solutions in agriculture include robotics, big data and sensing techniques
(Table 3).

Table 3. Factors affecting the efficiency of most popular AI solutions in agriculture

Factor Robotics (automation) Big data (analytics) Sensing techniques
(drones, platforms)

Ownership and
management of data

yes yes yes

Capacity of end users
and data accuracy

yes yes yes

ICT infrastructure yes yes yes

Purchase price yes yes yes

Technical maintenance yes no yes

Power asymmetry and
dependency

no yes no

Elbehri, A. et al., Santos Valle et al. in their works define several factors negatively
affecting the efficiency of most common AI solutions, namely, ownership and manage-
ment of digital data (the absence/ presence of regulations), capacity of end users (tech-
nology adaption at the end user) and data accuracy, ICT infrastructure, purchase price,
technical maintenance and servicing and power asymmetry and dependency (asymme-
try of power between big data service providers and their clients). The first five are
inherent to robotics, big data and sensing techniques, whereas power asymmetry and
dependency is observed within big data solutions, and technical maintenance problems
relate to robotics and sensing techniques.
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We can observe that socio-economic impact ofAI on food security has dual effect and
the main issue is whether the positive effect outweigh the existing negative implications.

3 Main Results: Measuring the Impact of AI on Food Security
of States

The main research question of our article is to define the impact of AI technologies on
food security of states. First, we considered 4 food security parameters of Economist
ImpactGlobal Food Security Index (GFSI) 2022 data set. The index covers assessment of
food security drivers for 111 countries ranked in GFSI rank 2022 under 4 food security
pillars: Affordability, Availability, Quality and safety, Sustainability and adaptation.
As of today, GFSI remains the major benchmarking model in terms of food security
assessment, including 68 qualitative and quantitative food security drivers (Table 4).

Table 4. GFSI 2022 food security drivers

Affordability Availability Quality and Safety Sustainability and
adaptation

1.Change in average
food costs FAO
Consumer Production
Index
2.Proportion of
population under
global poverty line
3.Inequality-adjusted
income index
4.Agricultural trade
5.Food safety net
programmes

1.Access to
agricultural inputs
2.Agricultural research
& development
3.Farm infrastructure
4.Volatility of
agricultural production
(FAO)
5. Food loss (FAO)
6. Supply chain

infrastructure
7. Sufficiency of

supply
8. Political and social

barriers to access
9.Food security and
access policy
commitments

1.Dietary diversity
2.Nutritional
standards
3.Micronutrient
availability
4.Protein quality
5.Food safety

1.Exposure
2.Water
3.Land
4.Oceans, rivers and
lakes
5.Political
commitment to
adaptation
6.Disaster risk
management

Second, to account the impact of digitalization level (i.e. digital economy develop-
ment, including AI solutions), we decide to choose the Global Connectivity Index (GCI)
that evaluates the progress of 70 economies in deploying digital infrastructure and capa-
bilities. GCI defines 3 categories of countries—Starter, Adopter, and Frontrunner and
we will try to attribute this classification to the results of our analysis.

Third, in our research we included Agriculture value added (% of GDP) parameter
that reflects the importance of agriculture sector development in country’s GDP [19]. It
also serves as a marker for country’s level of economic development.
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To sum up, to research the impact of AI on food security level we will build country
clusters [20–22] to take into account 4 GFSI dimensions, GCI and Agriculture value
added via unsupervised self-organizingmaps with input layer of 6 neurons. All countries
are self-organizing on the output layer neurons. The average distance to the nearest
neurons after 100 iterations is decreased on almost third (Fig. 3).

Fig. 3. Decrease in average distance to the nearest neurons after 100 learning iterations of the
SOM network

The codes plot displays the value of 6 factors for each node, which corresponds
to 111 countries. For the number of clusters k = 6, we have performed hierarchical
clustering through SOM algorithm and have constructed the maps of the codes type.
The results obtained are presented at Fig. 4.

Fig. 4. Clustering of SOM map nodes

As a result of the analysis, we defined 6 country clusters as represented in Table 5
and classified them under 3 GCI categories (plus adding Absence category).

The sets of attributes of each country cluster are illustrated in Fig. 5.
As regards comparative advantages, food is most affordable and available in C3

and C6, the lowest affordable – in C4 and C5. The highest quality and sustainability is
observed in C3, the very low quality food is in C4. The comparative advantages of each
cluster are presented in Table 6.
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Table 5. Clusters by countries

Clusters Countries GCI category

Cluster 1 (C1 - blue) 29 countries: Algeria, Azerbaijan, Bangladesh,
Burkina Faso, Cambodia, Dominican Rep., Egypt,
Ghana, Guatemala, Honduras, India, Indonesia,
Jordan, Kenya, Laos, Myanmar, Nepal, Nicaragua,
Pakistan, Panama, Philippines, Rwanda, Senegal, Sri
Lanka, Tajikistan, Tanzania, Thailand, Tunisia,
Uzbekistan

Starter

Cluster 2 (C2-orange) 28 countries: Argentina, Bahrain, Bolivia, Brazil,
Bulgaria, Colombia, Ecuador, El Salvador, Greece,
Hungary, Israel, Italy, Kuwait, Malaysia, Mexico,
Morocco, Oman, Paraguay, Qatar, Romania, Saudi
Arabia, Serbia, Slovakia, South Africa, Turkey,
Ukraine, United Arab Emirates, Vietnam

Adopter

Cluster 3 (C3 - green) 26 countries: Australia, Austria, Belgium, Canada,
Chile, Costa Rica, Czech Republic, Denmark,
Finland, France, Germany, Ireland, Japan,
Kazakhstan, Netherlands, New Zealand, Norway,
Peru, Poland, Portugal, Spain, Sweden, Switzerland,
United Kingdom, United States, Uruguay

Frontrunner

Cluster 4 (C4 - red) 20 countries: Benin, Burundi, Cameroon, Chad,
Congo (Dem. Rep.), Côte d’Ivoire, Ethiopia, Guinea,
Haiti, Madagascar, Malawi, Mali, Mozambique,
Niger, Nigeria, Sierra Leone, Syria, Togo, Uganda,
Yemen

Absence

Cluster 5 (C5 - purple) 5 countries: Angola, Botswana, Sudan, Venezuela,
Zambia

Absence

Cluster 6 (C6 - white) 3 countries: China, Singapore, South Korea Frontrunner

cluster
1

cluster
2

cluster
3

cluster
4

cluster
5

cluster
6

GCI_rank

Agriculture value added

Affordability

Availability

Quality and safety

Sustainability and adaptation

Fig. 5. Clusters by attributes
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From the standpoint of our research the competitive advantages of digital technolo-
gies are the most interesting. Taking into account dependence between pillars of GFSI
and GCI rank (level of digital development and AI) we can conclude that the more GFSI
the more GCI rank (C2, C3, C6) and vice versa: the less GFSI the less GCI rank (C1,
C4, C5). If we consider dependence between GFSI rank and Agriculture value added,
we see that the more important is agriculture for country’s economy, the less digitally
developed it is and the more food insecure (C1, C4, C5) and vice versa: the more GFSI
the less Agriculture value added (C2, C3, C6) and the more digitalised is the country.

Table 6. Clusters comparative advantages

Comparative advantages Very high Above average Below average Very low

Affordable food C3, C6 C2 C1 C4, C5

Quality food C3 C2, C6 C1, C5 C4

Digital development and AI C3, C6 C2 x C1, C4, C5

Available food C6 C3 C4 C5

C1, C2

Sustainable food C3 C1, C4, C5 x

C2, C6

Agriculture value added C4 C1 C2, C5 C3, C6

The GCI categories were further used to perform the analysis of GFSI rank and agri-
culture value added for deferent level of AI development (Fig. 6) to proveAI comparative
advantages. The countries with higher GCI rank (factor 3) have greater digital readiness
and resilience, than countries with factor 1, thanks to strong digital infrastructure and as
a result the potential of AI application. We can also observe that the greater the level of
implementation of AI in a country, the higher the level of food security of the respective
countries.

Fig. 6. GFSI rank and agriculture value added for deferent level of AI development
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To check the validity of obtained results, we used the list prepared by Yahoo of 12
most advanced countries in agriculture technology (by number of agritech startups) [23].
And the results of our modelling confirm that the countries that have the biggest number
of tech startups are situated in C3 and C6 with the lowest level of GDP dependency on
agriculture and the highest food security level. These countries are (Australia (3), Canada
(3), China (6), France (3), Germany (3), Israel (6), Japan (3), Netherlands (3), New
Zealand (3), South Korea (6), UK (3), United States(3)). The majority of countries with
developed agri-tech sector have two things in common – advanced economy status and
high agricultural output. The latter has compelled these countries to invest in innovation
in agri-technology to sustain and grow their outputs.

The regional scope of the obtained results is presented at Fig. 7. We start from
defining C3, C6 as Industrial, Post-industrial economics with low level of agriculture
value added in GDP, whereas other countries shall be regarded as Agrarian economies.
The results obtained on countries in C1, C4 and C5 highly correlate with the 2023 FAO
distribution of 45 countries in need of external assistance of food [24], therefore we shall
call these clusters as Agrarian economies in Emergency.

Fig. 7. Trade-offs between GFSI rank and agriculture value added by regions

Multiple regression between GFSI rank as dependent variable and explanatory vari-
ables (GCI rank and Agriculture value added) demonstrates that movement in clusters’
countries fromAbsence to Starter, from Starter to Adopter, fromAdopter to Frontrunner
give rise to GFSI rank by an average of 5.6 positions. The more country’s economy
depends on agriculture, the lower the country’s food security rating GFSI. If a country’s
agricultural value added increases by 1%, the country’s GCI rating will decrease by 0.5
positions on average (Fig. 8).

Therefore, countries with more developed digital infrastructure are better able to
respond to current food security threats, and build resilience for the future.

4 Conclusions

To sum up, we conclude that the transformative power of digital technologies, in general,
andAI solutions, in particular, give countries certain competitive advantages towithstand
current food security crisis. First, we found that the rise of GCI rank (level of digital
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Fig. 8. Multiple regression model of GFSI rank

development and AI) can increase food security index (GFSI rank) by an average of 5.6
positions. Therefore, due to development of digital economy and AI, the level of food
security for clusters of Adopter, Frontrunner is largely higher than for countries with
low level of digitalization and AI diffusion (clusters of Absence, Starter).

Second, we found that if a country’s agricultural value added increases by 1%, the
country’s GCI rating will decrease by 0.5 positions on average. This proves that the level
of GDP dependence on agriculture correlates with AI application and country’s status
of economic development (Post-industrial, Industrial, Agrarian economies; Agrarian
economies in Emergency).

We are going to further continue our research, specifically, in terms of assessing the
modern instruments (namely, AI) of achieving food security in already precarious state
and constant threats.
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Abstract. The paper is devoted to our research on the effectiveness of using dif-
ferent middle- and long-term trading strategies based on computer analysis (CA)
indicators. This paper contains a brief overview of three technical analysis indica-
tors that are usually used for getting buy or sell signals for some specific financial
instruments (FIs). We have described the approach that allows using such signals
not only for a single FI but for a whole investment portfolio. The initial investment
portfolio is generated usingMarkowitz’sModern Portfolio Theory. The paper con-
tains an overview of similar approaches presented by other researchers. During
the experimental part of the research, we compared the effectiveness of using such
CA indicators as moving average (MA), relative strength index (RSI), and support
and resistance (S&R). The results prove that using certain CA strategies allows
not only to increase the initial investment portfolio profitability on rising periods
in the financial market but also may reduce loss during a global financial market
recession.

Keywords: Investment Portfolio · Automated Financial Software ·
Robo-Advisor · Computer Analysis

1 Introduction

The inflation index (or consumer price index) is an indicator that characterizes changes
in the general level of prices for goods and services that the population buys for per-
sonal consumption. In Ukraine, the inflation index was 5% and 10% in 2020 and 2021,
respectively. At the end of 2022, the inflation rate exceeded 20%, and the Ukrainian
government included an expected inflation index of 28% in the planning of the state
budget for 2023 [1]. Traditional methods of protecting savings from inflation, such as
bank deposits, bonds are unable to compensate for the devaluation of monetary savings
of the population at such a high level of consumer price index growth.

Individuals who aim to at least preserve their existing savings are seeking alternative
means to do so. One such solution is investing in securities, stocks, ETFs and other
financial instruments (FIs). However, if a person lacks experience in the financial sector,
there is a high risk of incorrectly composing an investment portfolio, such as failing to
adhere to asset diversification rules. To assist in the composition of an investment plan
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for individuals without specialized skills and competences, special software tools called
Robo-Advisors (RA) have been developed.

RA is a type of financial software that gives investment advice based on information
(such as investment goals, risk preferences, budget, and desired investment assets) pro-
vided by a user. Unlike the classical financial consulting companies offering to compose
a personalized investment portfolio for a quite high price, RA services charge a relatively
small transaction fee and some of them only have fixed annual fees [2].

Technical analysis is a trading strategy that involves analyzing past market data, such
as price changes and volume, to identify patterns and make predictions about future
price movements. Technical analysis is widely used by traders and investors in various
financial markets, including stocks, currencies, and other FIs. Technical analysis traders
use various technical indicators, such as moving averages and oscillators, to identify
potential buying and selling opportunities. Such indicators that calculate some numerical
value based on past market data are also called computer analysis. Technical analysis as
a rule is applied after fundamental analysis.

The purpose of this research is to develop an algorithm that allows using trading
strategies based on computer analysis for an initial investment portfolio, to implement
this algorithm in a software tool using Python programming language, and to analyze
the effectiveness of this approach on real historical datasets.

Research tasks include examination on which indicators based trading strategies
shows better performance versus simple buy-and-hold strategy (benchmarks strategy),
providing the step-by-step algorithm for applying trading strategy not only for a single
FI but also for a whole investment portfolio, and analysis of the obtained results during
the experimental part of the research.

The paper is structured as follows: Sect. 2 contains a brief overview of an existed
approaches of using technical analysis indicators, Sect. 3 describes the idea of using com-
puter analysis trading strategies to enhance the profitability of an investment portfolio,
Sect. 4 presents obtained practical results, the last part concludes.

2 Related Works

Algorithmic trading is a computer-based trading method that utilizes algorithms to exe-
cute trades in financial markets. Algorithmic trading uses predefined set of instructions
to perform a trade [3]. This approach based on mathematical models and statistical anal-
ysis to identify trading opportunities, manage risk, and optimize trading strategies. It
also allows reducing trading costs and increasing trading speed. With the rapid develop-
ment of computer technology and the increasing availability of market data, algorithmic
trading has become a very popular way of professional trading in recent years. The
study by S. Baek et al. [4] describes the way of applying machine-learning techniques in
algorithmic trading application for futures markets. Thus, algorithmic trading is a topic
of interest and research in the academic and financial communities.

Technical analysis is a methodology that identifies certain patterns and trends by
analyzing market data, such as price and volume, and suggests investment decisions. It
based on the assumption that historical data can be used to predict future price values.
Instruments for technical analysis can be divided into graphic tools (so-called chart-
ing) and indicators of technical analysis [5]. Traders which use technical analysis use
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charts and technical indicators to interpret market data and make trading decisions. In
our research, we focused on three main indicators of technical analysis: Moving Aver-
age Convergence/Divergence (MACD), Support and Resistance (S&R), and Relative
Strength Index (RSI) [6].

Ha et al. [7] proposed an optimal intraday trading algorithm to reduce overall trans-
action costs by absorbing price shocks when an online portfolio selection method rebal-
ances its portfolio. The proposed trading algorithm optimizes the number of intraday
trades and finds an optimal intraday trading path. Backtesting results from the historical
data of NASDAQ-traded stocks show that the proposed trading algorithm significantly
reduces the overall transaction costswhenmarket liquidity is limited [7]. Intraday trading
algorithm is applicable to portfolio rebalancing strategy.

Algorithmic trading is the computerized execution of FIs following pre-specified
rules and guidelines. The proposed algorithm is much effective for large capital invest-
ment, it generates more benefit for more frequent rebalance, the lower transaction fees
rate is, the more benefit [7].

Dai et al. [8] addresses the problem of the instability of forecasting stock price
investment and the difficulty in determining investment proportion by proposing the
trend peak price tracing which sets adjustable historical window width. It uses slope
value to judge prediction direction to track price change, which uses Markowitz’s mean-
variance theory and Kelly’s capital growth theory by the means of exponential MA
and peak equal weight slope value. Online portfolio strategy using learning algorithm
demonstrate advantages in balancing risk and return [8]. Asset allocation in a portfolio
is the core issue that people are concerned about.

Bisht et al. [9] presents an integrated approach of portfolio construction based on
sector analysis for investment in National Stock Exchange of India combining different
evidences, such as Average directional index (ADX), Relative strength indicator (RSI),
Simple moving average (SMA), Sector’s relative strength (SRS) with different mov-
ing window. For optimizing of the constructed portfolio, an optimization function is
constructed for minimum volatility, maximum Sharpe ratio, or maximum return under
tolerable risk and simulated using a deep recurrent neural network, which is based on
industry’s performance [9]. Behavioral portfolio can demonstrate better results than
Markowitz’s model, when prevailing assumptions of overconfidence, gambler’s fallacy,
illusion of validity etc. [10].

Advancements in machine learning have revealed a wide range of new opportunities
for using advanced computer algorithms, such as reinforcement learning in portfolio
risk management. Ngo et al. [11] show superior performance of reinforcement learning
models over traditional optimization models following the mean-variance framework in
different financial market (e.g., ETFs) settings while optimizing the Sharpe ratio even
for similar degree of investment portfolio diversification.

In our previous research [12] we have described the algorithm of generating next
month’s Close price prediction using Long Short-Term Memory neural network and
proved that investment portfolio built using not only historical data but also a one-
month prediction shows better results even during global stock market recession. We
evaluated portfolio performance using simple buy-and-hold strategy. The aim of our
current research is to expand that study and to propose an algorithm which applies
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trading strategy based on indicators of technical analysis for investment portfolio that
includes more than one FI in contrast of existing researches.

3 Research Methodology

3.1 Model

Themain objective of our research is to compare the profitability of investment portfolios
that will change the distribution shares of FIs in accordance with buy or sell signals of
some technical analysis indicator comparing to a simple buy-and-hold strategy. We used
three technical analysis indicators: Moving Average Convergence/Divergence (MACD),
Support and Resistance (S&R), and Relative Strength Index (RSI). All three indicators
are based on price values for a certain time period in the past, but use different algorithms
to calculate their numerical values.

SimpleMovingAverage (SMA) is a set of numeric values calculated by the arithmetic
meanof a certain amount of previous price values (periods).Wecanuse different numbers
of periods that used to calculate current SMAvalue.WhenSMAvalues based on different
periods diverge, it is called MA convergence or divergence. The periods for calculating
SMA are divided into short-term and long-term. We used two SMA values to calculate
MACD buy or sell signal. MACD strategy gives buy signal if 5-day SMA value is greater
than 12-day SMAvalue and sell signal otherwise. The 5-day SMA reflects the short-term
trend of price movement. Comparing the 5-day SMA to the 12-day SMA allows getting
an early signal of a price trend change.

TheRelativeStrength Index (RSI) is used infinancial analysis tomeasure themomen-
tum of an asset’s price movement developed byWilder [13]. The RSI value is calculated
by comparing the magnitude of an asset’s recent price gains to its recent price losses for
some previous timesteps number and oscillates between 0 and 100. The formal notation
for calculating RSI signal is:

RSI(t) = 100 − 100

1 + RS(t)
(1)

where t is previous timesteps number, and Relative Strength (RS(t)) is determined by
dividing the average gain by the average loss for a given period. When the RSI of some
FI reaches the value 70 and above there are a high probability that the price will come
down soon. When the RSI value is 30 or less it is considered as a buy signal (Fig. 1).

Another technical analysis approach is Support and Resistance strategy (S&R),
which consists of identifying key price levels where price action is likely to reverse
in the opposite direction. These levels are referred to as support (when the price does not
drop below some key level) and resistance (when the price does not rise above the key
level) ones. The support and resistance levels can be identified through the use of vari-
ous technical analysis tools such as trend lines, extremum values, moving averages, and
Fibonacci retracements. In the research, we used S&R signals based on the determination
of impulse price changes after a long-term consolidation.

The initial condition of the developed algorithm, which is described below, is a pre-
viously formed investment portfolio. In our previous work [12], we described a method
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Fig. 1. RSI overbought and oversold signals on EUR/USD chart.

of building an initial investment portfolio that takes into account the investor’s desire
to minimize acceptable risk or maximize expected return using the Markowitz portfolio
model. The basic investment portfolio was built for a risk-neutral investor, when the
ratio of risk to expected return is minimized (2), and includes twelve stocks. Here N is a
number of assets, Rp is an expected return of the portfolio, σ p is a level of risk (standard
deviation), and wi is a percentage of asset i in portfolio p [12].

⎧
⎪⎨

⎪⎩

σp
Rp

→ min

w1 + w2 + . . . + wN = 1
wi ≥ 0

(2)

The algorithm for using technical analysis indicators for an investment portfolio
consisting of several FIs is presented in Fig. 2.

Let us consider the algorithm presented above in more detail. The first step is to form
an initial investment portfolio based on data on past price movements of FIs. To do this,
we use the Markowitz method of investment portfolio formation. If the starting point of
our experiment is, for example, January 2021, we will use data from the previous five
years, i.e. from January 2016 to December 2020. After the initial portfolio is formed,
we buy FIs according to their share in the portfolio at the opening price of 2021.

The experiment compares 4 portfolios. The first corresponds to the Buy-and-hold
strategy. Thismeans that the proportion of FIs in its allocation does not change. The other
three portfolios can be rebalanced if buy or sell signals are received from the MACD,
RSI, or S&R indicators. The task of the experiment is to study the dynamics of changes
in the value of each portfolio over a period of one year.

The algorithm used to rebalance the portfolios is universal for all three indicators.
The check and rebalancing is performed at the end of each week and consists of the
following steps (Table 1):

Since we know the entire history of changes in the proportions of FIs in the portfolio
and the history of price changes of each instrument, we can calculate the estimated value
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Fig. 2. The algorithm workflow.

of the portfolio at each point in time, for example, at the end of each month. We can
also calculate the maximum and minimum values of the portfolio over time to further
compare portfolios that have used different rebalancing strategies or that have used a
buy-and-hold strategy.

3.2 Experimental Part

Listings 1–3 demonstrate some parts of the implementation of the algorithm described
in Sect. 3.1. The full code of the experimental part can be found at https://github.com/
serhii1savchenko/portfolio-strategies. To develop the experimental part, we used the
Python, the Anaconda development platform, and the open-source libraries numpy,
pandas, matplotlib, pypfopt, and yfinance.

For the practical experiments in this research, a selection of 12 stocks was made.
This set includes stocks of companies from various sectors of the economy, such as high
technology companies (Apple Inc., Alphabet Inc.,Microsoft Corporation, Amazon.com,
Inc.),microelectronics firms (Intel Corporation,AdvancedMicroDevices, Inc., NVIDIA
Corporation), engineering companies (Ford Motor Company, Tesla, Inc.), and financial
institutions (JPMorgan Chase & Co, Morgan Stanley, Vanguard 500 Index Fund), which
contributes to a well-diversified investment portfolio. The five-year dataset range allows
us to take into account medium- and long-term trends in the price of FIs. Historical
price data for all the listed companies can be sourced from the publicly available Yahoo
Finance service [14]. The first step involves calculating the initial investment portfolio

https://github.com/serhii1savchenko/portfolio-strategies
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Table 1. Rebalane portfolios algorithm.

Step Description

1 Check whether there are FIs for which a sell signal and a buy signal have been received.
Sell signals are taken into account only for those FIs that do not have a zero share in the
current portfolio. If there are no such instruments, no rebalancing is performed

2 Among the FIs for which a sell signal has been received (candidates for sale), select one
(ticker S):
a. Build an investment portfolio based on data for the last five years. For each FI (among

the candidates for sale), compare the share in the current portfolio with the share in the
newly formed portfolio. If the share has not changed or has increased, the instrument
is removed from the candidates for sale. If the share has decreased, you need to
calculate how much of the FI should be sold. To do this, calculate by how many
percent the share in the new portfolio is smaller than the share in the current portfolio

b. If there are no candidates for sale after the above check, no rebalancing is performed.
If there is at least one candidate for sale, the one with the highest profit from the sale
of the relevant share is selected

3 Among the FIs for which a buy signal has been received (buy candidates), select one
(ticker B):
a. For each buy candidate, calculate the percentage change in value over the past five

years
b. Choose the FI whose value has increased the most or decreased the least

4 If the funds received from the sale of a certain share of FI S are sufficient to purchase at
least one share of FI B, then we carry out the process of selling and purchasing the
relevant FIs at current prices. Recalculate the shares of the distribution of FIs in the
current portfolio

5 If it is not the last week of the test data set, proceed to step 1. Otherwise, calculate the
final value of the portfolio using the last known prices of the FIs in the test data set

using historical daily closing price data. Once the initial portfolio is formed according
to the classical Markowitz model [15] using the pypfopt library, we need to purchase
shares according to the weights calculated in the portfolio. The initial balance in the
experiment is $100,000.

Next, we calculate the values of the MACD, RSI, and S&R indicators for each FI. A
value of −1 corresponds to a sell signal, 1 corresponds to a buy signal, and 0 means no
signal. For the RSI oscillator, a value of 70 or higher is perceived as a sell signal, while
a value of 30 or lower is perceived as a buy signal.
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Listing 1. Checking tickers for sale.

It is also necessary to define auxiliary functions that are used to select one FI for
sale and one FI for purchase in case a sell or buy signal is received for several FIs at
the same time. The check_tickers_for_sell function is used to filter the stocks for which
a sell signal has been received. To do this, the investment portfolio is calculated based
on the data for the last 5 years (the same period as used to build the initial portfolio).
A FI is checked if the share of this FI in the new portfolio is less than its share in the
current portfolio. The share to be sold is calculated as the percentage by which the share
in the new portfolio is less than the share in the current portfolio (Listing 1). Among the
instruments that have passed the check, the one that will give the highest profit from the
sale of the corresponding share is selected (Listing 2).

Among the FIs for which a buy signal has been received, the one with the highest
percentage of price increase or the lowest percentage of price decrease over the past
5 years is selected (Listing 3).

Listing 2. Choosing tickers for sale.
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Listing 3. Selecting ticker to buy.  

After completing all portfolio rebalancing, the final version of the investment portfo-
lio will be obtained, which takes into account all changes in the distribution of shares of
FIs. A comparison of the results obtained by using the MACD, RSI, and S&R strategies
relative to the basic buy-and-hold strategy is presented in Sect. 4.

4 Results

Table 2 shows a comparison of the dynamics of changes in the value of the four portfolios
in 2021. In the first portfolio, the shares of FIs did not change throughout the entire period.
The other portfolios used a weekly rebalancing strategy in accordance with the signals
of the certain indicator (MACD, RSI or S&R).

Table 3 shows the minimum and maximum value of each portfolio and compares the
maximum and final difference in the portfolio value relative to the portfolio in which
the distribution of FIs did not change (buy-and-hold portfolio without rebalancing).

According to the results of the experiment, the strategy based on the S&R indicator
signals showed the best performance (winner strategy). The final value of the portfolio
that was rebalanced based on S&R signals was $10059.51more than the value of the buy-
and-hold portfolio. The final value of the portfolio that usedRSI signals for rebalancing is
almost the same as the value of the buy-and-hold portfolio. Theworst result was obtained
by the portfolio that used MACD signals for rebalancing, its final value is $9057.77 less
than the buy-and-hold portfolio. A comparison of the dynamics of changes in the value
of buy-and-hold, S&R, and other portfolios is shown in Fig. 3.

An experiment was also conducted using data for 2022. Results demonstrate a com-
parison of the dynamics of changes in the value of the four portfolios during 2022 (the
first portfolio was not rebalanced, the other three used a certain indicator to initiate rebal-
ancing). Table 4 shows the minimum and maximum portfolio values and a comparison
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Table 2. Portfolios value changes (2021).

Date Buy and hold MACD RSI S&R

2021-01-29 100383.33 99617.89 100383.33 100383.33

2021-02-26 96859.97 95738.59 96859.97 96859.97

2021-03-31 94124.58 92538.74 94124.58 94251.82

2021-04-30 102026.81 99750.20 102026.81 102426.55

2021-05-28 100352.40 98422.86 100352.40 100698.61

2021-06-30 116128.21 111082.50 115941.38 117145.00

2021-07-30 119255.91 113388.36 119264.85 122469.00

2021-08-31 129365.25 121126.30 129096.94 131121.99

2021-09-30 123008.61 117461.52 123368.31 127097.62

2021-10-29 149742.30 149184.43 151142.82 158524.52

2021-11-30 179374.49 167608.01 171513.58 188390.81

2021-12-31 165761.09 156703.32 166938.95 175820.61

Table 3. Comparison of rebalancing strategies (2021).

Strategy Final value Max value Min value |�|max �final

MACD 156703.32 169608.5 84659.33 −7.6% −5.46%

RSI 166938.95 173551.9 84853.55 −4.3% +0.71%

S&R 175820.61 189987.09 84853.55 +7.4% +6.06%

Buy and hold 165761.09 181497.87 84853.55 – –

of the maximum and final difference in portfolio value relative to the portfolio in which
the distribution of shares of FIs did not change.

According to the results of the experiment on the data on changes in the prices of FIs
for 2022, the best final result was also shown by the portfolio that used the S&R indicator
signals for weekly rebalancing. Its final value is $3226.44 higher than the buy-and-hold
portfolio.

Unforeseen events, such as wars or natural disasters, have notable impact onmacroe-
conomic indicators, often resulting in a collapse of prices across various FIs. However,
it is crucial to recognize that investments in FIs typically target long-term growth, neces-
sitating a broader examination of the overall dynamics of changes in their values over
extended periods. For instance, the S&P 500 index graph over the past 15 years illus-
trates a consistent upward trend, outpacing the average inflation rate. Even during the
challenging times of the COVID-19 pandemic in 2020, it took 27 weeks (from 10th
February to 17thAugust) for the index’s price to recover. Subsequently, the index demon-
strated steady growth and reached an all-time high in late 2021. Presently, the following
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Fig. 3. Comparison of portfolios value throughout 2021.

Table 4. Comparison of rebalancing strategies (2022).

Strategy Final value Max value Min value |�|max �final

MACD 54067.50 105072.29 51705.64 −5.8% −5.08%

RSI 56390.98 105072.29 54296.01 −1.7% −1%

S&R 60189.76 105072.29 57799.27 +7.9% +5.66%

Buy and hold 56963.32 105072.29 54816.37 – –

recession, which endured throughout 2022, displays signs of concluding, marking the
beginning of a new period of growth.

The proposed algorithm for rebalancing the investment portfolio reduces the risk of
a significant drawdown in the portfolio value when the value of certain FIs decreases.
Experiments based on the price data for selected FIs for 2021 and 2022 show that the
rebalancing algorithm performs better with the S&R and RSI indicators.

5 Conclusions

Thus, the paper provides a brief overview of technical analysis tools used by traders
to maximize profits from buying and selling FIs. The advantage of such approaches
lies in their high interpretability and adaptability to different types of FIs. The paper
also presents a new algorithm that allows using technical analysis indicator signals to
rebalance investment portfolios using different strategies. We also proposed enhanced
criteria for selecting FIs for making buy and sell decisions. During the experimental
part of the research, we developed a software application to test hypotheses on real
historical data. The experimental part of the study confirmed the feasibility of using buy
and sell signals from RSI and S&R indicators for periodic rebalancing of the investment
portfolio.
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In our further research, we are going to consider more technical analysis indica-
tors, such as Commodity Channel Index, Weighted Moving Average, volume-based
indicators and others and to investigate the dependence of the effectiveness of using a
certain indicator depending on the type of FI (shares, precious metals and raw materials,
cryptocurrency, etc.).
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Abstract. Machine learning (ML) is opening up new opportunities for the devel-
opment of innovative systems across a wide range of industries. However, assess-
ing and ensuring the quality of systems with ML components introduces unique
challenges related to inherent characteristics of such components like data cen-
tricity and unpredictable behavior. Traditional software quality assessment and
assurance methods may not be sufficient for ML systems: (1) they focus on soft-
ware code, while ML systems’ quality is influenced by the characteristics of the
data and the algorithms used to create ML components; (2) they do not cover the
emerging quality characteristics specific to ML systems, such as interpretability,
explainability, fairness and trustworthiness. This PhD project aims to develop a
comprehensive approach for assessing and assuring the quality of ML systems,
with a focus on bias detection and prevention. The research will (1) explore the
problem of bias in production ML systems; (2) analyze the gaps in existing soft-
ware quality models and methods related to bias detection and prevention; and (3)
propose an improved approach to quality assessment and assurance to address the
challenges associated with bias in ML systems. The results of this PhD project
are expected to contribute to the development of better models and methods for
assessing and assuring the quality of ML systems, as well as have practical impli-
cations for industries that rely onML systems to automate complex tasks, facilitate
decision-making processes and gain insights from large amounts of data.

Keywords: Machine Learning Systems · Software Quality · Quality
Assessment · Quality Assurance · Bias

1 Introduction

The rapid advancement of machine learning (ML) has opened new possibilities and
created tremendous opportunities across industries like healthcare [1, 2], manufacturing
[3], oil and gas [4], and supply chain [5]. As companies increasingly recognize the
potential of ML, industry studies report that ML is seeing an increase in investments
and adoption [6, 7]. As the demand for ML systems is expected to grow [8], it becomes
increasingly important for individuals and organizations to possess the knowledge and
tools necessary to assess and ensure the quality of these systems. Considering that many
of these industries predominantly rely on supervised ML, quality concerns related to
data-centric nature of ML systems are of paramount importance.
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The purpose of this paper is to present and justify the PhD research project on
quality assessment and assurance of ML systems. The project is based on a foundational
hypothesis that existing software quality models and methods lack a comprehensive
approach to bias in productionML systems. The project’s goal is to research the problem
of bias detection and prevention in productionML systems and develop a comprehensive
approach that would bridge identified gaps in existing quality models and methods.

2 Terminology

For the purpose of this paper, the term “machine learning” or “ML” implies super-
vised ML unless specified otherwise. We define ML system as a software system which
includes at least one component developed using ML. Our definition was informed by
the following considerations: (1) ML is a subfield of AI, which is focused on auto-
mated model creation using algorithms as opposed to explicit manual programming
[9–11]; (2) in industry applications, these (ML) models are deployed as components
of larger systems (ML components), which also include non-ML components [12]; (3)
such systems are commonly known as AI systems with ML components [13, 14]; (4)
there’s a consensus that AI systems, including those with ML components, are predom-
inantly software-intensive systems [8, 13, 15–17]. Our definition of an ML system is
also consistent with those found in related works [18].

In the context ofML systems, we define quality assessment as a process of evaluating
the quality of ML system against a set of specified quality criteria. Our definition and
understanding of this concept are derived from ISO [19] definitions for software quality
evaluation process. In this paper we use terms quality assessment and quality evaluation
interchangeably.

In the context ofML systems, we define quality assurance as a set of practices, which
help to assure thatML systemmeets the specified quality requirements. Aswith previous
definition, this definition and the understanding of the concept are based on ISO [20]
definitions.

3 Background

3.1 Characteristics of ML Systems

Data Centricity. Data centricity [15], also known as data-dependent behavior [21, 22],
is an inherent characteristic ofML systems, which reflects the central role that data plays
in the development, performance, and functioning of these systems. Unlike traditional
rule-based software, where systems are designed around code, i.e., explicit instructions
and algorithms, ML systems are designed to learn from data and adapt their behavior
based on patterns discovered within the data [10, 23].

Uncertainty. Uncertainty in an ML system refers to the level of unpredictability or
lack of confidence in the model’s predictions and is represented by the likelihood that
a prediction may be incorrect or fall outside a specified range of accuracy [24]. In ML
systems, uncertainty is the prevailing characteristic [8] which contributes significantly
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to the margin of error found in ML systems [25]. It is also one of the key challenging
ML characteristics observed by software architecture practitioners [26].

There are two primary types of uncertainty: aleatoric and epistemic [27]. Aleatoric
uncertainty, also known as data uncertainty, is the inherent and irreducible uncertainty in
data that leads to prediction uncertainty [28]. On the other hand, epistemic uncertainty,
or knowledge uncertainty, arises due to insufficient knowledge about the underlying
system or process [28].

In ML systems, uncertainty arises from various sources such as inherent noise in
data, variability in model parameters, suitability of model selection, and ambiguity due
to extrapolation [29]. Frommodel building and testing perspective, the following uncer-
tainty sources can be identified [24]: (1) scope compliance, as ML models are usually
built and tested within a specific context and can provide unreliable outputs if applied
outside it; (2) data quality, since the uncertainty in an ML model’s outcome depends
on the data quality it is applied to; and (3) model fit, which occurs because ML tech-
niques offer empirical models that approximate the actual relationship between input
and output.

Complexity. Machine learning inherently exhibits complexity due to its data-driven
nature and the intricacies of its underlying algorithms, especially in deep learning [30].
In addition to this, to build and run machine learning models, a substantial volume of
supporting code needs to be developed [12, 31]. This complexity is further compounded
by issues of model interpretability, the risk of overfitting, potential biases in data, and
the significant computational demands of training advanced models.

Traditional Software Characteristics. Although having unique characteristics like
data centricity or uncertainty, ML software remains a type of software [33]. ML is still a
collection of algorithms, data structures, all supported by code that is designed and exe-
cuted on computingmachines to perform specific tasks. Just like traditional software,ML
software is designed, developed, and deployed using programming languages, libraries,
and tools.

Traditional software, AI software, and ML software can be seen as forming a hier-
archy of characteristic inheritance (see Fig. 1). In this hierarchy, traditional software
serves as the base entity, providing the foundational principles and techniques of software
development, while AI and ML software inherit it and refine them.

3.2 Quality Assessment and Assurance Challenges in ML Systems

Trustworthiness. Trustworthiness is an encompassing challenge in ML systems, as it
covers a wide range of factors that contribute to the credibility and reliability of these
systems [34]. Key aspects of trustworthiness include: (1) data quality; (2) interpretability
and explainability; (3) fairness and bias; (4) robustness and security. Trustworthiness is
a comprehensive and multi-faceted challenge that requires addressing these and other
aspects to ensure that ML systems are dependable and can be confidently used in real-
world applications.

Data Quality. Machine learning systems are sensitive to the quality of their training
data. Guaranteeing data quality, with respect to accuracy, consistency, and relevance,
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Fig. 1. The hierarchical representation of software development techniques for traditional, AI
and ML software

is essential for maintaining the ML component’s effectiveness and the overall system
quality [35]. Data dependency is a significant contributor to the accumulation of shortcut
cost, suboptimal decisions, and compromises, i.e., technical debt [12].

Assessing and assuring quality of ML systems should consider different dimensions
of data quality. There are quality models specifically designed for data, which provide a
structured approach to evaluate, manage, and improve the quality of data. A widely used
data quality model [37] comprises several dimensions or attributes that describe various
aspects of data quality, including accuracy, completeness, consistency, credibility, and
curentness. In the context of supervisedmachine learning, accuracy refers to how closely
the data points, both features and labels, match the real-world values. Completeness
ensures that there aren’t missing values in both the feature set and the target labels.
Consistency refers to the alignment across all records, as inconsistent data can introduce
bias into the learning process. Credibility defines the trustworthiness of the data source.
Curentness, in the context of supervised ML, refers to how recent the data is and if it
accurately represents the current state of what is being modeled or predicted.

The “garbage in, garbage out” (GIGO) principle is a concept in computing and
data analysis that emphasizes the importance of high-quality input data. In the context
of machine learning and data-driven systems, the GIGO principle highlights the crucial
role that high quality data plays in building effective models [36]. If a model is trained on
inaccurate or irrelevant data, it will likely produce inaccurate or nonsensical predictions
and conclusions.

Another principle, “Changing Anything Changes Everything” (CACE), which is
applicable to input signals, hyper-parameters, learning settings, sampling methods, con-
vergence thresholds and data selection, underscores the interconnected nature of vari-
ous elements within ML systems and the need for careful consideration when making
changes [12].

Interpretability and Explainability. Both interpretability and explainability pose sig-
nificant quality assessment and assurance challenges in ML systems. Although these
concepts are closely related, the ideas behind them are not the same [38]. Interpretabil-
ity refers to the degree to which a human can understand the inner workings of an ML
model. Explainability, on the other hand, focuses on providing human-understandable
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explanations for individual predictions or decisions made by an ML model [39], even if
the inner workings of the model itself are not easily interpretable.

Measuring interpretability ML predictions is challenging [40]. It’s often difficult to
quantify and evaluate how well people can grasp the complex relationships and patterns
that an ML model has learned. Developing standardized metrics for interpretability
remains a significant challenge in the field of machine learning. The tradeoff between
explainability and performance is a major issue [41]. As models become more complex
and accurate, they often sacrifice interpretability and explainability, making it difficult
for users and stakeholders to understand their decision-making processes.

Fairness and Bias. Fairness and bias are additional concerns, related to explainability
[41]. Although these quality concerns are often related to the equitable treatment of
different groups of people by an ML model, in a more general context, bias refers to
systematic errors that ML model exhibits for certain segments of data, while fairness
concerns themodel’s consistency and accuracy across all data segments, e.g., themodel’s
predictions or decisions do not disproportionately favor certain data categories based on
their attributes. Bias can be introduced at various stages of the ML pipeline, including
data collection, preprocessing, model training, and evaluation. As previouslymentioned,
training dataset preparation is a critical step in the context of supervised ML, which is
also true from the bias perspective, which could be easily introduced to the dataset by
unexperienced people. Considering the data-centric nature of ML systems, detecting,
and addressing bias is a key step towards ensuring fairness and overall accuracy in ML
model predictions and decisions.

Robustness and Security. Robustness and security challenges in ML systems arise
due to their susceptibility to adversarial attacks [42], vulnerability to changing data
distributions [43], and the need to protect sensitive data [44]. Machine learning models
are vulnerable to adversarial attacks where minor alterations to input data can cause
significant changes in the model’s output or predictions [42, 45]. ML systems may
experience undetected failures when encountering test examples that deviate from the
training data distribution [43]. Preserving privacy is another significant challenge for
ML systems, since ML models can be trained on sensitive data [44].

Software Architecture. Software architecture plays a crucial role in determining
whether a system can attain its desired quality attributes. The software architecture
of a computing system consists of structures that facilitate understanding the system,
including software components, their relationships, and the properties of both [46]. ML
systems components present unique architecting challenges, requiring researchers to
reassess current software architecture practices and develop patterns for ML-specific
quality attributes [47].

Architecture frameworks, architecting process, self-adaptive architecting, and archi-
tecture evolution are all considered important areas in architecting ML systems [48,
49]. Further exploration is needed on concepts like monitorability, co-architecting, and
co-versioning to improve system maintenance and align development pipelines [50].

A study [26] has identified 18 software architecture challenges related toML systems
development, as seen from requirements, data, design, testing, and operations perspec-
tives, including: (1) lack of functional requirements for ML components; (2) complexity
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of data (preparation) pipelines; (3) hard-to-test data quality; (4) uncertainty introduced
by ML systems; (5) difficult validation of ML components.

Traditional Software Challenges. Traditional software architecture challenges, such
as component coupling, observability, and maintainability, continue to be relevant in
the context of ML systems [26]. As argued in [8], challenges like systems confidence,
control and understanding of emergent behavior, formal specification, change isolation
are also relevant for systems with ML components and are even intensified.

Another set of challenges was identified in [51], including limited transparency,
troubleshooting, testing, dependency management, monitoring and logging, glue code
and supporting systems.

4 Related Work

4.1 Quality Characteristics and Models

In [15] authors emphasize the importance of addressing key quality attributes such
as security, privacy, data centricity, sustainability, and explainability in AI/ML systems.
This is due to the uncertainty introduced by data elements and unique challenges posed by
regulatory domains in the public sector. The paper provides examples from the healthcare
domain and argues that these quality attributes pose new challenges to AI engineering
and are crucial for the successful deployment of AI-enabled systems in the public sector.

The research at Booking.com [33] focuses on improving the quality of machine
learning software by introducing a software quality model specifically for ML systems.
This model provides a holistic view of the quality aspects in ML systems, allowing for
more systematic and efficient improvement efforts. By understanding and implementing
this qualitymodel, the researchers aim to enhance the overall performance and reliability
of ML systems.

Thework [52] focuses on developingAI/MLqualitymodels by defining and ordering
characteristics of artificial intelligence systems. The objectives include creating princi-
ples for analyzing and constructing AI/ML quality models, offering quality models for
evaluation, and demonstrating profiling for specific systems. The paper presents a gen-
eral model of AI quality with a step-by-step construction procedure and a basic model
with abbreviated sets of characteristics. The proposed quality model is open and can be
adjusted to suit the specific purpose and scope of AI/ML systems.

The research [53] focuses on the need to adapt existing quality standards, like [54],
to better suit the unique nature of ML systems. The authors propose a systematic process
to construct quality models for ML systems, using an industrial use case. They present
a meta-model for specifying quality models, reference elements for relevant views,
entities, quality properties, and measures for ML systems. The study highlights the
importance of following a systematic process to develop measurable quality properties
that can be evaluated in practice. Futurework aims to explore howquality differs between
various ML systems and to develop reference quality models for evaluating ML system
qualities.



Quality Assessment and Assurance of Machine Learning Systems 271

4.2 Quality Assurance Models and Methods

The report [13] highlights the increasing use of ML in software systems and identifies
two broad research areas: (1) software architecture for ML-based systems, and (2) ML
for software architectures. Focusing on the former, the study aims to emphasize the
various architecting practices for developing ML-based software systems. Based on the
authors’ experience, they identify four key areas of software architecture that require
attention from both ML and software practitioners to establish standard practices for
architecting ML-based software systems.

The research [55] focuses on the software engineering design patterns for ML tech-
niques, aiming to address the software complexity and quality issues. Despite the popu-
larity of ML techniques, there is no systematic collection, classification, and discussion
of software engineering design patterns for ML systems. The study presents preliminary
results of a systematic literature review on good/bad design patterns for ML, offering
developers a comprehensive and organized classification of these patterns.

Thework [56] addresses the challenge ofmaintaining stability inML systems, where
behavior is determined by both program code and input data. Common three-layer archi-
tectural patterns complicate troubleshooting due to tightly coupled functions. The study
proposes a novel architectural pattern that separates components for business logic and
ML, enabling easier troubleshooting. By breaking down failures into business logic and
ML-specific parts, operators can rollback the inference engine independently if issues
arise. The paper demonstrates the effectiveness of the proposed architecture through a
practical case study.

The research [57] explores the challenges of deployingMLalgorithms in real-life sys-
tems and the potential of Data-Oriented Architecture (DOA) to address these challenges.
DOA, an emerging software engineering paradigm, promotes data-driven, loosely cou-
pled, decentralized, and open systems. The study reviews the principles underpinning the
DOAparadigm in the context ofML systemchallenges and examines the implementation
of DOA principles in current ML-based real-world system architectures.

5 Limitations of Existing Software Quality Models and Methods

The foundational hypothesis for this PhD project is as follows: existing software quality
models and methods lack a comprehensive approach to bias in production ML systems.
It is decomposed into following hypotheses:

1. Bias in ML components contributes to more than 60% of incidents in production ML
systems.

2. Existing quality assessment models and methods are not sufficient to cover bias
detection needs in production ML systems.

3. Existing quality assurance models and methods are not sufficient to cover bias
prevention needs in production ML systems.

These hypotheses are based on the authors’ observations, experience in the field and
analysis of existing literature, including the following: (1) traditional software quality
models and methods focus on aspects like software code and explicit programming,
while the quality of ML systems is heavily influenced by the data and the algorithms
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used in creating ML components; (2) ML systems have unique quality attributes that
traditional methods do not cover, such as interpretability, explainability, fairness, and
trustworthiness; and (3) bias is generally considered a major ML quality concern.

The PhD project seeks to explore the problem of bias detection and prevention in
productionML systems in detail and to propose a set of improvements to existing quality
assessment and assurance models and methods to address the gaps in bias detection and
prevention in production ML systems.

6 Towards a Comprehensive Approach to Quality Assessment
and Assurance of ML Systems

The goal of the project is to investigate the challenges of detecting and mitigating bias
in operational ML systems, and to develop a comprehensive approach that addresses
the shortcomings of current quality models and methods. By addressing the identified
gaps in existing quality models and methods, the approach aims to enhance the overall
quality of ML systems, ensuring they produce more reliable and unbiased results.

Research questions:

1. To what extent do biases in ML components lead to incidents in operational ML
systems?

2. Where do the current quality assessment models and methods fall short in addressing
bias detection in production ML systems?

3. What gaps or insufficiencies exist in current quality assurance models and methods
when it comes to preventing bias in operational ML systems?

The first objective is to quantify the prevalence of bias-induced incidents in opera-
tionalML systems. Research agenda: (1) identify and categorize incidents in operational
ML systems over a specified period; (2) determine which of these incidents have been
influenced or caused by biases in ML components; (3) analyze the impact severity of
each bias-induced incident, such as its effect on system operations, user experience, and
organizational reputation.

The second objective is to critically analyze existing models and methods for qual-
ity assessment, and the third is to examine those for quality assurance, respectively.
Research agenda for both is: (1) review the state-of-the-art quality models and meth-
ods; (2) evaluate the models and methods against controlled and real-world datasets to
assess their efficiency; (3) document shortcomings of the current models and methods
when exposed to different types and sources of biases; (4) collaborate with industry
experts and stakeholders to understand practical challenges and needs in bias prevention
in real-world operational settings.

7 Conclusion

The PhD research project presented aims to advance our understanding of quality assess-
ment and assurance in ML systems by addressing the unique challenges they introduce.
Throughout the course of this research, we expect to develop improved models and
methods that can effectively detect and prevent bias in ML systems.
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The anticipated findings of this research are expected to have practical implications
for industries that rely on ML systems to automate complex tasks, facilitate decision-
making processes, and gain insights from large amounts of data. By providing better
tools for quality assessment and assurance, our research can help organizations build
more reliable, efficient, and robust ML systems.

Overall, this PhD research project has the potential to make a lasting impact on
the field of ML system quality assessment and assurance, benefiting both the academic
community and industry practitioners. By enhancing our ability to evaluate and ensure
the quality of ML systems, we can facilitate the development of more trustworthy,
efficient, and robust ML systems, ultimately leading to better outcomes for businesses
and users alike.
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Abstract. The paper is devoted to methods of detecting vulnerabilities of smart
contracts using machine learning. The purpose of the study is to improve the accu-
racy of detecting the reentrancy vulnerability of smart contracts by implementing
new machine learning models. A thorough analysis of the current literature was
performed and the shortcomings of the existing tools for detecting vulnerabili-
ties of smart contracts were identified. In particular, insufficient accuracy and low
adaptability of existing models to new vulnerabilities were noted. To solve these
problems, a new model based on a kind of recurrent neural networks with a gating
mechanism, namely a bidirectional GRU with an attention mechanism, was pro-
posed to detect the reentrancy vulnerability at the Solidity code level. Using the
Word2vecmodel, the source code of smart contracts was transformed into an array
of vectors and used as input to the neural network. Precision, recall and F-beta
score were used to evaluate the developed model. 500 smart contract source codes
from the Ethereum blockchain were used to train the model, 250 of which had
the reentrancy vulnerability. The constructed model was compared with Simple
RNN, LSTM, BLSTM, BGRU and BLSTM-ATT models. The obtained results
showed that the developed model is ahead of the listed models. The closest values
of the metrics were obtained by the BLSTM-ATT model, while the developed
BGRU-ATT model uses significantly fewer parameters that need to be optimized,
which reduces the training time of the model to detect new vulnerabilities.

Keywords: smart contract · blockchain · deep learning · vulnerability detection

1 Introduction

The concept of blockchain was first proposed by Satoshi Nakamoto in 2008 and gave rise
to the development of decentralized cryptocurrencies [1]. A cryptocurrency is a digital
currency that is not controlled by a central bank but is decentralized using blockchain
technology. The security of transactions on the blockchain network is guaranteed by
consensus mechanisms that allow maintaining the integrity of data on different nodes.

Smart contracts have become one of the most successful applications of blockchain.
Smart contracts are programs that run on blockchains and can execute transactions
without third parties [2]. Today, the most popular platform supporting the deployment
of smart contracts is Ethereum.
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The range of applications of smart contracts is quite wide, including international
payments, loans and mortgages, financial data registration, supply chain management,
insurance, etc. One of the key features of smart contracts, compared to conventional
programs, is that they cannot be changed after deployment in the blockchain, due to the
immutable nature of the blockchain [3]. On the one hand, it guarantees users that the
terms of execution of the smart contract will not change. On the other hand, this makes
them more vulnerable, as errors in the program logic cannot be fixed. Nowadays, more
and more transactions on the Ethereum platform are executed automatically using smart
contracts.

Due to the fact that smart contracts manage valuable resources, they have become
attractive to attackers. The most popular high-level programming language for creating
smart contracts is Solidity. Solidity is a fairly new programming language, which is
why many programmers make smart contract code full of vulnerabilities. Attacks on
vulnerable smart contracts can lead to significant economic losses [4]. Therefore, more
and more researchers are immersed in solving the problem of identifying vulnerabilities
in smart contracts.

This paper proposesmethod based on deep learning, namely a bidirectional recurrent
neural network method with Gated Recurrent Units (GRU) gating mechanism and an
attentionmechanism, to detect themost common vulnerability of smart contracts written
in Solidity language. Gatingmechanisms in recurrent neural networks allow to store long
sequences in memory, which is especially relevant when working with smart contract
code fragments, which can consist of thousands of lines. In turn, the attentionmechanism
helps to focus on those areas of code fragments that are more prone to vulnerabilities.

2 Literature Review and the Problem Statement

Neural networks are just beginning to be actively used to solve the problem of detecting
vulnerabilities in smart contracts. The article [5] proposes a neural network architecture
for the task of text translation based on recurrent neural networks with a Gated Recurrent
Unit (GRU) gating mechanism. Gating mechanisms are widely used in neural network
models, where they allow gradients to easily backpropagate in time. Bidirectional Gated
Recurrent Unit (BiGRU) is a neural network consisting of the output state connection
layer of forward GRU and reverse GRU.

Recently, deep neural networks have been actively used to detect vulnerabilities in
program code. In the paper [6], research was started on the use of a method based on
deep learning to detect vulnerabilities inC/C++ code that uses LongShort-TermMemory
(LSTM).

The paper [7] explores the potential of deep learning for program analysis by embed-
ding the nodes of the abstract syntax tree representations of source code and training a
tree-based convolutional neural network (TBCNN) for simple supervised classification
problems.

The article [8] proposes an approach of using CNN, which combines a model with
an attention mechanism, to realize the detection of smart contract vulnerabilities.

In the article [9], a deep learning-based approach, namely Bidirectional Long Short-
Term Memory with Attention Mechanism (BLSTM-ATT) is used to accurately detect
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reentrancy vulnerability. In addition, the authors propose a method for extracting code
fragments for smart contracts, which helps to capture important semantic information.

One of the main reasons why classical methods, in particular fuzzing and symbolic
execution, were used to solve the problem of vulnerability detection for a long time, is
that there was a lack of smart contracts for creating datasets for training neural networks.
The GRU and LSTM architectures, as modifications of recurrent neural networks, have
become popular when working with sequential data, such as smart contract code in the
Solidity language. One of the advantages of the GRU architecture over LSTM is that it
uses fewer parameters for training due to having only two gates as opposed to LSTM
which has three gates. Thus, when training the network, parameters need to be optimized
in 6 weight matrices for each cell in GRU, while in LSTM– 8. It follows that GRU-based
models use less memory and learn faster. That is why the use of GRU ismore appropriate
than LSTM when working with small training datasets [10]. In our task, the dataset for
training the neural network is also small enough. For example, out of 20,000 unique
source smart contracts collected, only 250 of them were found to contain the reentrancy
vulnerability.

3 Reentrancy Vulnerability

This work is aimed at detecting the most common vulnerability of smart contracts,
namely the reentrancy vulnerability. According to the Solidified platform, 17% of all
detected vulnerable smart contracts are smart contracts with the reentrancy vulnerability
[11].

The execution of smart contracts is not atomic and consistent, due to which there are
certain gaps in their security. Attackers can re-enter the called function during the current
execution of the program [12]. Like most programming languages, smart contracts use
cross-functional or cross-contract calls to handle business logic. But the difference is that
such calls aim to transfer some valuable assets. Attackers can manipulate the balance of
smart contracts that have the reentrancy vulnerability. The balance of a smart contract
refers to the amount of Ether stored at the contract address in the blockchain.

Calling the transfer function in the sender’s contract will inevitably trigger the fall-
back function in the recipient’s contract.When a smart contract performs a cross-contract
money transfer operation, attackers can intercept such an external call and perform some
malicious operations [13]. An example of such an operation is when an attacker injects
malicious code into his fallback function, which implements a recursive entry into the
victim’s contract to re-call the transfer function to steal Ether (see Fig. 1). The reen-
trancy vulnerability led to the largest security incident in the history of smart contracts
(the attack on “The DAO”), which not only resulted in a loss of almost $60 million but
also caused the Ethereum hardfork.

One approach to preventing the reentrancy vulnerability is to change the user’s
balance before performing any interactions with other smart contracts (see Fig. 2).

Since the user’s balance in the secure function is set to zero in advance,when thewith-
draw method is recursively called, the cryptoassets will not be re-sent to the attacker’s
address [14].
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Fig. 1. Reentrancy attack.

Fig. 2. Reentrancy attack prevention.

4 Methodology of Building a Model for Detecting Vulnerabilities
of Smart Contracts

4.1 Vector Representation of Smart Contract Code

Smart contracts on the Ethereum blockchain are written in the high-level Solidity lan-
guage, which is a set of lines of code. Since neural networks usually take vectors as
input, it is necessary to convert the source code of smart contracts into an array of
numerical vectors. Natural language processing methods were used for this purpose.
Natural Language Processing (NLP) is a branch of information technology, artificial
intelligence and linguistics, the purpose of which is to study the problems of computer
analysis and synthesis of natural language. A significant part of NLP technologies works
thanks to deep learning, in which algorithms try to automatically extract the best features
from raw input data. Manually created features may be too specialized, incomplete, and
time-consuming to create and approve.

The transformation of text into numerical vectors for use in machine learning algo-
rithms can be implemented in various ways, for example, using the Bag-of-Words model
[15], the N-Gram language model [16], and the Embedding layer.

The Word2vec model was used to convert the source code of smart contracts into
vectors. Word2vec accepts a large text corpus of smart contract source codes, in which
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each word in a fixed dictionary is represented as a vector. The algorithm passes through
each position t in the text, which represents the central word c and the context word o.
Next, the similarity of the word vectors for c and o is used to calculate the probability
of o given c (or vice versa), and word vectors are adjusted to maximize that probability.
For example, the words denoting the data types uint32 and uint128 will be located close
to each other but far from the words denoting the onlyMinter and onlyOwner function
modifiers (see Fig. 3).

Fig. 3. In Word2vec, words of similar meaning are located closer in space, which indicates their
semantic similarity.

To achieve a better performance of Word2vec, unnecessary stop words are removed
from the dataset, which helps to increase the accuracy of the model and reduce the
training time. Stop words are words that do not significantly affect the semantics. In our
case, these will be the names of variables and functions.

4.2 Recurrent Neural Networks

ARecurrent Neural Networks (RNN) is a type of deep neural network adapted to sequen-
tial time-ordered data. For example, such data can be sentences consisting ofwords, video
as a set of frames, etc. The main feature of recurrent neural networks is that they can
“remember” the elements of the sequence that have already been considered [17]. These
models can be trained and achieve good performance on complex sequential learning
tasks, such as speech recognition, machine translation, and natural language processing
(see Fig. 4). Thus, recurrent neural networks are suitable for solving the problem of
detecting vulnerabilities of smart contracts at the Solidity code level.

Standard RNNs are difficult to train properly in practice. The main reason the model
is so uncontrollable is that it suffers from both exploding and vanishing gradients. Both
problems are due to the periodic nature of RNNs.

Such neural networks can have three configurations, namely “Sequence to sequence”,
“Sequence to one” and “One to sequence”. The “Sequence to sequence” configuration
is used in the task such as text translation when it is necessary to convert a sequence
of one data into a sequence of other data using the network. The “Sequence to one”
configuration is used to solve classification tasks, for example, text or video classification,
when a sequence of words (or images) is taken as an input of the network, and a vector
of probabilities for classes is returned as an output. The “One to sequence” configuration
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Fig. 4. A recurrent neural network and its unfolding in time.

works the other way around: one element is taken as an input and a sequence is obtained
as the output. In this way, it is possible, for example, to generate descriptions for a photo
transmitted to the network input.

For our task, the “Sequence to one” configuration is used, since the task of detecting
vulnerable smart contracts is reduced to the task of classification.

Gated Recurrent Unit. The problem with standard RNN cells is that they cannot keep
in memory too long sequences. This is because when we pass gradients through a long
enough sequence, we run into one of two problems: either the gradients decrease somuch
that errors at the end of the sequence no longer affect the beginning of the sequence, or
the gradients increase and the process diverges. Therefore, varieties of RNN, including
LSTM and GRU, have emerged to combat this problem by adding another internal cell
state.

The GRU architecture is similar to LSTM but has fewer gates (update gate zt and
reset gate rt). Together, these gates control how new information updates the state. The
update gate is responsible for determining the amount of previous information that needs
to be transferred to the next state. A reset gate is used in the model to decide how much
of the past information should be discarded (see Fig. 5). If rt is equal to zero, the cell
forgets its previous state [18].

Fig. 5. The structure of GRU cell.

All connections in GRU can be described using the following formulas:

zt = σ(Wzxt + Uzht−1 + bz) (1)
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where zt – update gate, σ – sigmoid function, Wz and Uz – weight matrices, xt – input
data, ht−1 – information from the previous t-1 unit, bz – bias.

rt = σ(Wrxt + Urht−1 + br) (2)

where rt – reset gate, σ – sigmoid function, Wr and Ur – weight matrices, xt – input
data, ht−1 – information from the previous t-1 unit, br – bias.

ht = tanh(Whxt + rt � (Uhht−1) + bh) (3)

where ht – current memory content, tanh – tanh function,Wh and Uh – weight matrices,
rt – reset gate, xt – input data, ht−1 – information from the previous t-1 unit, bh – bias.

ht = (1 − zt) � ht−1 + zt � ht (4)

where ht – final memory at current time step, zt – update gate, ht−1 – information from
the previous t-1 unit, ht – current memory content.

It is advisable to use the GRU architecture to solve the problem of vulnerability
detection, as models built using it show better accuracy than models based on standard
RNNs.

To increase the accuracy of the model, a backward layer consisting of GRU cells was
added to the neural network architecture. Unlike a standard GRU, a bidirectional GRU
receives input in both directions and is able to use information from both sides (see
Fig. 6). It also provides opportunities for modeling sequential dependencies between
words and phrases in both directions of the sequence.

Fig. 6. Bidirectional GRU architecture.

Attention Mechanism. The standard GRU architecture cannot reflect the different
importance of the source information at eachmoment. To solve this problem, an attention
mechanism was introduced, which allows searching for relationships between different
parts of input and output data [19].

Not all token vectors have the same effect on the classification of vulnerable smart
contracts. Therefore, more attention should be paid to more useful vectors [20]. The
attention mechanism layer is used to learn the weights for each hidden layer obtained at
time step t by the bidirectional GRU layer.
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The formula for calculating αt is as follows:

αt = exp(uTt uw)
∑

t exp(u
T
t uw)

(5)

where uw– weight matrix.
The formula for calculating ut is as follows:

ut = tanh(Wwht + bw) (6)

where Ww – weight matrix; bw – bias; tanh – nonlinear activation function.
Having obtained the value of the probability distribution of attention at eachmoment,

the feature vector v containing text information is calculated, and the calculation formula
is as follows:

v =
∑

t

αtht (7)

4.3 Dataset for Training

SmartBugsWildDataset [21] was used to prepare the dataset for neural network training.
Since the developed tool focuses on detecting the reentrancy vulnerability, 250 smart
contracts with reentrancy vulnerability were selected. 250 smart contracts without vul-
nerabilities were also selected. Thus, the total volume of the dataset for neural network
training was 500 smart contracts.

In order to transform the contract fragments into the common input form of our
sequential models, they are vectorized using the word2vec tool, which is widely used in
vector representation of words.

4.4 Architecture of the Model for Detecting Smart Contract Vulnerabilities

The built model receives the source code of the smart contract as input, selects code
fragments that could potentially have vulnerabilities, and converts them into an array
of vectors using vector embeddings. The number of tokens in the vector representation
of the contract fragments is set to 100 (which was determined to be the best among the
values [50, 100, 150]), while the dimensionality of the vectors is set to 300 (which was
determined to be the best among the values [200, 300, 400]). In the next step, these
vector representations are passed to the input of the Bidirectional GRU layer. This layer
consists of 600 GRU blocks. After that, a layer with an attention mechanism is applied,
the output of which is transferred to the linear layer. This layer has two outputs and uses
the Softmax activation function (see Fig. 7).

When training the models, binary cross-entropy was used as a loss function. Adam’s
gradient descent algorithm was used as an optimizer. The value of the learning rate was
chosen to be 0.0005 (it was determined to be the best among the values [0.0005, 0.0002,
0.001]), and as the dropout rate – 0.2 (it was determined to be the best among the values
[0.2, 0.3, 0.4]). The batch size is set to 64. This model architecture based on neural
networks was determined to be optimal after a series of empirical research.
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Fig. 7. Architecture of Bidirectional GRU with attention mechanism.

5 Evaluation of the Model

The performance of each model is evaluated using the F1-score, precision and recall
metrics. Each metric is described in detail below.

5.1 Basic Values

The results of true positives (TP), true negatives (TN), false positives (FP) and false
negatives (FN) are the baseline values for calculating other metrics.

5.2 Precision and Recall Metrics

The precision metric describes the ratio of true positive values to all positive predictions.
This metric makes it possible to assess the reliability of the classifier’s positive forecast.

The recall (or sensitivity) metric shows the proportion of actual positive results that
are correctly classified. The formulas for calculating these two metrics are as follows:

Precision = TP

TP + FP
(8)

Recall = TP

TP + FN
(9)

5.3 F-Beta Score

The F-beta score provides a more balanced characterization of the model than the pre-
cision and recall metrics. The F-beta score is calculated as the weighted harmonic mean
of precision and recall:

Fβ = (1 + β2)
Precision ∗ Recall

(β2 ∗ Precision) + Recall
(10)

The best and worst F-beta score values are 1 and 0, respectively. The parameter β

determines the ratio of recall importance to accuracy importance.
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5.4 Hardware and Software

The models were tested on a Lenovo Legion 5-17ACH6 server with the Windows 10
operating system. The server is equipped with an AMD Ryzen 7 5800H processor and
has 8GB of RAM and 1TB of disk space. The sequential model proposed in the paper
was implemented using the Keras high-level neural network API with a TensorFlow
backend running on Python.

5.5 Evaluation Results

Table 1 shows the results of evaluating various models using the main metrics. For this,
the following models were chosen: based on standard RNN (Simple RNN), LSTM,
bidirectional LSTM (BLSTM), bidirectional GRU (BGRU) and bidirectional LSTM
with attention mechanism (BLSTM-ATT).

Table 1. Evaluation results.

Model Precision, % Recall, % F-score (β = 2), %

Simple RNN 66.34 64.85 65.14

LSTM 73.28 76.33 75.70

BLSTM 86.12 87.97 87.59

BGRU 86.05 88.10 87.68

BLSTM-ATT 89.87 90.66 90.50

BGRU-ATT 90.03 91.76 91.41

As it can be seen in Table 1, the model based on Simple RNN, which has an F-score
of 65.14%, showed the worst results. Next is the model based on LSTM, which has
slightly better performance than the model based on Simple RNN. Models based on
bidirectional LSTM and GRU are significantly ahead of previous models due to the fact
that the input data comes in both directions. Thus, for the BGRU-based model, the F-
score is 87.68%. Modifications of these models by adding an attention mechanism also
significantly improved the characteristics. The obtained metrics for the BLSTM-ATT
and BGRU-ATTmodels turned out to be close in value, although the BGRU-ATTmodel
has a slightly better recall metric, due to which the F-score increased to 91.41%.

6 Conclusion

A new method for detecting vulnerabilities of smart contracts at the Solidity code level
was presented in this paper. The proposed method uses one of the modifications of
recurrent neural networks, namely Bidirectional GRU with an attention mechanism. We
have demonstrated that the BGRU-ATT model has high performance metrics compared
to existing models. The implementation of the attention mechanism in the network
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architecture made it possible to focus the attention of the neural network on areas of the
code that are more prone to vulnerabilities. The BGRU-ATT model has a higher F-score
than the BLSTM-ATT model, while using less parameters to be trained. This allows to
train a neural network to detect new types of vulnerabilities faster, which is an especially
important characteristic of the method in conditions when new vulnerabilities of smart
contracts that cannot be detected by most existing tools are constantly appearing.
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Abstract. The reach of online grocery services has expanded to encompass new
customer segments in recent years. During the early stages of the COVID-19 out-
break, when delivery slots were limited and customer demandwas high, click-and-
collect models became increasingly popular. In order to keep pace with evolving
customer behavior, it is crucial for retailers to maintain a high degree of opera-
tional process efficiencywithin their businessmodel. This research paper proposes
a resource planning system for grocery retail delivery services that utilizesmachine
learning techniques. The system aims to optimize the allocation of resources, such
as delivery drivers, and reduce transport costs, improving the overall efficiency and
profitability of the delivery operations. The system is designed to capture and ana-
lyze data from various sources, including delivery orders, traffic patterns, weather
conditions, and driver schedules. The proposed research demonstrates the poten-
tial ofmachine learning techniques to transform resource planning in grocery retail
delivery services and highlights the importance of Data-Driven decision-making
in today’s highly competitive retail landscape.

Keywords: food delivery · grocery retail · resource model · machine learning ·
mathematical optimization

1 Introduction

The COVID-19 pandemic and subsequent Russian full-scale invasion of Ukraine have
dramatically altered consumer behavior and created new trends in the grocery retail
market, making market dynamics less predictable and adding a new level of complexity
to operational and strategic planning tasks. As a result, it is crucial not only to forecast the
impact of internal initiatives and strategies but also to consider the influence of stochastic
exogenous factors, including periods of blackouts and air alarms, to keep operational
function effective and business model profitable.

Labor scheduling is a crucial aspect of retail operations, and while new tools and
processes bring about changes, the fundamentals remain the same. Retail companies
that understand the basic building blocks of scheduling have an advantage in identifying
and implementing innovative solutions into their store operations. Due to McKinsey
research [1], retailers who have made strides in streamlining their processes and gaining
efficiencies through lean-retailing initiatives reduced operating costs by 15%. However,
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with competition intensifying, retailers are seeking new ways to improve productivity
further and enhance customer service.

One area of opportunity for improvement is workforce management, specifically
labor scheduling and budgeting. The process of creating accurate staffing schedules
and budgets for a large number of stores is inherently complex, and even sophisticated
retailers can find room for improvement. Modern software solutions are helpful for
monitoring employee attendance and managing payroll, but they often produce generic
schedules that do not consider store-specific factors and workload fluctuations. This can
lead to high labor costs and inconsistent customer service.

Leading retailers are taking a more data-driven approach to labor scheduling and
budgeting by closely examining store activities to predict the number and skill set of
employees needed every day, or even every hour, of the week. As a result, due to McK-
insey research [2], some retail companies have achieved cost savings between 4% and
12%, improved customer service by shortening checkout queues or having more staff
available to assist customers, and increased employee satisfaction.

There is no standard formula for resource modeling for grocery retail companies,
as the specific approach may vary depending on the retailer’s specific needs and goals.
However, some common elements of resource modeling for revenue forecasting may
include the following:

1. Determining the total revenue target for the period of interest (e.g., month, day).
2. Identifying the revenue contribution of each product category or department.
3. Analyzing historical sales data to identify seasonal patterns, trends, and outliers.
4. Developing a forecast based on historical data, market trends, and promotions.
5. Using the sales forecast to estimate the required staffing levels, inventory levels, and

other resources needed to achieve the revenue target.
6. Monitoring actual sales performance and adjusting resource allocation.

In general, the calculation of the resource time allocation for the specific process ξ

at the period t can be formalized in the following form:

Tt(ξ) = (τt(ξ) ± �τt) · Vdemand (1)

where τt(ξ)- target time for an activity (benchmark based on market research, empirical
measurement, or historical metrics), �τt - adjustment for specific store characteristics,
Vdemand - number of times the action is performed based on sales forecast (or a forecast
of the particular process driver).

The process of adjusting target metrics for activities is flexible enough and can be
adapted according to pre-specified business rules. However, resource planning remains
quite sensitive to forecasting sales or other target metrics, which can have a high level
of volatility, especially for companies in Ukraine. That is why accurate forecasting can
play a significant role in decision-making. Some of the specific ways in which sales
forecasting can help grocery retail business include:

1. Optimizing inventory: By forecasting sales, grocery stores can ensure they have the
right amount of inventory on hand tomeet customer demandwithout having toomuch
excess stock. In addition, accurate time-series models can help minimize waste and
reduce storage costs. Walmart uses a proprietary algorithm to analyze sales data and
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forecast demand for each product at each store location. Such an approach allows
Walmart to adjust inventory levels in real-time and minimize waste while ensuring
that products are available for customers [3].

2. Managing cash flow: Accurate sales forecasting can help grocery stores manage their
cash flow by ensuring they have enough inventory to meet demand without tying up
too much capital in excess stock.

3. Planning promotions: By understanding customer demand patterns, grocery retailers
can plan promotional activities and special offers more effectively, which can help
boost sales and attract new customers. As an industrial application example, Tesco
operates a Data-Driven approach to identify which products are likely to sell well
during promotions and adjusts its inventory levels accordingly [4].

4. Pricing strategy: By understanding customer demand and the competitive landscape,
stores can adjust prices to maximize revenue and profitability.

5. New product development: By analyzing customer demand and identifying gaps in
the market, retailers can develop new products tailored to their customers’ needs.

By leveraging data and analytics to make informed decisions, stores can optimize
operations, enhance customer satisfaction, and drive growth and profitability. In our
research, the main application of time series forecasting will focus on designing the
resource model for planning operations in one modern retail function – online grocery
delivery. The delivery function refers to the process of transporting groceries from the
store or warehouse to the customer’s location. In recent years, such service has become
increasingly important as more customers opt for online grocery shopping and home
delivery options.

Grocery retailers typically use different delivery models to fulfill customer orders,
such as store pick-up, third-party delivery services, and in-house delivery fleets. Store
pick-up allows customers to place orders online and then pick them up at a designated
time from the store. Third-party delivery services involve partnering with delivery com-
panies like DoorDash or Uber Eats to deliver groceries to customers’ homes. Finally,
in-house delivery fleets use company-owned vehicles and drivers to transport groceries
from the store or warehouse to customers’ homes.

2 Modeling the Resource Planning System

Effective delivery function in grocery retail requires careful planning and coordination to
ensure that orders are fulfilled accurately, on time, andwithminimalwaste.Retailers need
to consider factors like product availability, order volume, delivery times, and customer
preferences when designing their delivery models. Efficient routing and scheduling of
delivery vehicles can also help to reduce delivery costs and improve the overall customer
experience.

For planning delivery resources, retailers need to assess the demand for delivery in
each area they serve by analyzing customer data and delivery orders to identify peak
times and locations of high demand. Based on this analysis, retailers can estimate the
number of drivers, vehicles, and other resources needed tomeet the demand. The number
of drivers required may vary based on factors such as the size and weight of the orders,
delivery distance, and expected delivery time.
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The following architecture was designed to create a Decision Support System that
helps plan resources (Fig. 1). It consists of three layers:

1. The Data and Business Inputs Layer serves as the foundation of the resource model
and includes all relevant data inputs and business rules. This layer collects data from
point-of-sale, labor management, and courier platform systems.

2. The Forecast andOptimizationLayer utilizesmachine learning algorithms to generate
accurate sales forecasts, calculate the needed resources, and optimize staff schedules
to meet customer demand while minimizing labor costs.

3. The Business Intelligence Layer provides insights and visualizations into the per-
formance of grocery retail operations. This layer consolidates and presents data in
user-friendly dashboards, enabling managers to monitor and track key performance
indicators such as sales, labor costs, and productivity metrics.

Fig. 1. Architecture of Resource Modeling System.

A comprehensive research project was undertaken to develop a resource planning
system for a nationwideUkrainian grocery company,whichoperates an in-house delivery
service, and manages over a hundred locations across the country, including traditional
chain stores and dark stores. The study’s main objective was to devise a sophisticated
system that would effectively optimize delivery resources, ensuring timely and efficient
delivery service to customers.

2.1 The Data and Business Inputs Layer

The resource model for grocery retail utilizes several data sets within its data warehouse
to generate accurate staffing schedules and budgets. These data sets include:
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• Orders Data: The dataset includes the order amount, basket depth, address, order
date, time, status, type, and items. To prepare the dataset for the ML model, this
data is adjusted to polygon shifts based on client coordinates, allowing the model to
accurately forecast demand and allocate resources accordingly.

• Weather Data: The resource model also incorporates weather data from Open-Meteo
to adjust staffing levels during periods of extreme weather conditions that may affect
customer demand [5].

• Air Siren Timestamps: Data on air siren alarms, including the duration of each alarm,
is linked to each city-store level in the data warehouse, allowing the model to adjust
staffing levels during periods of heightened security alerts.

• Holidays List: The model incorporates a list of holidays to adjust staffing levels and
schedules, ensuring adequate coverage during peak customer demand periods.

• Courier Platform Data includes information on the delivery routes and logs for each
courier, as well as data on the time taken for each delivery and any delays or issues
encountered during the delivery process. This data can be used to optimize delivery
routes, improve delivery times, and reduce the overall cost of delivery operations.
Additionally, the platformmayprovide real-time visibility into the status of deliveries,
allowing businesses to better manage their delivery resources.

• Master Data: This data includes store-specific characteristics and employee infor-
mation, allowing the model to generate schedules and budgets that account for
store-specific factors and workload fluctuations.

The overall dataset included three years of data from118 stores and darkstores, cover-
ing grocery retail company operations in different regions. To create a resource schedul-
ing model, specific business rules were also included to adjust workforce schedules to
the company’s policy:

• Restrictions on maximum weight for different types of transportation;
• Setting minimum and maximum durations for courier shifts;
• Ensuring a minimum number of orders per courier route;
• Imposing a maximum speed limit for couriers;
• Establishing a maximum radius between stores for combined shifts across different

branches.

2.2 Forecast & Optimization Layer. Building Machine Learning Model

In order to develop an accurate time-series model for forecasting the number of orders,
multiple data sets were utilized. The target metric was derived from orders data, while
regressors were composed of weather data, air sirens duration dataset, and holidays list.
The data were cleared of outliers to remove the effect of days when shops were closed
or affected by unforeseen events, such as refitting periods, shopping malls or subways
closures, and road closures for repairs. Such a result was achieved using anomaly identi-
fication methods based on clustering. An anomaly was defined as an extraordinary sales
level on a specific day of the week, and the following algorithms were used to detect
them: k-Nearest Neighbors Detector, Isolation Forest, Angle-Based Outlier Detection,
Histogram-based Outlier Detection, and Local Correlation Integral. An ensemble of five
models was used to calculate the weighted probability of each point being an outlier.
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The data were cleaned once the anomaly observations were confirmed to be outside of
holiday or lockdown periods. Time-series modeling was then used to fill in the missing
data points with unbiased forecasts.

Orders dynamics in grocery retail often exhibit regular and predictable patterns that
occur at fixed intervals over a year. These patterns may be related to seasonal events
such as holidays, changes in weather, or other factors that affect consumer behavior. To
effectively forecast time series data in grocery retail, it is important to capture and model
these patterns. This can be done using various forecasting techniques, such as ARIMAor
exponential smoothing.However, thesemethodsmaynot always be suitable for capturing
complex and irregular seasonal patterns. To address this challenge, Facebook developed
a time series forecasting tool called Prophet. Prophet uses a decomposable time series
model with three main components: a non-periodic trend component g(t), a seasonality
component s(t) (weekly, monthly, yearly periodicity), holidays effect component h(t),
and additional regressors r(t) [6]:

y(t) = g(t) + s(t) + h(t) + r(t) + et (2)

1. The non-periodic trend component represents the overall direction of the order
dynamics over time using the logistic growth model in the form:

g(t) = c(t)

1 + e−(
β+δα(t)T

)(
t−(

m+γα(t)T
)) (3)

where c(t) limiting value, which is driven by the district population growth, β + δα(t)T

represents a growth rate, that may vary over periods based on a binary operator for time
events α(t)T such as store refitting or competitor exit from a local market that lead to
changepoints with offset parameter m + γα(t)T :

γi =
(
si − m −

∑

l<i
γi

)(
1 − β + ∑

l<i δl
/

β + ∑
l≤i δl

)
(4)

2. The seasonality component captures daily, weekly, or monthly repeating patterns
within the data by Fourier series decomposition:

s(t) =
N∑

n=1

(an cos(2πnt) + bn sin(2πnt)) (5)

By composing a matrix of seasonalities X (t) = [cos(2πnt), ..., sin(2πNt)] the
seasonal component can be fitted in the following way:

s(t) = X (t)βT (6)

3. Themodel incorporates a holiday component to capture the impact of special events or
holidays on the data. Additionally, the model includes regressor components such as
capital projects and marketing campaigns, as well as external factors like COVID-19
and air sirens, which can be implemented using a binary operator.

hi(t) = Lholidayi (t)κ
T ; rj(t) = Lregressorj (t)κ

T (7)
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More recently, Facebook also introducedNeuralProphet [7], which is an extension of
Prophet that uses a neural network architecture to model time series data. This allows for
capturing more complex and non-linear patterns in the data and extends its capabilities
by incorporating lagged regressors L(t), future regressors R(t), and customizable loss
functions. Furthermore, in addition to including the effect of covariates, Neural Prophet
can also take into account the past values of the target time series as inputs, which is
useful in capturing the impact of autocorrelation in the time series AR(t):

y(t) = g(t) + s(t) + h(t) + R(t) + AR(t) + L(t) + et (8)

Fig. 2. Example of the output of NeuralProphet Forecasting model for a separate store.

The AR module in AR-Net can capture non-linear patterns in the data by using a
fully connected Neural Network (NN) with hidden layers. By configuring the number
and size of hidden layers, the model can improve the accuracy of the forecasts. However,
this comes at the cost of interpretability since it becomes difficult to directly quantify
the impact of a specific past observation on a particular prediction. Instead, we can only
evaluate the relative importance of a past observation on all predictions by comparing
the sums of the absolute weights of the first layer for each input position.

To adapt cross-validation for time series, a method involves dividing the test data into
several subsets based on chronological order, each with a size that reflects the real-life
scenario. In our case, we used a subset size of 14 days. Initially, the training data is
utilized to forecast the first subset of 14 days. This subset is then included in the training
data to forecast the subsequent subset of 14 days, and the model is retrained and updated.
By implementing both methods, we can generate a forecast for the next two weeks that
can be incorporated into the resource model (see Fig. 2).

By using the recommended approach, we can decompose the output into different
components such as trend, seasonality, holidays, and regressors (seeFig. 3). Theobserved
store exhibited significant changes in its trend during the summer of 2022, coinciding
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Fig. 3. Example of the time-series decomposition using NeuralProphet, representing the effect
of trend rate change, weekly seasonality, AR weights, and weather impact (rain and snow).

with a large number of Ukrainians returning home, and during the fall when there were
extensive attacks on the energy infrastructure. The branch displayed considerableweekly
fluctuations, with traffic dropping to -10% of the average level on Tuesdays and rising to
+ 5% on weekends. The analysis revealed that the previous 1, 2, and 4 days had the most
substantial positive impact on traffic dynamics, while the preceding 6, 7, and 10 days had
a negative influence. Additionally, increased rainfall correlated with decreased traffic,
while snowfall increased traffic by + 5%.

It is essential to emphasize that these observed behavior patterns are specific to
the analyzed store, and variations are expected across different branches. The aforemen-
tioned example serves to illustrate the distinctive features of one store’s traffic dynamics.
The described decomposition model allows us to analyze the impact of each component
on the overall forecasted values. This information can then be used to perform sensitiv-
ity analysis and scenario modeling to test different assumptions and optimize resource
allocation strategies.

On a store level, we developed separate models using both fbprophet and Neural-
Prophet methods, each with a hyperparameter grid search. For the fbprophet model, we
experimented with varying the changepoint prior scale, seasonality prior scale, and sea-
sonality mode. For the NeuralProphet model, we explored the number of hidden layers
and the number of lags in autoregression. The RMSE metric was chosen as a target
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as it considers the magnitude of the forecasting errors, which is crucial for time series
where outliers or significant deviations should be penalized appropriately. The model
that resulted in the lowest RMSE metric was selected as the final model.

Upon analyzing the results of the cross-validation, we observed that the Neu-
ralProphet method frequently outperformed the fbprophet method (Table 1), and we
selected it as our primary forecasting framework for store-level predictions. This app-
roach allowed us to train and fine-tune models for each store, considering its unique
patterns and trends. The resulting models were able to generate more accurate forecasts,
enabling better resource management and more informed decision-making.

Table 1. Model comparison by

Model Weight MAE MSE RMSE RMSSE MAPE SMAPE

NeuralProphet 72,7% 5,303 56,339 6,981 0,629 16,224 7,424

Prophet 27,3% 5,579 52,622 7,118 0,704 16,998 7,920

2.3 Forecast & Optimization Layer. Building Machine Learning Model

After obtaining a two-week forecast from the trained time-series model, we further
transform the output to an hourly capacity demand by leveraging product customer
journey metrics and the historical hourly demand distribution. Such an approach allows
us to more accurately predict the capacity required for each hour of the day.

To translate this demand into transportation requirements, we consider various route
metrics specific to each store’s delivery polygon. These metrics include the standard
slot interval, maximum load capacity for each transport type per route, the distribution
of order weights, the speed of each transport type, and the average route length. By
combining thesemetricswith specific business rules, we are able to estimate the expected
number of drivers required for each time slot. The resulting capacity demand is used to
optimize the scheduling of transportation resources and ensure that each store receives
the necessary deliveries in a timely and efficient manner.

In order to efficiently allocate delivery drivers to their respective shifts, an opti-
mization model is developed. The model evaluates driver availability and preferences,
considering factors such as work-hour restrictions and shift standards. The goal is to
minimize overtime while ensuring that all deliveries are completed on time:

min
∑

d ,p

∣∣Xds · Csp − RRdp
∣∣ (9)

where d - day in the planning horizon, p- time slot in a day d , s- shift in a day d , Xds
- number of resources to schedule at day d for a shift s, Csp - binary operator (shift s
covers the period p), RRdp- resources required at day d for the period p.

The restrictions of the model are:

Xds · Csp ≤ A (10)
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where A - maximum allowed capacity in a period.

Xds ≤ B (11)

where B - maximum number of resources in a slot.

Xds,RRdp,A ∈ Z
∗,Csp ∈ {0, 1} (12)

The output of the optimization model is an efficient shift schedule for the drivers that
meets the demand, route metrics, and driver availability while minimizing overtime.

An optimization model is utilized to efficiently create shifts for delivery drivers. The
model takes into account various factors, such as productivity metrics for each driver,
their personal rating, andprevious schedules.Additionally, the algorithmconsiders driver
preferences for free days and weekends when allocating shifts.

If the algorithm is unable to allocate all resources to the desired store, the driver may
be assigned a shift in the closest stores based on the distance matrix. Such an approach
ensures that the operation is optimized in terms of resource allocation and minimizes
the driver route distance, reducing the overall delivery time and cost.

By utilizing these techniques, the optimization model ensures that each driver is
allocated shifts in a fair and efficient manner, taking into account various factors such
as productivity, personal preferences, and availability. The result is a well-optimized
delivery schedule that can handle unexpected changes and variations.

2.4 Business Intelligence Layer

After the resource planning system was developed, a set of business intelligence (BI)
components were designed as the output of the system. These BI components serve to
provide key information and insights to the stakeholders and decision-makers of the
organization.

The first BI component is the Courier Schedule by Stores/Darkstores. This compo-
nent presents an overview of the schedules of the delivery drivers, including the stores
or darkstores they are assigned to and the dates and times of their shifts. This component
is important for ensuring that the delivery drivers are optimally allocated to the stores
or darkstores that need them most (see Fig. 4).

The second BI component is Key Metrics Performance Monitoring. This compo-
nent provides real-time monitoring of the resource planning system’s key performance
indicators (KPIs). The monitor board includes metrics such as order fulfillment rate,
delivery time, and resource utilization rate. By monitoring these KPIs, the stakeholders
can identify areas of improvement and make necessary adjustments.

The third BI component is Ad-Hoc Driver Analysis. This component allows stake-
holders to perform ad-hoc analysis on the performance of individual delivery drivers.
They can compare drivers’ performance based on metrics such as productivity, delivery
time, and customer ratings.
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Fig. 4. Output of Business Intelligence module: Courier Schedule by Stores/Darkstores.

3 Conclusions

Themodel validationprocess extendedover threemonths and involvedpiloting themodel
approach. Several challenges were encountered during this process. One significant
difficulty was frequently updating work schedules to accommodate changes in polygon
configurations. Additionally, accurately assessing speed and performance metrics for
new cities without similar specifics to the stable network of stores proved challenging.
The formation of standardized schedules for each courier also presented difficulties,
especially during speculative traffic situations, and the inability to instantly fill courier
vacancies further complicated the process.

Choosing appropriate benchmarks for performance evaluation proved to be a com-
plex task due to the variations in operations, individual configurations for each store
chain, and the diverse goals set by different companies. These objectives could range
from improving service and cost reduction to maximizing profitability with potential
risks of losing clients. Researchers focusing on the development of resource planning
models in retail may adopt diverse target metrics. These metrics can encompass objec-
tives like enhancing the net profit margin [8], improving resource utilization [9], and
mitigating lost profits [10].

The resource planning model has shown promising results in forecasting demand
and efficiently allocating resources to meet that demand. By incorporating multiple
data sources and utilizing advanced modeling techniques, the system has been able
to accurately forecast demand at the level of 16.3% MAPE during the pilot period.
Furthermore, the optimization algorithm for shift scheduling can increase productivity
by10.1%andallow for better resource allocation, reducing costs by8.6% in the simulated
scenario described in the research.

The study was carried out to recognize the growing importance of effective resource
planning in the grocery retail sector. With the increasing demand for online grocery



Modeling the Resource Planning System for Grocery Retail 299

shopping and delivery services, retailers are faced with the challenge of ensuring timely
and efficient delivery of orders while optimizing the use of delivery resources. The
research aimed to address these challenges and provide a solution that would enable
retailers to meet their customers’ evolving needs and expectations.

Overall, the recommended resource planning model is a valuable tool for grocery
retail companies looking to optimize their delivery operations and improve customer
satisfaction. However, it is important to carefully consider the benefits and limitations
before investing in such a system and to continuously monitor and update it as needed
to ensure its effectiveness.
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Abstract. Recent years of the covid pandemic and military threats have sig-
nificantly exacerbated the need for young people to obtain university education
remotely. This also increases the requirements for the effectiveness of using the
didactic capabilities of digital means and tools of distance education, and the
quality of relevant content for organizing and supporting students’ independent
educational activities. Able to effective independent cognitive activity can only be
a person who has the appropriate cognitive skills, and is aware of his own cogni-
tive processes. Therefore, filling students’ independent work with metacognitive
content should be considered as the subject and purpose of training, along with
the traditional goal of the university, which is the formation of subject knowledge
and skills. The subject of our research is the use of means and tools of LMS
Moodle for the organization of independent work of students based on a metacog-
nitive approach in the study of physical and mathematical disciplines. The article
analyzes the problems of organizing students’ independent work and offers some
ways to solve them using the Moodle functionality. Examples of the use of indi-
vidual Moodle activities by the article’s authors for the organization and support
of independent work of students are given.

Keywords: LMS Moodle · E-learning Course · Independent Work ·
Metacognitive Approach · Physical and Mathematical Disciplines

1 Introduction

The Reference Framework of competencies for democratic culture, developed by the
Council of Europe’s Department of Education, identifies a set of 20 competencies that
educators should focus on to strengthen the capacity of learners to be competent and
effective citizens of a democratic society. One of them is the ability to learn inde-
pendently, which is necessary for a person “to pursue, organize and evaluate their own
learning, following their own needs, in a self-directed and self-regulatedmanner, without
being prompted by others” [1], because it is necessary to learn throughout life. Therefore,
the effective organization of independent students’ work is an important prerequisite for
successful learning.
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Thanks to the development of digital technology, Internet platforms have become an
integral feature of the modern educational process. One such platform is LMS Moodle,
which has a wide functionality for organizing independent work and is free, open-
source and used by most universities. However, effective targeted (to form students’
ability to self-learn) use of LMS Moodle requires not only knowledge of the platform’s
functionality and technical skills in using its tools but also a methodological approach
to learning.

The proposed article considers the tools of LMSMoodle to organize and support the
independentwork of students in the study of physical andmathematical disciplines based
on the metacognitive approach. The metacognitive approach is based on developing
cognitive skills that allow students to learn and control their learning independently. It
is the metacognitive approach to the organization of students’ independent work that
focuses on the formation of the ability to plan, control and evaluate their own learning.

Thework aims to study the capabilities of LMSMoodle tools to support ametacogni-
tive approach to the organization and guidance of students’ independentwork in studying
physical and mathematical disciplines.

2 Literature Review

The use of digital technologies for the organization of independent work of students in
the study of physical and mathematical disciplines is the subject of research by many
scientists, for example [2, 3]. Here are some results of scientific research on the problem
of organizing independent work of students in the digital age. The study [4] analysed
the experience of Finland in organizing independent work of students, in particular, the
influence of the level of digital competence of students on the quality of education is
revealed.

The study [5] of emphasized the need to implement self-managed learning, that is,
the participation of students themselves in determining the purpose of training, planning,
presenting, and evaluating their work, etc. Various problems of training organisations
through LMSMoodle became the subject of scientists’ research [6]. The study [7] aims
to specify, in a practical way, procedures and automation guidelines in Moodle based on
the experience of instructional design; and the structuring of online activities through the
programming of automated flows by configuring conditional rules and the integration of
a virtual assistant to attend general queries with a Chatbot tool named Dialogflow from
Google.

Opportunities and examples of using metacognitive learning strategies, and self-
studying students in mathematics, are disclosed in [8, 9]. In particular, metacognitive
activity is interpreted as a complex integrative formation aimed at controlling the pro-
cesses of perception, storage, processing, and reproduction of information. So, the study
[10] shows, how metacognitive strategies for teaching mathematics can improve stu-
dents’ metacognition, as well as how students and teachers of mathematics can use
metacognitive strategies. In [11] the problems of increasing the motivation and self-
awareness of students in the process of learning mathematics are investigated. To do
this, it is proposed to use a metacognitive approach to learning. The tools of LMS
Moodle were chosen to implement the research tasks.
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Despite numerous scientific studies on the problems of organizing independent work
of students, usingmeans of LMSMoodle as one of themost common systems of distance
learning, the organization of this work in the process of studying physical and mathe-
matical disciplines based on a metacognitive approach has not yet been the subject of
special scientific research. The capabilities of LMSMoodle to implement this task have
not been sufficiently studied.

3 Research Methods

The research was carried out within the framework of the complex scientific theme
of the Department of Mathematics and Physics of Borys Grinchenko Kyiv University
“Mathematical methods and digital technologies in education, science, technology”,
DR No 0121U111924. The following research methods were used in the work: analysis,
generalization of scientific literature to reveal the essence of themetacognitive approach;
systematization of LMS Moodle tools for organizing independent work in physical
and mathematical disciplines; empirical (questionnaires) to identify problems in the
organization of independent work of students, observational (pedagogical observation,
reflection of research activities) to implement independent work of students based on
the metacognitive approach in LMS Moodle.

4 Research Results

4.1 Survey Results and Problem Statement

To identify the problems associated with the organization and implementation of inde-
pendent work of students in the process of teaching physical and mathematical disci-
plines, as well as to clarify the attitude of teachers and students toward the role and
place of independent work at the university, during March 2023, we conducted a survey.
Respondents were 150 students who study or previously studied physical and mathe-
matical disciplines. In addition, we interviewed 129 teachers from Borys Grinchenko
Kyiv University and other universities in Ukraine.

The survey results showed the following.
Among the significant factors that negatively affect the implementation of inde-

pendent work of students, teachers name the following: the reluctance of students to
work independently and the teacher’s lack of leverage in this situation – 59.1%; lack of
methodological literature for teachers on the organization and management of students’
independent work, control and evaluation of its results – 46.7%; lack of proper moti-
vation of the teacher for this type of activity (management of most of the independent
work of students is not taken into account in the teacher’s educational load) – 46.7%.
Students, on the other hand, see the problem mainly in their own insufficient metacog-
nitive competencies: they do not know where to start solving a problem or working
out a theory – 45.3%; they do not know how to overcome difficulties when they come
across them when working out a theory or solving a problem – 39.3%; they have insuf-
ficient organizational skills (ability to plan and distribute time between different types
of work) – 36.7%.
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When asked about the use of the metacognitive approach in the organization of
student’s independentwork, only13.4%of teachers answered that theyorganize student’s
independent work based on this approach, and 19.5% (every fifth) chose the answer: “I
do not know what it is.”

This indicates the need to improve the methodological support of students’ in-
dependent work, both on self-study issues (for students) and pedagogical guidance of
students’ independent work. It also confirms the relevance of unlocking the possibil-
ities of a metacognitive approach to learning aimed at developing students’ ability to
learn and, in the conditions of distance learning - the importance of digital support for
students’ independent work and pedagogical guidance.

This also confirms the relevance of revealing the possibilities of a metacognitive
approach to learning, aimed at developing students’ ability to learn, and in the conditions
of distance learning - the importance of digital support for students’ independent work
and pedagogical guidance.

4.2 LMS Moodle Tools for Organizing Students’ Independent Work in Physical
and Mathematical Disciplines

Analysis of the literature on the problems of organizing independent cognitive activity of
students andour ownexperience give grounds to assert that themetacognitive approach in
the educational process in general, in particular, and in the organization andmanagement
of independent work of subjects of learning, creates the conditions necessary for their
effective self-development and the realization of individual creative potential, and the
use of the capabilities of the LMSMoodle functionality helps to implement this approach
more successfully.

The metacognitive approach to organizing students’ independent work involves:
teaching students metacognitive learning strategies to understand, control and regulate
their cognitive activity; planning learning activities so that students can gradually take
more responsibility for their learning; using active teaching methods and interactive
platforms to engage students in the construction of their knowledge, rather than passively
obtaining them; providing feedback to students on their use of metacognitive strategies;
encouraging students to reflect on their learning experience; educating and developing
students’ ability to analyse the dynamics of their metacognitive skills, encouraging them
to view errors as opportunities for learning.

The specificity of physical and mathematical disciplines (for example, the logic and
interconnectedness and interdependence of various topics, a high level of abstraction
- in mathematics, mathematical modelling of complex systems - in physics) dictates
the need to have specific metacognitive strategies for successful learning. These are, in
particular, conceptual understanding, not formal memorization, prediction of the result
(hypothesis) and search for ways to prove or refute, not passive familiarization with
the result, verification of the solution, and not a simple statement of the answer, search
for alternatives and analogies, etc. Some metacognitive self-learning strategies (for the
student) and learning (for the teacher) and possible Moodle digital tools to support these
strategies are shown in Table 1.

Example 1.Assignments.Activities “Assignments” we use in project-based training. For
example, to carry out research projects with small groups of students, you can build an
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Table 1. Moodle LMS tools for organizing independent work in physical and mathematical
disciplines

Competencies of students for
self-study (learning)

Pedagogical metacognitive
strategies

Moodle Tools

Ability to plan and distribute time
between different types of work

Planning training Checklist

Ability to determine (or anticipate)
goals and ways to achieve them

Familiarization with the expected
learning outcomes before studying
the topic

Assignments (with
“Know-Want to know-Learned”
table), Choice

Analytical skills: analysis; ability
to generate “correct” questions;
awareness of difficulties and
obstacles; monitoring the level of
the material understanding; critical
evaluation of the result obtained;
search, consideration of alternative
solutions, analysis of advantages,
and disadvantages; logical
thinking; ability to use
mathematical tools

Active teaching methods that
encourage the search and
construction of knowledge.
Formative assessment
Ensuring the ability to build an
individual educational trajectory,
adaptive learning with the ability
for everyone to receive assistance
as needed

Lesson, Assignments, Quiz,
Forum, Chat, Workshop, Wiki,
Glossary, External tool, H5P

Communication skills: the ability
to explain and argue their actions;
the ability to seek (if necessary)
help; the ability to use
mathematical language

Joint training in groups, couples
Execution of projects

Wiki, Glossary,
Forum, Workshop, Chat,
Database, External tool

Motivation Implementation of practically
oriented tasks, mathematical
modelling

Assignments, Choice, Forum,
External tool

Ability to read (study)
mathematical literature, find the
right sources

Formation of this ability through
special tasks, relevant content, as
well as “instructional memos” to
support active reading

Lesson, Assignments, Quiz

Ability to self-assessment: the
ability to assess their progress; the
ability to adjust, if necessary, their
educational trajectory

A questionnaire, survey, reflection;
Formative assessment

Lesson, Quiz, Feedback,
Choice, Workshop

external resource that allows participants to work together. The teacher creates an online
service Miro Online Writeboard and embeds it into the activity of the Task (HTML tool
“iframe”).

Gives an example (see Fig. 1) of students performing research in the discipline of
“Physics”. After analysing the laws of horizontal motion (axis OX), the study’s main
task was to write down the laws of vertical motion (axis OY). It was important that this
tool is needed to provide a common workspace for collective research work.

Example 2. Lesson. The activity “Lecture” can and should be used not just for placing
certain theoretical material, but for organizing adaptive self-educational activity, with
different trajectories, transactions between pages, various additional clusters, pages with
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Fig. 1. Activities Assignments with built-in Miro Online Writeboard for small group projects

test questions or tasks (for automatic verification) after logically completed fragments
of text, the answers to which would indicate an understanding of what was read and,
accordingly, the possibility (or impossibility) to go further. In addition, for a virtual
lecture to compensate for the lack of “live” communication between the teacher and
students, theremust be a special organization of content and a special style of presentation
that models metacognitive behavior. All material should be divided into small logically
complete blocks, and the presentation of thematerial (proof of the theorem, for example)
should take place in the form of an imaginary dialogue (the author / lecturer asks a
question and answers himself), so that the student has the feeling that he is thinking out
loud. For more information about the virtual lecture, see [12].

Example 3. Forum. For an independent solution of the first-year students-
mathematicians were offered 32 planimetric problems, which had a non-standard and
unusual, yesterday’s secondary school students, the formulation of the condition. This
confused the students. Most, having read the conditions and not seeing the obvious
(usual) algorithm of actions to obtain the result, simply gave up. And one wrote: “How
can you solve such problems if almost nothing is known? I don’t even know where to
start.”

An example of how a teacher took advantage of the situation to develop students’
thinking and metacognition is given below.

At the Forum “Strong planimetric nuts” of the e-learning course at Moodle, the
teacher fits the condition of one of the 32 tasks – “What is the square area?” (see Fig. 2.a)
and invites students to: a) ask questions to “discover” more data (which are “hidden”);
b) offer a solution.

The metacognitive strategy of the teacher was to educate observation, learn to ask
the right questions, and use the Forum tool to motivate students to solve the problem,
creating an atmosphere of excitement and competition (see Fig. 2 b).
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Fig. 2. a) images to the tasks; b) discussion of solution in the forum

As a result, the problemwas solved in sevendifferentways.Whenposting his solution
on the Forum, the student had to fill in the required field “Theme” (left column), which
obliged him to briefly (in one phrase) indicate the method or key idea of the solution, for
example, “Using the cosine theorem” (one of the important cognitive abilities for self-
learning!). And, finally, the teacher initiates reflection (students discussed the proposed
solutions, reflected on their thinking, described, and analysed the search for the idea of a
solution, evaluated their own cognitive experience).Here is one of the posts,which shows
that its author is aware of his metacognitive strategy (to perform additional constructions
to see the idea) and evaluates it as effective:

“At first glance, it seemed that the problem could not be solved, because insufficient
information was given. But, considering various variants of additions, a rectan-
gular triangle immediately struck me, from which, according to the Pythagorean
theorem, it is easy to find the side of the square.”

Example 4. Hidden text. To provide an individual approach in guiding the independent
work of students, there is often a need to initially hide from students a part of the text
on the page of the educational material, with the possibility of access to it if necessary.
Moodle allows you to do this inHTMLcode editingmode.Hidden text can be the solution
to the problem, hints (the idea of proof, the stages of solution),more detailed explanations
of individual fragments, etc. Below (See Fig. 3) an example ofMetacognitive Scaffolding
to the task of working independently (according to the textbook) on the topic: “Double
integral: definition, properties, geometric and physical content” (in the e-learning course
of the academic discipline “Mathematical Analysis”) is given.

Example 5. Quiz. We avoid test tasks of the closed type when you need to choose one
(correct) answer from several of the above because such tasks are useless for forming
of conceptual knowledge and metacognitions. In addition, in tests for self-checking, we
usually use the interactive mode of multiple attempts. For this, it is advisable to program
errors.

Forming such a task, it is provided, in addition to the correct answer, several wrong
ones that the student will give under the condition of certain (quite specific!) gaps in
knowledge. Therefore, for each such incorrect answer, a comment is provided, aimed at
making the student realize his mistake and independently come to the right conclusion.
An example of such a comment on an incorrect answer is given in (see Fig. 4).



310 M. Astafieva et al.

Fig. 3. An example of “hidden text” in the guidelines for reading a book text of mathematics

Fig. 4. Corrective comment of the teacher in the test

After another attempt, there may again be a “corrective” comment on the wrong
answer. The test in Moodle can be configured so that the student indicates how confident
he is in the correctness of his answer. The use of this mode teaches students to an
objective self-assessment and encourages them to solve the problem, analyse and check
the solution, and not just send an immediate response.

Example 6.Wiki. TheWiki tool haswide opportunities for organizing students’ indepen-
dent work based on the metacognitive approach. Its functionality allows you to create
collective pages that can be edited and commented on by users with access to these
pages (the level of access is configured by the teacher). Moreover, the editing history is
saved (unlike the Glossary tool). We useWiki for students to perform collective projects
(for example, create so-called conceptual tables on a certain topic [13]), as well as per-
form certain temporary roles: teacher, expert, and opponent. According to the history
of editing, the teacher can “unobtrusively” track the evolution of each student’s under-
standing of certain mathematical concepts, the dynamics of his metacognitive skills and
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make the necessary adjustments, as well as assess the knowledge and skills of students
using the method of formative assessment. Here is an example of a task in the discipline
“Mathematical Analysis 2”, implemented by the Wiki tool.

Task: “Be in the role of a teacher”.

The student gave the following definition of the limit of the sequence of points
of the metric space: “Point a is the limit of the sequence of points of the metric
space, if the members of this sequence approach point a as their ordinal number
increases.” Determine what the student misunderstands and offer your way to
eliminate his gaps in understanding the specified concept.

5 Conclusion

1. As a result of a survey of teachers and students, it was established that the difficulties
in organizing and implementing independent work of students are due, firstly, to
the insufficient level of methodological support. In addition, the low efficiency of
students’ independent work is explained, among other things, by the inability to
self-learn.

2. Based on the analysis of the scientific literature, the potential of the metacognitive
approach for organizing students’ independent work is revealed (using metacognitive
learning strategies to understand, control and regulate cognitive activity; encourag-
ing students to take responsibility for their learning; using active teaching methods
and interactive platforms to involve students in the construction of their knowledge;
providing feedback to students on their use of metacognitive strategies; encouraging
students to reflect on their learning experience).

3. Themost important competencies of students for self-study are highlighted, the corre-
sponding pedagogicalmetacognitive strategies for the implementation of independent
work of students are given. The Moodle LMS tools to support these strategies are
offered. Examples illustrate the possibilities of LMSMoodle for organizing students’
independent work using a metacognitive approach.

4. It is shown that using Moodle as a learning support tool allows creating an interac-
tive and dynamic learning environment where students can actively learn, acquiring
and improving metacognitive competencies. In particular, the fragmentary results of
the study testify to the growth of students’ self-regulatory competencies, namely,
awareness of their metacognitive strategy and assessment of its effectiveness.

5. Analysis of the effectiveness of usingMoodle tools for the organizationof independent
work of students in order to ensure a more active and aware of their learning activity,
will be the subject of our further research.
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Abstract. The development of cognitive technologies and the formation
of competences become an integral part of success in the conditions of a
rapidly changing world. This document presents a bibliometric analysis
of cognitive technologies and competencies. The dataset was retrieved
from the Scopus database, analyzed and presented using VOSviewer.
The search equation identified 281 studies. After analysis and appli-
cation of filters, 60 studies were selected for further analysis. Among
the journals that publish research on this topic, the most productive is
Ceur Workshop Proceedings (5%). The most cited authors are González-
González and Jiménez-Zarco. Authors from Indonesia, Spain and China
published the most articles. The top 5 thematic categories include Com-
puter Science; Social Sciences; Engineering; Business, Management and
Accounting; Energy. The most cited article is Birjali, M., Beni-Hssane,
A., Erritali, M. Research on cognitive technologies and the development
of competencies open broad perspectives for improving learning, profes-
sional development, and personal growth.

Keywords: Cognitive technologies · Development of competences ·
Artificial Intelligence · E-learning

1 Introduction

One of the current areas of research that is attracting more and more attention
is the use of cognitive technologies for the formation of competencies. In today’s
world, where digital innovations are changing all areas of life, these technologies
have great potential to influence people’s development and learning. Cognitive
technologies are based on the use of intelligent algorithms and machine learning
to analyze and process large amounts of information, which allows you to under-
stand and use data more effectively. Their application in the field of training and
development of competences opens up new opportunities for students, workers
and everyone who seeks to improve their skills and acquire new knowledge.

Calışkan et al. [11] found that students should understand AI’s role, formulate
decisions, and consider AI results alongside their knowledge. Chao et al. [12]
emphasize the importance of AI knowledge and competence and the need for
comprehensive courses. Huang [22] supports AI education in fundamental stages
to build students’ key competencies.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Antoniou et al. (Eds.): ICTERI 2023, CCIS 1980, pp. 313–324, 2023.
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Gutierrez et al. [19] study AI in e-learning, emphasizing the need to train
AI programmers and define graduate competencies. López et al. [29] stress inte-
grating cross-cutting competencies in higher education through e-learning tools.

Misthou and Paliouras [31] stress the need for government understanding and
digital skill development for AI utilization. However, Gaol [15] explores AI-based
performance management using the POAC method to enhance human resource
competence, analyzing personnel competencies, educational-government interac-
tions, budgets, and industry needs.

Permana and Pradnyana [35] developed an AI-based recommender system
for student internships, enhancing the educational process by suggesting opti-
mal places based on competencies. Sharma and Manchanda [38] used machine
learning to predict and improve entrepreneurial competence in students by cor-
relating personality traits with a lack of entrepreneurial skills.

Lestari et al. [27] discovered that knowledge of Robot, Artificial Intelligence,
and Service Automation (RAISA) along with professional competence positively
affect hospitality students’ perceptions of future career opportunities. Margienė
et al. [30] emphasize the necessity of e-learning systems and automated compe-
tency integration due to growing student mobility and diverse e-learning systems,
which reduces workload and enhances resource sustainability.

Adinda [1] advocates for a competency-based approach to enhance students’
self-regulation and self-direction in online learning, highlighting its positive
impact on students’ effectiveness in e-learning. Chirila [13] proposes an edu-
cation system focused on competencies and incorporates dialog games to foster
real-life skill development, addressing modern needs for practical skills and com-
petitiveness. Garad et al. [16] explore the role of e-learning infrastructure and
cognitive competence in distance learning effectiveness, confirming their positive
influence on distance learning outcomes.

Birjali et al. [8] introduce an adaptive e-learning model based on big data and
competencies, incorporating students’ social activities. Hsu and Li [21] present
the “competency-based guided learning algorithm” (CBGLA), which enhances
e-learning adaptability.

Kassymova et al. [23] explored e-learning’s role in enhancing cognitive compe-
tence, highlighting its advantages for self-improvement despite challenges. Keržič
et al. [24] observed a strong link between computer skills competence and the
utility of e-learning in a blended learning setup. Zulfiya et al. [42] developed
an assessment model and methodology for student competencies in e-learning,
spanning disciplines, modules, and program objectives.

Cao and Zhang [10] explored machine learning for competency models in
HRM, enabling swift and precise assessment of employee competencies for opti-
mal position placements. In turn, Burkhard et al. [9] introduced a learning struc-
ture embracing “human-intelligent machine” interaction as a norm for compe-
tency development in the AI era.

Lau [26] highlights the significance of information competencies for cogni-
tive skill development in higher education, especially in the AI-driven context.
Basantes-Andrade et al. [6] stress the importance of utilizing information and
communication technology tools and aids. Khan et al. [25] emphasize the sub-
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stantial influence of digital innovations on pedagogical digital competence and
e-learning systems, mediated by computer self-efficacy.

Astafieva et al. [5] advocate effective e-learning approaches for enhancing
students’ mathematical competence. Heba et al. [20] also endorse information
and communication technologies, including individualized learning systems and
e-learning courses, to elevate students’ mathematical competencies.

Albano and Ferrari [3] stress the significance of linguistic competence for
academic achievement. Angelis et al. [4] recommend an individualized approach
leveraging information technology and a dedicated platform to enhance language
competence. Mujiono and Herawati [32] highlight a substantial gap in sociolin-
guistic competence between students who used e-learning with sociolinguistic
instruction and those in traditional face-to-face settings.

D’Aniello et al. [14] emphasize the creation of an e-learning system to nurture
intercultural competence, involving cognitive, behavioral, and affective skills for
effective cross-cultural interaction. The study by Long and Lin [28] empirically
explore the advancement of intercultural communicative competence in English-
learning students with artificial intelligence, identifying a significant positive link
with knowledge of foreign cultures, attitudes, and intercultural communication
skills.

Al-Sharidah [2] asserts that e-learning platforms can enhance teachers’ ped-
agogical competencies. Thomas et al. [39] identify the competency requirements
for effective e-learning instruction by teachers. Wu [40] also introduces a model
for enhancing teacher competence through an advanced machine learning algo-
rithm. Zhao et al. [41] argue for the enhancement of teacher professional devel-
opment systems in the age of artificial intelligence.

Batko and Szopa [7] emphasize the importance of developing computer tech-
nologies and new competencies in the era of robotics and artificial intelligence.
Palacios-Marqués et al. [33] highlight how Web 2.0 tools in e-learning projects
create new opportunities and modify traditional competencies based on knowl-
edge management. Rivera-Kempis et al. [36] explore entrepreneurial competence
and suggest that machine learning aids in entrepreneur classification. Sarangara-
jan et al. [37] show that artificial intelligence and e-learning help organizations
remain adaptive and competitive, with a recommendation system optimizing
skill development for business strategy execution.

The purpose of this article is a bibliometric analysis of cognitive technologies
and competence formation. The study aims to answer the following questions
regarding cognitive technologies and competence building: (1) Which journals
are the most influential? (2) Which authors publish research on this topic? (3)
In which countries are the authors interested in this topic? (4) What are the
main thematic categories of research? (5) How heavily cited are works on cog-
nitive technologies and competencies? (6) What terminology is used to conduct
research on the relevant topic?

The manuscript is organized as follows: Sect. 2 presents the methodology of
document search and their selection. Section 3 presents the results of the analysis.
For this, journals, authors, countries, subject categories, types of publications,
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citations, terminology related to cognitive technologies and competencies were
analyzed. Section 4 provides conclusions, limitations, and future research.

2 Materials and Methods

This study proposes a bibliometric analysis focusing on the study of publications
related to the development of competencies in the context of the use of cognitive
technologies. Within the framework of this article, an analysis will be conducted
to identify cooperation between authors, organizations and countries. The main
source of data for the study is the Scopus database, which is a recognized and
authoritative resource for scientific research with significant global weight. This
article proposes the use of bibliometric analysis for the identification of scien-
tific publications corresponding to the topic of the implementation of cognitive
technologies for the acquisition and development of competences.

The following equation was used for the search - TITLE (“Cognitive
technolog?” OR “Artificial intelligenc?” OR “Artificial Intelligence Tech-
nolog?” OR “E-learning” OR “Innovation Education” OR “Machine Learn-
ing”) AND TITLE (“Competenc? Development” OR “Competenc? Design”
OR “Competenc?” OR “Competenc?-oriented education” OR “Competenc?-
Based” OR “Modeling competence?” OR “Professional Competence”) AND
(EXCLUDE (AFFILCOUNTRY,“Russian Federation” ) ) AND (LIMIT-
TO (LANGUAGE,“English”) ) AND (LIMIT-TO ( DOCTYPE,“ar” )
OR LIMIT-TO (DOCTYPE,“cp”) OR LIMIT-TO (DOCTYPE,“ch”) OR
LIMIT-TO (DOCTYPE,“bk”) ) AND (LIMIT-TO (PUBYEAR,2022) OR
LIMIT-TO (PUBYEAR,2021) OR LIMIT-TO (PUBYEAR,2020) OR LIMIT-
TO (PUBYEAR,2019) OR LIMIT -TO (PUBYEAR,2018) OR LIMIT-TO
(PUBYEAR,2017) OR LIMIT-TO (PUBYEAR,2016) OR LIMIT-TO (PUB-
YEAR,2015) OR LIMIT-TO (PUBYEAR,2014) OR LIMIT-TO (PUBYEAR,
2013) with the replacement of the last letters with the symbol “?” to search for
all possible word endings.

Two hundred and eighty-one (281) documents were retrieved from the Scopus
database search. Certain documents were selected for research and analysis using
4 stages.

At the first stage, studies related to the Russian Federation were excluded.
The removal of these publications is due to the war and aggression that Russia
has launched against Ukraine. As a result, 11 studies were excluded.

In the next step, all publications except articles, conference papers, book
chapters and books are excluded. As a result, 33 studies were excluded and 237
documents were obtained.

As a result of the third stage, articles published in 2023 and before 2013 and
not in English were removed (84 such documents were found). 153 documents
were received.

At the fourth stage, articles were analyzed by title, abstract and main
overview. As a result, the materials of 60 studies related to the specified direction
will be used for the research.
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The received articles are loaded into MS Excel for analysis and information
visualization using the VOSviewer software.

3 Results

3.1 Journals

A total of 60 documents were published in 36 resources. This indicates a certain
interest in publications related to the development of cognitive technologies,
artificial intelligence, as well as the development of competencies as a result of
their implementation. Out of 36 resources, 86.1% published only one document
on this topic, the rest - 13.9% published from two to three documents.

In addition, the top journals were highlighted based on the number of pub-
lished articles related to cognitive technology and competency development.

Table 1 presents the top 5 most productive journals, including publisher
and indexing information such as number of publications, SJR 2021 indicator,
CiteScore 2021 and SNIP 2021.

Table 1. Top 5 most productive magazines regarding cognitive technologies and com-
petence development.

N Journal Publisher № of Publ SJR-2021 Cite Score 2021 SNIP 2021

1 Ceur Workshop

Proceedings

Conference

Proceeding

3 0.228 1.1 0.317

2 Journal Of E

Learning And

Knowledge Society

Italian e-Learning

Association

2 0.251 1.6 0.705

3 Journal Of Physics

Conference Series

Conference

Proceeding

2 0.251 1.6 0.705

4 Journal Of E

Learning And

Knowledge Society

Italian e-Learning

Association

2 0.210 0.8 0.395

5 Sustainability

Switzerland

Multidisciplinary

Digital Publishing

Institute

2 0.664 5 1.310

These top 5 journals published 18.3% of the total number of publications. The
Ceur Workshop Proceedings conference published the most research, namely 3
articles (5.0%).

3.2 Authors

The five most productive authors in terms of number of publications, citations
and publications as first author are presented in Table 2 . Inés González-González
is in first place, with two publications, both of which are first author. Ana
Jiménez-Zarco, who has 2 publications, but is not a co-author in any of them,
ranks second in terms of citations. Next, the authors of one publication: as the
first author - Adinda, not the first authors - Adeyanju, Adilbayeva.
Figure 1 presents the analysis of Co-authorship by Authors obtained using
VOSviewer.
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Table 2. Top 5 most productive authors regarding cognitive technologies and compe-
tence development.

No Authors Country of
Author

Number of
Publications

Number of Publications
as the First Author

1 González-González, I. [18] Spain 2 2

2 Jiménez-Zarco, A.I. [17] Spain 2 0

3 Adinda, D. [1] France 1 1

4 Adeyanju, J. [39] Nigeria 1 0

5 Adilbayeva, U.B. [23] Kazakhstan 1 0

Fig. 1. Co-authorship by Authors (created using VOSviewer).

3.3 Countries

The number of publications on cognitive technologies and competencies, accord-
ing to countries, was determined according to the Scopus database. Figure 2
shows the top 5 countries with the largest number of publications.
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Fig. 2. Top 5 countries by the number of publications.

Overall, the country with the highest number of publications is Indonesia, which
with 9 papers accounts for 15.0% of the total number of published articles.

3.4 Analysis of Citations

A corresponding study was conducted on the citation of authors and organiza-
tions among the selected articles. The results of the analysis of the top 5 cited
authors are presented in Table 3 .

As a result of the analysis, it was found that the most cited article is Birjali,
M., Beni-Hssane, A., Erritali, M. on the topic “A novel adaptive e-learning model
based on Big Data by using competence-based knowledge and social learner
activities”. As a result, this study currently has 43 citations, which is 29.7% in
the top 5.

Analysis of Citation by Authors is shown in Fig. 3.

3.5 Term Analysis

The analysis of all the terms used in the articles is shown in Fig. 4. In particular,
2 main clusters are highlighted, which are formed by all keywords.

The main cluster is formed by such keywords as Artificial intelligence, E-
learning, Teaching, Machine learning.
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Table 3. Top-5 publications with most citations.

No Authors Journal Citations in

Scopus

SciVal Topics

1 Birjali, M., Beni-Hssane,

A., Erritali, M. [8]

Applied Soft Computing

Journal

43 Computer-Aided

Instruction; Adaptive

Hypermedia;

Intelligent Tutoring

Systems

2 Palacios-Marqués, D.,

Cortés-Grao, R., Lobato

Carral, C. [33]

International Journal of

Project Management

32 Examiner; Education;

Attendance

3 Garad, A., Al-Ansi,

A.M., Qamari, I.N. [16]

Cakrawala Pendidikan 28 Blended Learning;

Learning Management

System; Distance

Education

4 Huang, X. [22] Education and

Information Technologies

23 Computer Science;

Education Computing;

Computational

Thinking

5 Parkes, M., Reading, C.,

Stein, S. [34]

Australasian Journal of

Educational Technology

19 Internet Of Things;

Transatlantic;

Training and

Development

Fig. 3. Citation by Authors (created using VOSviewer).
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Fig. 4. Co-occurrence for All keywords (created using VOSviewer).

4 Conclusions

The study analyzed the Scopus publication database from 2013 to 2022 to ana-
lyze cognitive technologies and competencies. It was found that cognitive tech-
nologies show significant potential in improving learning processes and devel-
oping competencies, providing access to innovative methods and tools. They
enable students and employees to develop critical thinking, problem-solving and
creative thinking, communication skills and other important competencies.

A limitation of this study is the consideration of only publications from the
Scopus database. Another limitation is the exclusion from the sample of publica-
tions from the Russian Federation, which is related to the war it started against
Ukraine.

The study of ethical aspects of the use of cognitive technologies in the for-
mation of competences, in particular the issues of confidentiality, security and
risks associated with the use of data in the learning process, can become a topic
for further research.

References

1. Adinda, D.: A competency-based approach to support e-learning during the
COVID-19 situation. In: Proceedings of The European Conference On E-Learning,
ECEL, pp. 1–9 (2021). https://doi.org/10.34190/EEL.21.043

2. Al-Sharidah, M.: The effectiveness of a training program via e-learning platforms
in developing the technological competencies of pre-service teachers. J. Educ. Soc.
Res. 12, 131–142 (2022). https://doi.org/10.36941/jesr-2022-0128

https://doi.org/10.34190/EEL.21.043
https://doi.org/10.36941/jesr-2022-0128


322 T. Ivanova

3. Albano, G., Ferrari, P.: Linguistic competence and mathematics learning: the tools
of e-learning. J. E-Learn. Knowl. Soc. 9, 27–41 (2013). https://doi.org/10.20368/
1971-8829/832

4. Angelis, L., Bohlouli, M., Hatzistavrou, K., Kakarontzas, G., Lopez, J., Zenkert,
J.: The COMALAT approach to individualized e-learning in job-specific language
competences. In: Linnhoff-Popien, C., Schneider, R., Zaddach, M. (eds.) Digital
Marketplaces Unleashed, pp. 137–148. Springer, Heidelberg (2018). https://doi.
org/10.1007/978-3-662-49275-8 16

5. Astafieva, M., Zhyltsov, O., Proshkin, V., Lytvyn, O.: E-learning as a mean of form-
ing students- mathematical competence in a research-oriented educational process.
In: CTE Workshop Proceedings, vol. 7, pp. 674–689 (2020). https://doi.org/10.
55056/cte.421
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18. González-González, I., Jiménez-Zarco, A.: Using an audiovisual case methodology
to develop critical thinking competence in distance E-learning environment: The
open university of catalonia (UOC) experience. E-Learning 2.0 Technologies And
Web Applications In Higher Education. pp. 171–187 (2015). https://doi.org/10.
4018/978-1-4666-4876-0.ch009

19. Gutierrez, S., Perez, S., Munguia, M.: Artificial intelligence in e-learning plausible
scenarios in Latin America and new graduation competencies. Revista Iberoamer-
icana De Tecnologias Del Aprendizaje. 17, 31–40 (2022). https://doi.org/10.1109/
RITA.2022.3149833
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Abstract. The article “Smart-Systems in STEM Education” explores the signifi-
cance of integrating “Smart-systems” technologies into STEM (Science, Technol-
ogy, Engineering, and Mathematics) education. The article highlights the role of
“Smart-systems” in preparing students for the future by providing practical expe-
riences and fostering critical thinking and problem-solving skills. It discusses
various technologies associated with “Smart-systems,” such as robotics, IoT, AI,
and data analytics, and their applications in STEM education. The article also
presents a range of resources available for educators and students, including online
courses, educational websites, maker spaces, and competitions. By leveraging
these resources, educators can create engaging learning environments that inspire
students to explore and pursue careers in emerging fields. The article emphasizes
the benefits of incorporating “Smart-systems” in STEM education, including the
development of technological literacy, interdisciplinary learning, and the cultiva-
tion of skills necessary for the digital age. Ultimately, embracing “Smart-systems”
in STEM education empowers students to become the next generation of innova-
tors and problem solvers who can contribute to a rapidly evolving technological
landscape.

Keywords: STEM · Smart-Systems ·Models · Technologies · Resources

1 Introduction

Smart systems refer to intelligent and interconnected technologies that leverage advanced
computing, data analytics, and connectivity to enhance efficiency, convenience, and
automation in various aspects of modern society. These systems incorporate a combi-
nation of sensors, actuators, algorithms, and communication networks to gather, ana-
lyze, and act upon data, enabling them to make informed decisions and perform tasks
autonomously or with minimal human intervention. They play a significant role in trans-
forming industries, improving quality of life, and addressing complex challenges in
numerous domains. The important role they play in our life can be seen in the following
cases:

– Efficiency and Automation: Smart systems enable automation and optimization of
processes, leading to increased efficiency and productivity. They can streamline
operations in manufacturing, transportation, energy management, and various other
sectors, reducing costs, minimizing errors, and saving time.
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– Sustainable Resource Management: Smart systems facilitate intelligent monitoring
and control of resources such as energy, water, and waste. They help identify pat-
terns, predict demand, and optimize consumption, leading to improved sustainability,
reduced environmental impact, and cost savings.

– Urban Development and Infrastructure: Smart systems contribute to the development
of intelligent cities, often referred to as smart cities. These systems integrate technolo-
gies to manage transportation, energy grids, waste management, and public services
efficiently. They enhance urban planning, optimize resource allocation, and improve
the overall quality of life for residents.

– Connectivity and IoT: Smart systems heavily rely on IoT, which enables devices to
connect and communicate with each other through the internet. IoT enables seamless
data exchange and automation, allowing devices and applications to work in harmony
and make informed decisions.

However, it’s important to address potential challenges and concerns associated with
smart systems, such as data privacy, security vulnerabilities, and the potential impact on
employment due to automation. In the context of smart systems, it is STEM learning that
encompasses various models, technologies, and resources that can facilitate hands-on
and interactive education.

It’s worth noting that the selection of models, technologies, and resources for STEM
learning in smart systems should align with the age, grade level, and educational goals of
the students. It’s also important to provide guidance and mentorship to ensure students
understand the underlying concepts and ethical considerations associated with smart
systems.

Therefore, themain point of interest of the present paper is to consider smart-systems
within STEM education. To achieve this purpose, we suggest to consider the following
items:

• define main models of smart-systems
• define key features of STEM education
• various models for STEM education within smart-systems
• technologies for STEM education within smart-systems

2 Smart-Systems for Education in Modern Society

Smart systems in education refer to the integration of advanced technologies, intelligent
tools, and data-driven approaches to enhance the learning process, improve educational
outcomes and optimize administrative tasks. Smart systems, also known as smart tech-
nologies or smart devices, refer to a network of interconnected devices and applications
that leverage advanced technologies such as artificial intelligence (AI), the Internet of
Things (IoT), and data analytics to collect, process, and analyze data, automate tasks, and
improve efficiency. These systems play a crucial role in modern society, revolutionizing
various aspects of our lives. An overview of smart systems used in modern education is
given in Table 1.
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Table 1. Content of Main Smart Systems in Modern Education

Learning Management Systems (LMS) LMS platforms serve as a central hub for organizing and delivering
educational content. They enable educators to create, manage, and
distribute course materials, assignments, assessments, and grades.
LMS platforms also facilitate communication and collaboration
between students and teachers

Adaptive Learning Platforms Adaptive learning systems use algorithms and data analysis to
customize the learning experience for individual students. These
platforms assess each student’s strengths, weaknesses, and learning
styles, and then provide personalized content and recommendations
to address their specific needs. Adaptive learning platforms can
adjust the pace, difficulty level, and content of the curriculum to
optimize learning outcomes

Virtual Reality (VR) and Augmented Reality (AR) VR and AR technologies create immersive learning experiences that
go beyond traditional classroom settings. Students can explore
virtual environments, interact with digital objects, and simulate
real-world scenarios, enhancing their understanding and
engagement. VR and AR can be used in subjects like science,
history, geography, and art to bring concepts to life

Artificial Intelligence (AI) Tutoring Systems AI tutoring systems provide personalized guidance and support to
students. These systems use machine learning algorithms to analyze
student performance, identify areas of improvement, and offer
targeted feedback. AI tutors can adapt their teaching strategies,
provide additional resources, and track progress over time, assisting
students in achieving their learning goals

Gamification Gamification involves incorporating game elements, such as
rewards, challenges, and leaderboards, into the learning process. It
motivates students, enhances their engagement, and makes learning
more enjoyable. Gamification can be applied in various educational
contexts, from language learning apps to math puzzles and quizzes

Data Analytics and Learning Analytics Data analytics tools enable educators to gather and analyze large
amounts of data generated by students’ interactions with digital
platforms. Learning analytics provides insights into student
performance, preferences, and behaviors. This information helps
educators make data-driven decisions, identify areas of
improvement, and personalize instruction

Mobile Learning With the widespread use of smartphones and tablets, mobile learning
has gained popularity. Mobile learning apps and platforms allow
students to access educational content anytime, anywhere. These
systems often offer bite-sized lessons, interactive exercises, and
collaborative features, making learning more flexible and convenient

Cloud Computing Cloud-based systems facilitate storage, sharing, and access to
educational resources. Teachers and students can collaborate on
projects, access materials from multiple devices, and seamlessly
integrate various applications. Cloud computing ensures easy data
backup, scalability, and centralized management of educational
content

However, smart systems also come with challenges such as privacy and security
concerns, data governance, and interoperability issues. Ensuring data privacy, security,
and standardization are critical for thewidespread adoption and success of smart systems.
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3 STEM Application in Modern Education

The US National Science Foundation (an independent agency under the US government
that provides basic research and an approach to education in all areas of science) intro-
duced STEM as an acronym for Science, Technology, Engineering and Mathematics.
This approach involves the integration of the mentioned areas into one educational pro-
cess. Immersion of students in science and technology in their school years motivates
students to choose professions related to them. [1].

Originating in the United States, STEM education has gradually spread through-
out the country, finding roots in numerous public schools and universities that have
established science and engineering programs. [2].

Over time, the scope of STEM has expanded to include new disciplines and letters
added to its nomenclature. As a result, STEM transformed into STEAM, and then into
STREAM. The inclusion of the “A” in STEAM and the “R” in STREAM recognizes that
incorporating the arts and robotics into STEMeducation can enrich students’ educational
journeys, making them more capable of solving the challenges of tomorrow.

There is currently significant debate surrounding STEAMeducation. Sandy Buczyn-
ski underscores the interconnectedness of art and science in her article titled “Commu-
nicating Scientific Concepts Through Art: 21st Century Skills in Practice.” She argues
that incorporating the arts into STEAM education creates a tandem in which students are
taught to think outside the box, as creativity and design thinking are equally important
for innovation and solving technical problems. [3].

An attempt to intensify education only in the direction of science, engineering and
mathematics without the parallel development of arts disciplines can lead to the fact that
young Americans are deprived of creativity skills. [4].

Fundamentally, the introduction of these fresh acronyms represents a more inclusive
strategy for STEM education. It seeks to amalgamate various fields of study and empha-
size the importance of creativity, design-oriented thinking, and technical expertise in
equipping students for the future’s demands.

The acquired skills will allow the students in the future to effectively solve the most
pressing global problems that they may encounter [5]. However, it is important to note
that STEM should not be seen as a replacement for other academic disciplines. Rather, it
complements them by instilling the ability to solve problems through engineering design
while retaining the core teachings of science and mathematics.

4 Models for STEM Learning in the Context of “Smart-Systems”

When it comes toSTEMlearning in the context of smart systems, there are severalmodels
and approaches that can be employed to engage students and foster their understanding
of these complex systems. Here are a few models commonly used in STEM education:

4.1 Project-Based Learning (PBL)

PBL involves students working on an extended project that requires them to apply their
knowledge and skills to real-world problems and is an effective approach to engage
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students in STEM education. Project-based learning (PBL) emphasizes hands-on learn-
ing and real-world problem-solving. In this model, students work on projects that are
designed to address complex problems or challenges, often with a focus on interdis-
ciplinary and cross-curricular learning [6]. When it comes to the context of “smart-
systems,” PBL can be an excellent method to develop students’ skills and knowledge in
this field. Smart-systems refer to intelligent systems that utilize advanced technologies
such as artificial intelligence, Internet of Things (IoT), robotics, and data analytics to
enhance efficiency, connectivity, and automation in various domains.

Here’s an outline of how you can design a project-based learning experience for
STEM in the context of smart-systems:

– Select a relevant project topic: Choose a project topic that aligns with smart-systems,
such as designing a smart home, developing an automated greenhouse, or creating
a smart city infrastructure. Ensure the project integrates multiple STEM disciplines,
allowing students to explore various aspects.

– Define project goals and objectives: Clearly define the goals and objectives of the
project. These could include designing and prototyping a smart system, understand-
ing the underlying technologies, exploring real-world applications, or addressing a
specific problem using smart-system solutions.

– Form project teams: Divide students into teams to encourage collaboration and team-
work.Assign roleswithin the teams, such as projectmanager, researcher, programmer,
engineer, and designer, to provide diverse opportunities for students to contribute their
skills.

– Conduct background research: Encourage students to conduct research on smart-
systems, including the technologies involved, existing applications, and potential
challenges. They should gain a solid understanding of the concepts and principles
before diving into the project.

– Develop project plans: Guide students in creating project plans, including timelines,
milestones, and tasks. Help thembreak down the project intomanageable components
and establish a roadmap for the project’s execution.

– Design and prototype: Based on their research and project plans, students can start
designing and prototyping their smart-system solution. This might involve program-
ming microcontrollers, utilizing sensors and actuators, integrating IoT devices, or
developing algorithms for data analysis.

PBL typically involves several stages, including project planning, research, design,
implementation, and evaluation. Teachers serve as facilitators, providing guidance and
support as students work through each stage of the project.

Advocates of PBL argue that it can help students develop a range of skills and compe-
tencies, including critical thinking, problem-solving, collaboration, communication, and
creativity. However, critics of PBL caution that it can be challenging to implement effec-
tively, and that it may require significant time and resources to develop and implement
high-quality projects.
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4.2 Design Thinking

Design thinking is a problem-solving approach that focuses on empathy, creativity, and
iteration. It is a valuable framework to incorporate into STEM education, particularly in
the context of “smart-systems.“ Design thinking allows students to tackle complex prob-
lems related to smart-systems by considering user needs, exploring innovative solutions,
and iteratively refining their designs. Here’s how you can integrate design thinking into
STEM education with a focus on smart-systems:

– Empathize with users: Start by fostering empathy among students by encouraging
them to understand the needs and challenges of potential users of smart-systems. This
could involve conducting interviews, observations, or surveys to gain insights into
user preferences, behaviors, and pain points.

– Define the problem: Based on their empathetic understanding, guide students in defin-
ing a specific problem or challenge related to smart-systems. For example, it could
be improving energy efficiency in buildings, enhancing transportation systems, or
optimizing waste management.

– Ideate and brainstorm: Encourage students to generate a wide range of ideas and
potential solutions to address the defined problem. Use brainstorming sessions, mind
mapping, or other ideation techniques to stimulate creativity and innovative thinking.
Emphasize the importance of quantity over quality during this stage.

– Prototype and experiment: Students should select the most promising ideas from the
ideation phase and develop low-fidelity prototypes or mock-ups of their smart-system
solutions. These prototypes can be physical or digital representations that allow for
testing and gathering feedback.

– Test and gather feedback: Help students design experiments or simulations to test
their prototypes and gather feedback from potential users or stakeholders. This feed-
back will provide valuable insights into the effectiveness of their solutions, usability
concerns, and areas for improvement.

Design Thinking has several pros and cons when applied to STEM education. Advo-
cates of Design thinking learning argue that it encourages students to think creatively and
explore innovative solutions to real-world problems, cultivates critical thinking skills by
challenging students to consider multiple perspectives and find solutions that are feasi-
ble, viable, and desirable, promotes communication, cooperation, and the exchange of
ideas among students, etc.

As for Cons, Design Thinking in STEM can be time-consuming, requiring students
to go through multiple iterations and stages. It involves dealing with ambiguous and
ill-defined problems and focuses on the creative problem-solving process and user-
centricity, which may not fully develop specialized technical skills in specific STEM
domains. Assessing design thinking outcomes can be challenging since the traditional
assessment methods may not capture the full range of skills and competencies developed
through design thinking.

Despite these challenges, the benefits of incorporating design thinking in STEM
education, including increased engagement, creativity, critical thinking, and collabora-
tion, make it a valuable approach. Educators can address the cons by careful planning,
providing guidance, and integrating design thinking with other instructional methods to
ensure a well-rounded STEM learning experience.
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4.3 Inquiry-Based Learning

Inquiry-based learning is a student-centered approach that fosters active exploration,
questioning, and investigation. They can investigate how smart systems work, explore
the impacts of different variables on system performance, and propose improvements or
optimizations [7]. When incorporating “smart-systems” into inquiry-based learning for
STEM education, students can explore and investigate the technologies, applications,
and implications of intelligent systems. They can:

– Generate inquiry questions:Begin byprompting students to generate their own inquiry
questions related to smart-systems. These questions should encourage investigation
and exploration, such as “Howdo smart home systems improve energy efficiency?” or
“What are the benefits and challenges of implementing smart transportation systems?”

– Design experiments or investigations: Encourage students to design experiments or
investigations that allow them to explore specific aspects of smart-systems. For exam-
ple, they might design experiments to measure the impact of different sensors on
energy efficiency or investigate the data collection and analysis process in a smart
city project.

– Collect and analyze data: Students should collect relevant data during their experi-
ments or investigations. They can use sensors, data logging tools, or surveys to gather
data and analyze it using appropriate quantitative or qualitative methods. This data
analysis will help them draw meaningful conclusions and make connections to the
concepts they are exploring.

– Make connections to real-world applications: Guide students in making connections
between their findings and real-world applications of smart-systems. They should
explore how their inquiry findings align with or inform existing smart-system solu-
tions in various domains, such as healthcare, energy management, transportation, or
agriculture, etc.

Incorporating “smart-systems” into inquiry-based learning for STEM education
empowers students to explore the possibilities and challenges of intelligent systems
and fosters a deep understanding of the applications and implications of technology in
real-world contexts.

However, critics of Inquiry-based learning note that the open-ended nature of inquiry
means that students may require more time to explore topics, conduct research, and
reach conclusions. It relies on teachers to facilitate the process and provide guidance.
Inadequate guidance can lead to confusion or incomplete understanding. Moreover, in
collaborative inquiry projects, some students may dominate the group, while others may
contribute less or disengage.

It’s important to note that the cons of inquiry-based learning can bemitigated through
effective instructional design, teacher support, and ongoing professional development.
The benefits of active engagement, critical thinking, authentic learning experiences,
and collaboration make inquiry-based learning a powerful approach for fostering deep
understanding and preparing students for real-world challenges.
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4.4 Gamification

Simply put, the definition of gamification is the use of game-design elements and game
principals in non-game contexts. Gamification involves incorporating game elements
and mechanics into the learning process. It can be used to make STEM learning in
the context of smart systems more engaging and interactive. For example, students can
participate in gamified simulations or virtual environments where they can design and
manage smart systems, solve challenges, and compete with their peers [8]. Here’s how
smart systems can be incorporated into gamification:

– Smart systems play a crucial role in gamification. Especially in the context of STEM
education. In STEM education, smart systems can be used to create immersive and
interactive experiences that make learning more enjoyable and effective.

– Virtual Reality (VR): VR technology provides a fully immersive experience by sim-
ulating real or fictional environments. In STEM education, VR can be used to create
virtual laboratories, engineering simulations, or scientific explorations. Students can
interact with virtual objects, perform experiments, and visualize complex concepts,
making learning more interactive and engaging.

– Augmented Reality (AR): AR overlays digital content onto the real-world environ-
ment, enhancing it with additional information or interactive elements. In STEM
gamification AR can be used to provide real-time data overlays during field trips or
science experiments, making the learning process more dynamic.

– Robotics and Programming Kits: Smart systems in the form of robotics and program-
ming kits allow students to engage in hands-on learning experiences. These kits often
include programmable robots or microcontrollers that students can assemble, code,
and control.

Gamification in the context of STEM education has both pros and cons.
Supporters of Gamification claim that Gamification makes learning more enjoyable

and engaging for students. Opponents insist that there is a risk of students focusing more
on the game mechanics rather than the underlying educational content.

Overall, by combining game mechanics, immersive technologies, and data-driven
approaches, educators can create engaging learning experiences that promote curiosity,
critical thinking, and a deeper understanding of STEM subjects.

4.5 Collaborative Learning

Collaborative learning involves students working together in groups to solve problems,
discuss ideas, and share knowledge. In the context of smart systems, students can collab-
orate on projects or challenges that require them to analyze, design, and implement solu-
tions. This model encourages communication, teamwork, and the exchange of diverse
perspectives.

Here are some examples of smart systems in collaborative learning for STEM:

– Online Collaboration Platforms: Smart systems provide online collaboration plat-
forms that allow students to work together on STEM projects, regardless of their
physical location. These platforms offer features such as real-time document editing,
video conferencing, chat, and file sharing.
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– Cloud-based Storage and Sharing: Smart systems enable cloud-based storage and
sharing solutions, allowing students to access and collaborate on STEM-related doc-
uments, code, datasets, and other resources. This ensures that all team members have
equal access to relevant materials and can contribute to the project, even outside of
physical classrooms or lab environments.

– Virtual Lab Environments: Smart systems can create virtual lab environments that
simulate real-world laboratory settings. These environments allow students to conduct
experiments, manipulate variables, work together on experiments, share data and
observations, and collectively analyze and interpret results.

– Remote Sensing and Robotics: Smart systems can integrate remote sensing technolo-
gies and robotics into collaborative STEM learning. Students can control remote
sensors or robots from different locations and collectively collect data, perform
experiments, and explore environments. This promotes teamwork,

Collaborative learning in the context of STEM education has both advantages and
challenges. On the hand, collaborative learning promotes active engagement and par-
ticipation, leading to improved learning outcomes and cultivates important social skills,
such as communication, teamwork, and leadership. Students can rely on their peers for
clarification, guidance, and feedback.

On the other hand, in collaborative learning, there is a risk of some students con-
tributing more than others. Unequal participation can lead to one or a few individuals
dominating the group, while others may become passive or disengaged. Differing opin-
ions, communication issues, or conflicting work styles can hinder progress and create
tension within groups. Assessing individual contributions in collaborative learning can
be challenging.

Overall, collaborative learning in STEM education offers numerous benefits, includ-
ing improved learning outcomes, social skill development, and exposure to diverse per-
spectives. However, challenges such as unequal contribution, conflicts, and individual
learning needs need to be addressed tomaximize the effectiveness of collaborative learn-
ing experiences.With careful planning, guidance, and support, collaborative learning can
be a powerful approach to enhance STEM education.

5 Technologies for Teaching STEM in the Context
of “Smart-Systems”

“Smart-systems” technologies play a crucial role in STEM education. Introducing these
technologies in STEM education helps students understand their practical applications,
preparing them for future careers in fields such as robotics, AI, IoT, and data science [9].
Besides, in an increasingly digitalworld, it is crucial for students to develop technological
literacy. This familiarity with technology equips them with the necessary skills to adapt
and thrive in a technology-driven society.

Here are some specific “Smart-systems” technologies suitable for STEM education:

– Internet of Things (IoT): IoT technologies enable the connection of physical objects
and devices to the internet, allowing data collection, analysis, and control. Students
can learn about sensors, communication protocols, and cloud-based platforms to
create IoT projects that demonstrate the integration of hardware, software, and data.
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– Robotics: Robotics combines hardware, software, and control systems to create intel-
ligent machines that interact with the physical world. STEM education can involve
building and programming robots, understanding kinematics and dynamics, and
exploring areas like computer vision and autonomous navigation.

– Artificial Intelligence (AI): AI technologies, such asmachine learning and deep learn-
ing, are at the core of many “Smart-systems.“ Students can learn about AI algorithms,
training models, and data analysis techniques to develop intelligent systems.

– Sensor Technologies: Understanding various sensors and their applications is essen-
tial for “Smart-systems.“ Students can learn about different types of sensors, such as
temperature sensors, accelerometers, or proximity sensors, and explore their use in
environmental monitoring, robotics, or home automation projects.

– Virtual and Augmented Reality: Virtual reality (VR) and augmented reality (AR)
technologies provide immersive and interactive experiences. Students can explore
these technologies to simulate and visualize “Smart-systems” in virtual environ-
ments, enhancing their understanding and enabling experimentation without physical
constraints.

Here are some examples of how technologies based on “Smart-systems” can be
applied in STEM education:

Robotics Workshops: Organizing robotics workshops where students learn to build
and program robots using kits like LEGO Mindstorms or Arduino. They can explore
concepts of kinematics, sensors, and programming while working on challenges and
competitions.

IoT Data Analysis: Students can collect data from various IoT sensors, such as tem-
perature, humidity, or light sensors, and analyze the data using programming languages
like Python or data analytics tools like Jupyter Notebook. They can gain insights from
the data and understand the impact of environmental factors on “Smart-systems.“

Environmental Monitoring Systems: Students can design and develop “Smart-
systems” for monitoring environmental parameters like air quality, water quality, or
noise levels. They can utilize IoT sensors, data analysis techniques, and visualization
tools to create interactive dashboards or reports to study and understand environmental
changes [10].

These examples demonstrate how technologies based on “Smart-systems” can be
effectively applied in STEM education to provide hands-on experiences, foster inter-
disciplinary learning, and cultivate essential skills needed for future careers in science,
technology, engineering, and mathematics.

6 Conclusion

In conclusion, integrating “Smart-systems” technologies into STEM education opens up
a world of possibilities for students. By incorporating robotics, IoT, AI, data analytics,
and other related technologies, students can engage in hands-on, experiential learning
that bridges the gap between theory and real-world applications.

Through “Smart-systems,” students gain practical skills, develop critical thinking
and problem-solving abilities, and cultivate a deep understanding of STEM concepts.



Smart-Systems in STEM Education 335

They learn to work collaboratively, leveraging interdisciplinary knowledge and applying
it to design and implement innovative solutions.

By embracing “Smart-systems” in STEM education, students are prepared for the
evolving demands of the digital era. They become technologically literate, ready to tackle
the challenges and opportunities presented by automation, intelligent systems, and the
Internet of Things.

In this ever-changing technological landscape, “Smart-systems” in STEM education
paves the way for a future where innovation, collaboration, and transformative thinking
drive progress and shape a better world.
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Abstract. The article updates the problem of the application of digital technolo-
gies in various professional methods and their integration in the educational pro-
cess of institutions of higher pedagogical education. According to the authors,
the formation of subject-methodical competence of future primary school teach-
ers is not possible without the formation of abilities: navigate in the information
space, use existing and, if necessary, create new electronic resources; use modern
digital technologies in the educational process. For the formation of professional
skills and abilities in students of pedagogical specialties, the quality of educational
content of a methodological nature, created by means of digital technologies, is
essential.

In accordance with the purpose of digital technologies and their application
in professional teaching methods, the most effective sets of programs and applica-
tions were determined for students to create educational and methodological sup-
port for the educational process in primary school. Such as: mind maps (summary
diagram of interactive lessons), presentations (demonstration of educational mate-
rials), comics (visualization of educational information in frames-pictures), word
clouds (visualization of educational content in keywords), infographics (visualiza-
tion and structuring of a large amount of educational information), virtual boards
(coordination of work in groups in class, during the web quests, organization of
student communication), interactive tasks and online tests (creation of exercises
to acquire skills, development of tasks and tests to reveal knowledge and skills).
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Information-Digital Competence · Professional Training · Future Primary
School Teachers

1 Introduction

At the current stage of development, humanity is experiencing complex processes of
globalization and integration, which lead to radical changes in all spheres of life. The
methods of distribution and the volume of information have changed, the virtual E-
environment is rapidly modernizing, which affects the reformatting of the educational
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space. The introduction of innovative technologies in education, the development of
students’ critical thinking and emotional intelligence and at the same time avoiding their
overload, orientation towards a happy child who actively learns about the world and
prepares for successful socialization - conceptualize both the education of the Euro-
pean standard and the new Ukrainian school. The recommendations of the European
Parliament and the European Council on competences for lifelong learning identify a
number of important aspects within the Reference Framework, such as: critical think-
ing, creativity, initiative, problem solving, risk assessment, decisiveness and constructive
management of feelings [1].

Teacher training of the New Ukrainian School must meet the requirements of
the times and be based on the principles of the competency approach emphasized in
the paradigm of modern education [2]. The professional standard for the professions
«Teacher of primary classes of a general secondary education institution», «Teacher of
a general secondary education institution», «Primary school teacher (with a diploma
of a junior specialist)» embodies a modern approach to the definition and description
of professional competencies of a teacher, in the list of which one subject-methodical
competence is among the most important. Subject-methodical competence involves:
«The ability to model the content of learning in accordance with the mandatory learn-
ing outcomes of students, in particular, to apply modern methods and technologies for
modeling the content of learning students’ subjects (integrated courses)». Also, «The
ability to form and develop in students key competencies and skills common to all com-
petencies; the ability to select and use modern and effective methods and technologies
of teaching, education and development of students, in particular, to apply innovative
learning technologies; the ability to develop students’ critical thinking; the ability to
evaluate and monitor the results of student learning based on the competence approach»
[3].

The formation of subject-methodical competence in future primary school teachers
is not possible without the formation of the ability to navigate in the information space,
use existing and, if necessary, create new electronic resources; use modern digital tech-
nologies in the educational process. Modern youth prefer using of electronic textbooks,
and interactive information technologies that combine text, sound, images, video, graph-
ics, and augmented reality. The harmonious combination of traditional teaching tools
with the use of digital technologies in the form of presentations, videos, mind maps,
interactive exercises, etc. significantly increases the effectiveness of forming students’
readiness for future pedagogical activities in new life conditions.

Therefore, the problem of activation of digital technologies in industry methods
and their integration in the educational process of institutions of higher pedagogical
education is relevant in modern pedagogical science.

2 Literature Review

Research by R. Gurevich, L. Konoshevskyi, and N. Opushko [4] is devoted to the prob-
lemsof digitalization ofmodern education and its impact on the educational environment,
which contributes to the improvement of the quality of training of future teachers and
the convergence of education with science. The study of T. Vasilieva, Yu. Petrushenko,
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O. Kryklii [5] is devoted to theoretical, methodological and applied approaches to the
organization of distance learning in higher educational institutions. The authors in the
collective monograph also present the developed practices of using digital technologies
and the results of innovative educational activities.

Also, the work of Yu. Zhuk, O. Sokolyuk, N. Dementievska, O. Pinchuk [6] is
dedicated to the organization of educational activities in a computer-oriented educational
environment. In the research of L. Sushchenko, O. Andryushchenko, P. Sushchenko [7],
the theoretical foundations of the process of digital transformation of higher education
institutions in the conditions of digitalization of societywere revealed, the organizational
and pedagogical conditions for the formation of digital competence of future teachers
were defined and scientifically substantiated.

The study is about the reorientation of the modern teacher to his deep awareness
of competitively oriented requirements for his professional activity: readiness for the
maximum use of digital tools that increase the efficiency of the educational process;
introduction of distance educational innovations based on new possibilities of digital
technologies; learning new teaching methods; creation of digital space – an environment
with a powerful potential for ensuring the educational activity of an individual. The
authors claim that information technologies are aimed at developing the competencies
of future teachers, giving them competitive advantages: dynamism of cognitive activity;
motivation (encouragement of students of higher pedagogical education to independently
learn new things); the availability of information that simplifies the learning process;
interdisciplinary content.

Of particular interest in our research are studies related to ways of introducing effec-
tive visualization in the creation and use of immersive storytelling [8–10]. A number
of works are devoted to the analysis of gamification of artificial intelligence activities
to improve cognitive skills among primary school students [11]. Separate studios [12,
13] consider the use of Pixton Bitstrips, Graphix Comic Builder, Comic Life, Cartoon
Maker software for creating thematic electronic comics and consider tools for analyzing
their use in the educational process.

The problems of using web technologies in the process of psychological and ped-
agogical training of future primary school teachers were considered by Yu. Kulimova
[14], L. Nezhyva [15], Ogier, K.Ghosh [16], J.Catalá, J. Scorer [17], the peculiarities of
using comics in the pedagogical practice of the New Ukrainian School were determined
by N. Rudenko [18]. The ideas of the analyzed studies indicate that digital technologies
influence the improvement of teaching and assessment methods, and their use positively
changes the process of acquiring knowledge, skills, and abilities, and contributes to the
development of the competencies of education seekers. According to scientists, digital
transformations are based on such trends as efficiency, competitiveness, and the creation
of new values.

3 The Aim of the Research

The development of digital technologies affects the reformatting of all areas of the
educational system. In the process of reforming Ukrainian education, digital trends are
gaining credibility. The latest information technologies are being actively implemented
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in educational institutions, in particular, in the educational process of training future pri-
mary school teachers. At the Faculty of Pedagogical Education at the Borys Grinchenko
Kyiv University, the educational process is carried out taking into account modern digi-
tal trends. The content of the Educational and Professional Program 013.00.01 Primary
Education at the first (bachelor) level of higher education, work programs of educational
disciplines in the specialty 013 Primary Education, and the development of educational
and methodological support provide for the active use of modern digital technologies.
The information technology content of the disciplines is constantly being improved.

For example, in the content of the educational discipline «Native language educa-
tion», which consists of two blocks «Ukrainian language with teaching methods» and
«Children’s literature with teaching methods», the use of the following digital tools are
provided: a virtual online boardPadlet, onwhichmethodological problems are discussed;
mind maps Bubbl.us for creating interactive lesson plans; various infographic platforms
for making didactic material; LearningApps for developing interactive exercises and
Kahoot! For the development of online tests, etc.

The purpose of this article is to substantiate the prospects of using digital tech-
nologies in the process of forming the subject-methodical competence of future primary
school teachers.

4 Research Methodology

To implement the study, the following methods were used: theoretical (analysis and
synthesis of pedagogical and methodological sources, handbooks, programs, system-
atization and generalization of theoretical material; study of the experience with the
research problems; clarification of the basic knowledge of the studied problem), empir-
ical (pedagogical observation, interviews with students and questionnaires, formulating
conclusions).

The study was conducted based on Borys Grinchenko Kyiv University, during Octo-
ber – to December 2022. The study was attended by 64 students of the specialty «Pri-
mary Education» of 2–3 years of study. The research was performed within the frame-
work of a complex scientific topic of the Faculty of Pedagogical Education of Borys
Grinchenko Kyiv University «System of training of primary school teachers for profes-
sional activity in the context of the reform «New Ukrainian School»» state registration
No. 0121U113726 and the framework of a complex scientific topic the Department of
Mathematics and Physics of Borys Grinchenko Kyiv University “Mathematical methods
and digital technologies in education, science, technology”, DR No 0121U111924.

5 Discussion and Results

Subject-methodical competence is mostly formed in classes on multi-disciplinary pro-
fessional methods, which provide for the formation of special (professional) competence
(SK-2 under the Educational and Professional Program 013.00.01 Primary Education at
the first (bachelor) level of higher education). The ability of the future teacher to model
the content of learning in accordance with the mandatory learning outcomes of students,
to apply modern methods and technologies for modeling the content of learning students
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of subjects (integrated courses) requires integration with another important professional
competence, namely: information and digital. This competence, according to the Pro-
fessional Standard, involves the formation of «the ability to navigate in the information
space, to search and critically evaluate information, to operate with it in professional
activities; the ability to effectively use existing and create (as needed) new electronic
(digital) educational resources; to use digital technologies in the educational process»
[3].

A modern graduate who graduated from an institution of higher pedagogical edu-
cation becomes competitive in the labor market only under the condition of educa-
tion, mobility, mastery of new information tools, and readiness to act in a programmed
environment. Undoubtedly, it is necessary to provide methodological tools and at the
same time computer literacy, media literacy, and media culture of future primary school
teachers.

Undoubtedly, it is necessary to provide methodological tools and at the same time
computer literacy, media literacy, and media culture of future primary school teachers.
Under this condition, the digital component of subject-methodical competence con-
tributes to the formation and development of future teachers’ knowledge about the pos-
sibilities and advantages of digital technologies in primary education. The ability towork
with digital devices and educational resources, the skills of digital communication and
interaction, the ability to present educational material in an interesting way, to create
educational and didactic tools in a digital educational environment, to use innovative
technologies to evaluate the results of student learning. Thanks to this knowledge, skills
and abilities, future primary school teachers have the opportunity to organize the educa-
tional activities of primary school children with the greatest efficiency. The skillful use
of digital technologies diversifies the possibilities of modeling lessons and conducting
them, creating digital content, educational and methodological support, and developing
formative assessments.

For the formation of subject-methodical competence, the quality of educational con-
tent of a methodological nature, created using digital technologies, is essential. This is
reproduced in Table 1.

On the basis of the Faculty of Pedagogical Education of Borys Grinchenko Kyiv
University, we conducted a study of the content of regulatory documents (professional
standard; work programs of educational disciplines integrated with professional meth-
ods; programs of pedagogical practices) on the subject of digital literacy development
and the impoving of skills in the use of e-resources during the practice. We also con-
ducted a survey of intern students regarding the frequency and ease of using digital
platforms for solving educational tasks at the New Ukrainian School. Investigating the
possibilities of using the digital resources described above by future primary school
teachers, a questionnaire was conducted among students of the specialty 013 Primary
education of the first (bachelor) educational level of the Faculty of Pedagogical Educa-
tion of Borys Grinchenko Kyiv University. The survey was conducted in order to find
out the priority of using digital technologies during the performance of practical tasks
on professional methods for the preparation and use of educational and methodological
support in the educational process in the New Ukrainian School (primary). 64 2nd and
3rd year students participated in the survey (see Fig. 1).
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Table 1. Digital educational technologies and their application in professional teaching methods
in primary school

The purpose of digital technology E-resources Application in professional
methods

Mind maps (Mind Map, Mind
Mapping)

MindMeister
FreeMind
Bubbl.us

Structuring of interactive lessons;
creation of educational schemes
to activate the creative thinking of
primary school children

Presentations PowerPoint
Google ppezentaci|
Prezi

Demonstration of educational
materials

Comics Comic Master
Pixton
Storyboardthat
MakeBeliefsComix
Write Comics
Witty Comics

Visualization of educational
topics, concepts, rules,
experiments, plots of works,
actions of heroes, communication
situations, etc. in frames-pictures

Word clouds (visualization of
thematic content in keywords)

WordArt Word clouds: according to the
topic of the lesson;
on the basis of the artistic work;
according to the characteristics of
the image; according to the topic
of written student work; to the
concept and so on

Infographics (visual elements
and minimal text, providing an
easy understanding overview of
the topic; structuring complex,
large-scale information)

Canva
Piktochart
ThingLink

Didactic media products for
primary school in the form of
schemes

Virtual boards (coordination of
work in groups during the lesson;
organization of students’
communication)

Padlet
Trello
Whiteboard

Interactive lesson plan; the plan
of the web quest; discussing the
school project

Interactive tasks and online
tests (creation of interactive tasks,
exercises, online tests)

LearningApps
Kahoot!

Interactive training exercises;
online tests;
crossword puzzles, quizzes

In the process of carrying out practical tasks on professional methods, students learn
to select digital resources: for presentation and visualization of educational material;
for the organization of students’ performance of various exercises and game activities
during the lessons; to provide formative and summative assessment. Also, students of
higher pedagogical education learn to evaluate the functionality and effectiveness of
digital resources for the implementation tasks of practical teaching methods in primary
school. In accordance with the purpose of digital technologies and their application
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in professional teaching methods, the most effective sets of programs and applications
were determined for students to create educational and methodological support for the
educational process in primary school. Mind maps (creation of mind maps of interactive
lessons), presentations (demonstration of educational materials), and comics (visualiza-
tion of educational information in frames-pictures). We also used word clouds (visual-
ization of educational content in keywords), infographics (visualization and structuring
of information), virtual boards (coordination of work in groups in class, on web quests,
organization students communication), interactive tasks and online tests (creation of
exercises for acquiring skills, tasks and tests development to identify knowledge and
skills).

Fig. 1. Results of the survey of students regarding the use of digital resources in the professional
methods classes.

Judging by the analysis of students’ answers, students of higher pedagogical edu-
cation are aware that using of mental maps of interactive lessons in primary school
improves the perception of educational material. The most popular platforms for creat-
ing mental maps among surveyed students are MindMeister (72%), FreeMind (53%),
Bubbl.us. (59%). Among the advantages of MindMeister for the organization of educa-
tional activities of junior high school students, the respondents mentioned: the ability
to organize teamwork, organize online brainstorming, plan projects, create strategies,
as well as presentations. With the help of a mental map, it is convenient for the teacher
to reproduce the content of the lesson, display it graphically and present it in a clearly
structured form. Intelligencemaps of interactive lessons contain the subject of the lesson,
from which the stages of the lesson are displayed by triggers. At each stage, textbook
pages with the necessary material, tasks, exercises, calls to audio fragments, videos from
various information resources can be placed. Mind maps of interactive lessons during
distance learning has gained particular popularity, as their use facilitates the perception
of information thanks to visualization, allows you to quickly process a large amount
of material, improves the understanding of concepts, processes thanks to the activation
of associative thinking, etc. Also, in the survey, students noted that during pedagogical
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practice, mind maps were used as a way of organizing the creative thinking of primary
school children with the help of schemes. In particular, the mental map of a simple plot
problem contributes learning the structure of the problem (condition, question), facili-
tates students’ understanding of numerical data, the strategy of solving and finding the
answer. The mind map of the story helps to remember the plot; it can display the plan
of the work, main events, characteristics of the characters, etc. According to this map,
primary school children successfully retell the work, analyze the images, determine the
main idea of the work, etc.

To create presentations, students use traditional methods Power Point from
Microsoft. However, it should be noted that Google Presentations (81%) and partially
Prezi (28%) are gaining more and more popularity among the respondents. In the stu-
dent practice of preparing future primary school teachers for professional activities,
comics are gaining relevance. Students use e-resources to create comics (Comic Master
(32%), Pixton (42%), Storyboardthat (46%)). During the classes on professional meth-
ods, students are offered to create comics in order to present any topic in the form of an
interesting story in pictures. Students learn to use comics in a variety of subjects. Thanks
to them, you can visualize: basic concepts, rules; show the course of experiments and
experiments, depicting their algorithm on several frames; the plot of the work of art.
Moreover, it is possible to create scenes with the participation of the main characters
in order to observe their characters and actions; dialogues between students and out-
standing scientists, writers, travelers, artists; life situations of communication; speech
constructions, etc.

Fig. 2. Infographics created by students in the program Canva.

The WordArt program becomes popular among students (74%). Future primary
school teachers skillfully create and use word clouds in professional techniques as a
visualization of thematic content in key words. A separate study by the authors of the
article [15] is devoted to this problem. According to the results of the survey, it was found
that respondents mainly use the Canva platform (78%) to create infographics addressed
to primary school children. It is a graphic design platform that allows users to create



344 S. Palamar et al.

graphics, presentations, posters and other visual content for social networks. The ser-
vice offers a library of templates, a large bank of images, fonts and illustrations. Among
Canva’s advantages, students noted ease of use; the possibility of saving your works in
jpg and pdf formats; convenient interface, attractive design. Students consider the Canva
platform to be the most relevant for visualizing and structuring complex, extensive edu-
cational information in primary school practice. Respondents name various topics of
creating infographics and their purpose. This is a visualization, a graphic representation
of interesting facts, a comparison (of subjects, objects, facts), an explanation of a con-
cept (of educational material), a scheme of work, a structure of educational material.
Infographics can be designed to help primary school children understand educational
material, remember information, and complete educational tasks. In classes on profes-
sional methods, students check the created infographics in an academic group. During
the presentation, group mates find out whether the presented information is clear, what
questions arise when viewing it, whether additions or explanations of the existing con-
tent are needed. Didactic infographics are being improved according to the comments
of group mates and the lecturer. Examples of student infographics created for primary
school children of the New Ukrainian School are presented (see Fig. 2).

Answering about using platforms to create virtual whiteboards, students preferred
Padlet (48%) due to its wide range of features. Students of higher pedagogical education
are aware that it is appropriate to use a virtual interactive whiteboard during distance
learning. This network resource as a learning tool is used to coordinate group work with
various content with the possibility of joint editing, communication in the lesson in real
time. Thanks to the interactive online board, it is possible to combine text, images, video,
audio in an interactive format. Students noted the advantages of the Padlet interactive
board in the work of a primary school teacher. This is convenient for the location of
educational information, which the teacher can prepare in advance according to the topic
of the lesson. Thanks to this property of the virtual board, future teachers can organize the
educational process using interactive methods. When students solve educational tasks,
it is enough to activate the corresponding block and the algorithm of actions will appear
on the Padlet wall. Also, it is convenient to place completed tasks of students on the
virtual board for joint discussion (see Fig. 3).

The described digital technologies are used less for the organization of quests. Padlet,
ThingLink (25%) are used to develop and conduct web quests. Creating a web quest is
a rather complex and difficult task, as it requires the use of several digital resources at
once: a virtual whiteboard, infographics, programs for creating tasks, etc. But creating
and conducting an educational web quest is an interesting and creative process that
covers all the subjects of the educational process and provides casual anchoring during
gaming activities. Webquest is a powerful educational technology. This is a mental and
dynamic game,which consists in teams of participants going through certain stages of the
«route» (developed with the help of mental maps or virtual boards) with the performance
of special tasks (using QR codes to perform them). The tasks at each stage correspond to
a specific learning goal. Texts, images, photos, video files and calls to e-resources with
tasks are placed on the interactive whiteboard. It is possible to move elements, adjust the
background image and organize joint activities with other users. A ready-to-use board
can be published on social networks, embedded in awebsite, exported in various formats.
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Fig. 3. An example of using a virtual interactive whiteboard in a primary school.

To the question of which of the programs is optimal for creating interactive tasks
and online tests for students, students chose the following applications: LearningApps –
89%. Kahoot! – 71%, Liveworksheets – 43%. Students named the convenient free
LearningApps platform as the undisputed leader in use for creating a database of inter-
active tasks for primary school children. Among the advantages of using this service for
professional activities, students named: a variety of templates for creating tasks, includ-
ing multiple choice, filling in the blanks, assigning a pair, determining the sequence,
filling in the form, quiz, crossword, filling in the table, etc. They also mentioned the
ability to add text, images, sound, and video to the author’s exercises; the ability to
get a web link for placing interactive exercises on an educational platform, website, or
teachers’ blog; availability of ready-made exercises that you can apply in your activity.

6 Conclusions and Prospects for Further Research

In the course of the conducted research, it was found that the work programs of educa-
tional disciplines integrated with the methodology contain tasks and recommendations
for working with digital platforms. However, teachers should pay more attention to
the development of technological skills to use digital resources for the educational and
methodological support of the education of primary school children.

The results of the study confirm students’ understanding according to the impor-
tance of using digital tools for the implementation of practical tasks in professional
methods. Graduates of higher pedagogical education showed readiness to choose and
use convenient free digital resources, taking into account their multi-functionality.

Based on the results of the survey, themost popular digital technologies among future
primary school teachers were determined, which are effective for the implementation
of methodical tasks: creation of intelligence maps of interactive lessons – MindMeister;
presentations of educational material – Google Presentation, Power Point. Visualiza-
tion of the educational topic, concepts, rules, experiments, plots of works, actions of
heroes, communication situations, etc. in frames-pictures of comics – Comic Master,
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Storyboardthat; visualization of thematic content using a word cloud – WordArt. Cre-
ating didactic tools for teaching primary school children using infographics – Canva;
organization of educational activities, communication between students, preparation of
web quests using a virtual board – Padlet, preparation of interactive tasks – Learning
Apps, online tests - Kahoot!.
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Abstract. Modernization of the system of the property registers and
cadastres is an essential component for the development of society,
automation of services providing, optimization of register’s operating
costs, efficient operation of subsidy and tax systems, and reduction of
property fraud. An analysis of the current state of the property public
registers system has been given. It has been established that considering
Ukraine’s historical development, it is expedient to modernize the exist-
ing information systems and ensure information interaction between the
existing registers and cadastres, but not develop the new system (prop-
erty cadastre). The interoperability of the data in property information
systems has been described. The functions of the main stakeholders on
property registration (land surveyors, a state employee of the state archi-
tectural service, local government architects and private engineers, and
state registrars of property rights) have been described in the form of a
case UML diagram.

Keywords: public register · property · interoperability · data
exchange · property cadastre

1 Introduction

Quality data, public register completeness, and data interoperability are vital
for a democratic, citizen-friendly, developed country. Efficient public registers
simplify service provision.

Different countries have varying register conditions due to history and poli-
tics. Ukraine is favorably positioned for register development and public service
simplification. The “Diia” web portal and mobile app utilize public registers,
requiring high-quality data.
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Operating public registers needs funding. Ukraine has 135+ state registers,
each needing 620,000 EUR/year [1], possibly exceeding 350. Thus, total digital
register costs range from 83.7 to 150 million EUR/year.

Property-related government services rely on various state registers and
cadastres. Data quality needs improvement due to duplication or missing data.
Manual data input delays services and introduces errors. Inter-register data
exchange is limited in construction and property domains.

Hence, analyzing Ukraine’s register system development is pertinent. The
article assesses property-related public register status, proposes development
avenues, and estimates potential economic impacts.

2 Methods of the Research

The article examines the current state of the Ukrainian public property system
and explores different development approaches. It also considers global expe-
riences and analyzes the advantages and disadvantages of existing approaches,
taking into account the unique characteristics of Ukrainian registers. Addition-
ally, it discusses the risks and economic and social effects within the framework
of sustainable development.

Entities related to the domain of property are identified and described to
analyze the interaction and assess the feasibility of the localization of entities
in information systems. To substantiate the feasibility of developing a system
of property registers, we analyzed the feasibility of implementing measures from
both economic and organizational legal points of view.

The exchange schemes of entities in the registers and the UML use case
diagram for the primary users of the proposed way of property registers system
development have been developed and shown. The economic effect was evaluated
using data from the government budget of Ukraine [2].

3 Main Definitions and Entities of Property Registers

Entities on Property. The effective functioning of property registers systems
requires the exchange of data on entities such as owners (legal entities and indi-
viduals), property, and property rights between registers or services. These enti-
ties include land plots, buildings, apartments, and various property rights [3,4].

Registers and Cadastres. Registers and cadastres are the main types of infor-
mation and telecommunication systems related to properties. A public digital
register is an information and communication system owned by the state, munic-
ipality, or self-regulatory organization. It is responsible for accumulating, pro-
cessing, protecting, accounting, and registering property-related information. On
the other hand, cadastres are more specific to property systems. The term “cadas-
tre” has evolved over time and does not have a single agreed definition. It can
refer to a register with a cartographic basis or a system for collecting taxes or
integrating property data with the property rights of owners [3,4].
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In Ukraine, there are various cadastres, including cadastres of natural
resources (land, water, forest, plant, animal, etc.), urban planning cadastre, and
environmental cadastres (waste and hazardous waste cadastres, avalanche cadas-
tre, cadastre of anthropogenic emissions, etc.) [3,4].

Data Interoperability in the Public Sector. One of the challenges in the
public sector is the duplication of data in different information systems. Differ-
ent government systems may contain data on the same entities but in different
formats and versions. To address this issue, it is recommended to use a unique
identifier for entities related to property, such as buildings, land plots, and prop-
erty rights. This unique identifier can be used to request data from different
state information systems. For example, the State Register of Real Property
in Ukraine contains master data on property rights, while other registers may
contain data on buildings or owners. The use of a unique identifier and data
exchange through APIs or systems like “Trembita” can facilitate access to data
from different registers [5,6].

Trembita and Data Exchange. “Trembita” is a digital exchange system for
public registers in Ukraine. It is based on the service-oriented architecture of the
X-Road software and hardware solution. X-Road has been successfully imple-
mented in Estonia, Finland, and Azerbaijan and aligns with the conceptual
model of European public services. “Trembita” aims to establish easy access to
information from public registers while ensuring data security and minimal tech-
nical changes to existing systems. It provides a distributed and secure platform
for the exchange of digital data within the information space of public author-
ities. The infrastructure solutions of “Trembita” enable fast and efficient imple-
mentation, scalability, and interoperability through web services with a single
interaction protocol. It also incorporates Ukrainian cybersecurity requirements,
ensuring the protection of data during electronic message exchange through
encryption and TLS tunnels [6–12].

In conclusion, the exchange of data on entities related to property is crucial
for the effective functioning of property registers systems. Registers and cadas-
tres play a vital role in managing property-related information. To ensure data
interoperability in the public sector, the use of unique identifiers and systems like
“Trembita” can facilitate data exchange between different registers and improve
access to information.

4 Primary Information and Telecommunication Systems
in Ukraine

In Ukraine today, there are the following cadastral systems (cartographic): urban
planning cadastre, the single digital public system in the field of construction
(SDPSiFC; as part of the urban planning cadastre), land cadastre, and national
geospatial data infrastructure [4]. Also, there are property registers in Ukraine,
such as the State Register of Real Property Rights and the State Register of Geo-
graphical Names. A list and description of property information and telecom-
munication systems are presented in Table 1.
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Table 1. List and description of property information and telecommunication systems.

National
geospatial
data infras-
tructure

Urban
planning
cadastre

SDPSiFC Land cadastre State Register
of Real
Property
Rights

State Register
of
Geographical
Names

Holder /
administrator

State Geo-
cadastre* /
Institute of
Cartography

Ministry of
Regional
Development

Ministry of
Regional
Development
/ State
Enterprise
“Diia”

State
Geocadastre*
/ State
Enterprise
“Land
cadastre
Center”

Ministry of
Justice /
State
Enterprise
NAIS

State
Geocadastre*

Contains
master data
on an entity

– Vast data
range,
including
environment
and society.

Buildings
(built and
under
construction)

Land plots Property
rights,
building

Names of
geographical
objects,
administrative-
territorial
structure

Receives and
displays data
about

All types of
property and
geodata, etc.

– Land plots
and register
rights

– – –

Cartographic
basis

Various
satellite
images,
including an
open street
map

General plan
and cities
orthophotos

Map of Land
cadastre and
open street
map

Orthophoto
(made in
2009–2012)

Not carto-
graphically
oriented

Contains just
coordinates

Compliance
with
international
geographical
standards

Yes,
including
INSPIRE

Not corre-
sponding to
international
standards

Yes, including
INSPIRE

Not
corresponding
to
international
standards

Not
comparable
with geodata
standards

Not
comparable
with geodata
standards

Analyzing the existing systems (Table 1) for interaction is advisable. The
most focused on data exchange is the National geospatial data infrastructure.
It is supposed that different geodata will be displayed on a single cartographic
basis. To do this, it is necessary to set up an API with various state regis-
ters and cadastres. However, using “Trembita” in this case may not be relevant
because some exchanges contain available information, and providing a highly
secured exchange is unnecessary. However, as of today, such interactions are
mostly absent.

The urban planning cadastre exists only in the legislative field but is still not
implemented. SDPSiFC is one of the newest and most advanced systems, and it
has widely implemented “Trembita” with another public informational system.
State Register of Real Property Rights is also entirely actively implementing
“Trembita” and other types of data exchange. In particular, the State Register
of Real Property Rights and SDPSiFC are exchanging data using API, but it is
supposed to provide “Trembita”-based exchange in short terms. The State Reg-
ister of Real Property planned to introduce “Trembita” data exchange services
even more widely [13].

The state land cadastre is a rather conservative system, and using the
“Trembita”-based exchange system with other registers is not used enough. How-
ever, it is highly essential because many services on land plots based on usage
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of state land cadastre services are often used by citizens (for example, land
plots registration or declaration rights on the land plots). Also, the interaction
of geosystems in Ukraine is complicated because different information systems
can use different coordinate systems. This problem is especially acute for local
government geosystems, where even their coordinate systems can be used.

5 Analysis of Approaches to Public Property Registers
Development

Today, the issue of the development of the system of property registers and cadas-
tres is essential and has been previously considered [14]. Historically, different
property registry systems in different countries are provided. Some countries have
started right away building their registers in digital. On the other hand, some
countries have a long history of using paper-based registers that have evolved
with changes in society, such as in the case of Ukraine. Previous proposals have
categorized the development of property systems into four main groups based
on the characteristics of cadastral systems. [15]:

1. Napoleonic systems;
2. German systems;
3. Scandinavian systems;
4. English-speaking systems.

The main difference in these groups is the purpose (focus). The focus may be
on the property itself or the right of ownership [15]. Also, the registers in different
groups may be designed as separate systems, single systems, or single systems
based on a microservice architecture (in the latter case, different registers located
in the single informational system but using client-server architecture interact
with each other).

Each system has its advantages and disadvantages if we consider them both
from a registration point of view and a technological point of view. Therefore,
it is advisable to analyze such systems in terms of feasibility.

The most promising approaches for Ukraine are the Napoleonic and Ger-
man models, which have separate registers or cadastres that can exchange data.
Alternatively, the Scandinavian approach, which utilizes a single property cadas-
tre system, is also considered favorable. It is worth noting that the Scandina-
vian approach is similar to the integrated property cadastre systems, as in the
United States (Houston Cadastre) and Belarus, where they are pretty efficient.
Therefore, it is appropriate to consider the main advantages, disadvantages, and
analysis of creating a new system (cadastre of property) and providing interop-
erability of a few registers and cadastres, which is presented in Table 2.

As can be seen from Table 2, both approaches involve the implementation
of the same functionality. Both approaches will be based on a microservices
architecture or may be characterized by a certain number of failures in the
case of a new single system. Of course, in the case of the development of a
new system (cadastre), implementing modern BIM and GIS technologies [16,17]
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Table 2. Main advantages, disadvantages, and analysis of the creation of a new system
(cadastre of property) and providing of interoperability of few registers and cadastres

Creating a new system, “Property Cadastre” Use of a few existing
systems and implementation
of the “Trembita” exchange
system

The main advantages Data centralized, no need
for state information
resource exchange.

Fast implementation, no
additional costs for new
system creation, no
ownership issues.

System functions Accounting for buildings,
land, property rights, and
their relationship with
owner identifiers; data used
for subsidy and tax
calculations.

Holder and
administrator issue

Need to be defined All holders are defined

Costs for software
upgrades and
debugging processes

High. It is necessary to
develop actually from
scratch

Existing systems and
processes in place;
need development and
digital information
exchange

Architecture May be slow and prone to
failures without
microservice architecture;
separate services for
buildings, land, ownership,
and taxes.

Separate services that
interact on a
client-server
architecture

Dependence on the
cartographic basis

Dependent on cartographic
basis; need to develop basis
before detailed
implementation

Slight. It is possible to
start implementation
without a cartographic
basis

Development time Approximately three years;
potential delays due to map
update and implementation
process

It can be implemented
throughout the year.
The realistic
implementation period
is two years

will be possible. However, providing such technology may cause a delay in the
implementation of a system of a property registration system for several years.
The organizational issues (for example, data relocation and reengineering) may
delay the process even further. Also, in the case of providing modern technologies
without relevant data, it may not afford the necessary effectiveness. The creation
of a new system will depend entirely on the availability of a cartographic basis
(satellite map updating) because it will be needed to obtain buildings’ footprints
using neural networks based on satellite maps [18–20].

So, it seems more important to ensure the completeness of property data in
existing registers, and then it will be possible to apply modern technologies. In
this case, if there are updated maps and building footprints, it will be possible
to merge data from the registers with the coordinates of the footprints.
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The proposed property register system foresees data exchanging on all neces-
sary entities using “Trembita”: data on the owner-citizens (Demography register;
Ministry of Interior; unique ID - unique registry entry number; in Ukrainian -
unikalnyi nomer zapysu reiestru (UNZR)) and legal entities (Legal entities reg-
ister, Ministry of Justice; unique ID - Unified State Register of Enterprises and
Organizations of Ukraine; in Ukrainian; Edynyi derzhavnyi reiestr pidpryiem-
stv ta orhanizatsii Ukrainy (EDRPOU)); property rights (State Register of Real
Property Rights Ministry of justice; unique ID - property right number); and
property itself - land plots (Land cadastre, State Service of cartography and
geodesy; unique ID - cadastre number) and building (SDPSiFC, Ministry of
regional development; unique ID - building and buildings part identificators).
Entities exchange in the proposed property system is presented in Fig. 1.

Fig. 1. Entities exchange in the proposed property system

6 The Functionality of the Proposed Public Property
System

The main advantage of the proposed approach is that the main actors and actions
are the same as before, but some processes are simplified and automatized. Land
surveyors register data on land plots. The function of land managers and their
functions in the system are new land plots registration (creation of a record),
changing the purpose of land plots, and determination of boundary land plots.
After providing data interaction, it will be possible to automatically generate a
request to register rights in the State Register of Real Property Rights in case
of relevant data in the State Land Cadastre.

E-construction is filled by various construction systems, including a state
employee of the state architectural service, local government architects, and pri-
vate engineers. The employee of the state architectural service has the func-
tion of certification of buildings by the state standards (as a result, it will be
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possible to submit applications for property rights registration automatically)
and uploading engineering documents. The architect of local governments also
has the function of uploading engineering documents and urban construction
restrictions (for new constructions). In addition, E-construction is used by city
developers (private companies) to upload construction designs. Registration (of
property rights) can declare the status of ownership that is removing, adding,
and changing property rights. Use a case diagram in the registry system is shown
in Fig. 2.

In addition, the proper functioning system of property registers system is
one way to conduct an effective modern census. Thus, when the system on the
property is filled, given the documentation on the number of building apart-
ments, it will be pretty simple to conduct a census [21] and faster than using
the demography register’s data (but according [21] somewhat less effective).

7 The Economic Effect of the Register

Ukraine has lost more than 1.52 Bn EUR/year due to the lack of data on build-
ings and structures. About 1.37 Bn EUR/year of subsidies were paid out due to
the state budget, and about 150 M EUR/year may be paid for the local budget
as property taxes. Considering the gradual implementation, it is recommended
to calculate the effects based on a 1% change. The impact will be most significant
in the short term and gradually decrease over time. Table 3 provides calculations
of housing subsidy and property tax changes with the proposed system.

Table 3. Calculations of housing subsidy and property tax changes with the proposed
system

Subsidy Property tax

Legal basis Resolution of the Cabinet
of Ministers № 848

Tax Code

Subjects Recipients (owners): The
apartment not over 120 m2
or houses not over 200 m2

Payers (owners): The
apartment over 60 m2 or
houses over 120 m2

Type of budget State budget Local budgets
The annual amount of
funds [2]*

1.37 bn. EUR/year 150 mil. EUR/year

Annual budget effect in
case of change of 1%

13,7 mil. EUR/year 1,5 mil. EUR/year

* data related to 2019 [2]

Thus, it is advisable to consider the economic effect of the proposed app-
roach based on a different implementation hypothesis. With the most optimistic
calculation, the reduction in unpaid taxes can be up to 100% of the amount of
0.060 Bn EUR/year additional revenues. The decrease in subsidies paid with a
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law violation, even in the optimistic version, can reach 40%, amounting to 0.548
Bn EUR/year. Therefore, the maximum economic effect of the creation of the
registers of buildings and can be 0.608 Bn EUR/year Assessment of effectiveness
is presented in Table 4.

Table 4. Assessment of the economic effect of the implementation of the effective
functioning of the system property registers

State budget keeping by
optimizing subsidies
payment

Additional property taxes
to local budgets

Total effect

% of total bn. EUR/year % of total bn. EUR/year bn. EUR/year
Minimum 10 0.137 25 0.015 0.152
Realistic 20 0.274 50 0.030 0.304
Maximum 40 0.548 100 0.060 0.608

8 Conclusions

In conclusion, modernizing public information registers is essential for county and
public sector development, streamlining administrative services. Key elements in
property register systems include owners (legal entities and individuals), prop-
erties (land or buildings), and ownership rights.

The “Trembita” exchange system, modeled after Estonia’s X-road, is favored
for data exchange between registers and cadastres over creating a new property
cadastre in Ukraine.

The proposed property register mechanism involves data exchange on own-
ers from the Demography Register of the Ministry of Interior and Legal Enti-
ties Register of the Ministry of Justice. Property rights data originates from the
State Register of Property Rights under the Ministry of Justice. Property-specific
information comes from the Land Cadastre of the State Service of Cartography
and Geodesy and the E-construction system of the Ministry of Regional Devel-
opment. This approach capitalizes on existing processes, potentially expediting
implementation compared to a new property cadastre.

This approach could yield annual savings of up to 0.608 billion EUR-via
subsidy payment optimization (0.548 billion EUR/year) and additional property
tax revenue for local budgets (0.060 billion EUR/year).

Future steps involve a feasibility study to adapt “Trembita” to Ukraine, a
cost-benefit analysis for financial validation, and researching successful register
modernization cases from other countries to enhance the approach.

These steps will fortify the research, benefiting the public sector and citizens.
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